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Abstract

**Background:** The use of Multilevel Models (MLM) and Generalized Estimating Equations (GEE) for analysing clustered data in the field of intellectual and developmental disability (IDD) research is still limited.

**Method:** We present some important features of MLMs and GEEs: main function, assumptions, model specification and estimators, sample size and power. We provide an overview of the ways MLMs and GEEs have been used in IDD research.

**Results:** While MLMs and GEEs are both appropriate for longitudinal and/or clustered data, they differ in the assumptions they impose on the data, and the inferences made. Estimators in MLMs require appropriate model specification, while GEEs are more resilient to misspecification at the expense of model complexity. Studies on sample size seem to suggest that Level 1 coefficients are robust to small samples/clusters, with any higher-level coefficients less so. MLMs have been used more frequently than GEEs in IDD research, especially for fitting developmental trajectories.

**Conclusions:** Clustered data from research in the IDD field can be analysed flexibly using MLMs and GEEs. These models would be more widely used if journals required the inclusion of technical specification detail, simulation studies examined power for IDD study characteristics, and researchers developed core skills during basic studies.

**What this paper adds?**

Research data cease to be independent when a super-ordinate structure or repeated measurements create correlation amongst individual data points. Ignoring this correlation in model specification leads to a bias in standard errors that is proportionate to the magnitude and direction of the correlation. Multilevel models (MLM) and Generalized Estimating Equations (GEEs) model the data taking into account this correlation. The two approaches differ in the way they handle this correlation, and selecting between the two relies on the research aims and study characteristics. The paper discusses some of the core features of MLMs and GEEs for researchers who are considering how to analyse their longitudinal or clustered data. We review how IDD researchers have used the models so far, in the hope that other researchers will consider using them. We believe their use would be more widespread if researchers were taught these models as part of their studies, if journals required researchers to include more technical details on how MLM or GEE models were
fitted, and if further research focused on examining how powerful these models could be for IDD studies that often rely on modest sample sizes, few clusters or large cluster to participant ratios.

- Ignoring data dependence can lead to inappropriate inferences and conclusions
- MLMs and GEEs are appropriate for clustered/longitudinal data
- IDD research could benefit from increased use of these models
1.1 Introduction

Research in the field of intellectual and developmental disabilities (IDD) often generates longitudinal and/or correlated data. One source of correlation comes from clustering such as data from mothers and children who share the same household; data from parents (couples) of children with IDD. Another often encountered source of correlation is repeated measurements obtained from a group of participants over time.

Researchers have three options when they analyse correlated data (e.g. longitudinal data on the same individuals, or data clustered within a hyper-ordinate structure): (1) ignore the correlation, (2) bypass it by withholding one part of the data, or (3) deal with the correlation using appropriate analytic techniques. The first two approaches are not really efficient or appropriate since they (1) either result in inappropriate inferences or (2) do not make full use of the data. Statistical expertise to deal with clustered and/or longitudinal data is required at an advanced level, one which often exceeds the training researchers in the IDD field may have. In addition, IDD research presents some unique challenges: (a) low prevalence of condition examined (typically resulting in small sample size), (b) often a high number of super-ordinate clusters (for example, a relatively small number of children within a large number of genetic syndromes). In addition, where research is applied and the focus is on informing educational or social policy, there is often an interest in drawing conclusions about the population with a particular need, and not about the way individuals’ diagnostic labels/clinical services/educational settings are clustered. In other words, the clustering is not always part of the substantive research question. This often results in a higher than expected frequency of the first two options, i.e., either ignoring the clustering or bypassing it by not using part of the data.

With the present paper, we would like to encourage IDD researchers to use appropriate modelling techniques when having correlated data. We focus on two analytic techniques: Multilevel Models (MLM; also known as Mixed Models proposed by Laird and Ware 1982) and Generalized Estimating Equations (GEE; proposed by Zeger and Liang, 1986). Using non-technical terms, we will discuss: (i) why it is important to account for the correlation and (ii) what MLMs and GEEs do and how they could be used in research in IDD drawing on examples from published research in the field.
1.2 Generalized Linear Models (GLM)

The standard ANOVA and regression models are part of a bigger family called the Generalized Linear Models (GLMs). GLMs assume that one variable – referred to as the outcome or dependent variable - is explained by or depends on some other variables called the explanatory or independent variables. The outcome and explanatory variables are assumed to be related ("linked") with a function called the "link function". One of the purposes of a GLM is to estimate a unique combination of the explanatory variables which explain as much variation of the outcome variable as possible. This is done by estimating different weights called "regression coefficients". Up to this point the whole process is a mathematical process referred to as optimization, as its aim is to minimize the unexplained variance of the outcome (i.e. the amount of variation not accounted for by the explanatory variables). This is usually done by using the so called "least squares" optimization method. Additionally, we want to know how certain we are about these estimated coefficients given that their estimation was based on a sample rather than a population. This is achieved by estimating confidence intervals and the associated $p$ values (i.e., hypothesis testing). The usual test checks if the coefficients are significantly different from zero; for this we rely on distributional assumptions, and the issue now becomes a statistical one.

1.3 Assumptions of GLMs

A standard GLM assumes: (i) a distributional assumption (i.e. the distribution of residuals of the regression has a particular shape), needed for estimating confidence intervals (ii) a link function which connects the outcome with the explanatory variables (iii) constant variance, so that the inferences we make are valid for all the range of the dependent and independent variables and (iv) independence of the individual measurements. This last assumption is violated when analyzing longitudinal and clustered data in standard ANOVAs or regressions. We demonstrate the effect of this violation with an example in 1.3.4

The distributional assumption is used for mathematical calculations and approximations during the optimization procedure. Importantly, it is also used for making inferences and especially for estimating the confidence intervals. The confidence intervals are used to determine if an estimated coefficient is different from zero (hence statistically significant) or not.

1.3.1 Linear relationship
In every GLM we assume a mathematical relationship between the dependent variables and the independent variables. In a linear regression, we assume that the link function takes the form \( f(y) = y \), and thus in most cases it is not stated. On the other hand, in Poisson regression for example, we assume the \( \log() \) link function and thus \( f(y) = \log(y) \) and the Poisson regression can be written as \( \log(y) = a + bx + e \). The equivalent form of the normal linear regression is \( Y = a + bx + e \).

### 1.3.2 Homoscedasticity

Homoscedasticity is a term of Greek origin and means “equal variance”. This is more of a practical assumption since it allows us to use the same standard error for the range of the values we have available. Otherwise, we would have to estimate a separate standard error for each value.

### 1.3.3 Independence

For estimating standard errors of regression coefficients we need two components: (i) a properly estimated residual variance and (ii) the number of observations that this residual variance is based upon, the so called degrees of freedom. The estimation of the residual variance is where the main estimation bias occurs when we incorrectly use a GLM for analysing clustered or longitudinal data.

### 1.3.4 Violation of independence with clustered and longitudinal data

Let us assume a simple longitudinal design with two time points. Using data from Totsika, Hastings, Vagenas & Emerson (2014), where child behaviour problems were measured in 516 children with intellectual disability at three (Time 1) and five years (Time 2), we will estimate the standard error of the mean difference, given different levels of correlation between the repeated measures. For simplicity, we assume that scores were normally distributed. Mean total behaviour problems at Time 1 were 16.18 and 12.27 at Time 2. In statistical notation this is represented as: \( \hat{\mu}_1 = 16.18 \) and \( \hat{\mu}_2 = 12.27 \), where the hat stands for estimated, \( \mu \) stands for mean and the subscript 1 and 2 denotes the times of measurement. Equivalently, the standard deviations can be denoted as \( \hat{\sigma}_1 = 6.32 \) and \( \hat{\sigma}_2 = 8.11 \). The mean difference between the two time points is \( \hat{\mu}_2 - \hat{\mu}_1 = 12.27 - 16.18 = -3.91 \) units. Our objective is to determine if this difference is statistically significantly different from zero on the 5% level of significance, and for this we need to estimate the standard error of the mean difference. If we assume that there is no correlation between the two measurements the appropriate formula to determine the standard error of the mean difference is:
\[
\text{s.e.} = \sqrt{\frac{\sigma_1^2 + \sigma_2^2}{n}} \quad (1)
\]

However, if we assume that the two measurements are related we have to take into account the covariance of the two means, symbolized as \(\sigma_{12}\) and estimated by:
\[
\text{s.e.} = \sqrt{\frac{\sigma_1^2 + \sigma_2^2 - 2 \times \sigma_{12}}{n}} \quad (2)
\]

The effect of the omission of the covariance term depends on the relative size of the covariance compared to the sum of the variances. For demonstration purposes, we plot the relationship between the covariance term and the standard error of the mean difference, for different levels of correlation using the Totsika et al (2014) data (see Figure 1).

As it can be seen in Figure 1, ignoring the correlation between the two measurements will lead to biased inferences about the standard error of the mean difference. The level of bias depends on the strength of the correlation. For behaviour problems, we have good evidence to indicate that over-time correlations tend to be at least moderate both in children and adults with IDD (Emerson et al., 2014; Totsika, Toogood, Hastings & Lewis, 2008; Totsika et al., 2013; 2014). As Figure 1 suggests, the presence of positively correlated measurements is associated with smaller standard errors compared to non-correlated measures (i.e., a correlation coefficient of zero), whereas a negative correlation is associated with higher standard errors than would have been estimated under the assumption of independence. Thus, if we were to test if a particular difference between two time points was different from zero, a positive correlation between the two time points would result in a tighter confidence interval compared to zero correlation, whereas a negative correlation would result in a wider confidence interval. As a corollary, we would need a smaller sample size for finding a statistically significant difference when we have positive correlation compared to a negative one when the difference if of similar magnitude. As an example, using the above numbers of Totsika et al. (2014) and assuming a correlation of -0.5 and 0.5 would have led to a standard error that would have been obtained if they had 67% and 190% of the participants (n)
respectively, compared to that obtained if there was no correlation between the two time points.

2.1 Multilevel Models and Generalized Estimating Equations

There are several approaches for accounting for the correlation between measurements in longitudinal and clustered data. Repeated measures ANOVA is one of the better known approaches. Whilst it is part of the GLM family, it has some drawbacks which make it unsuitable for many studies (Fitzmaurice et al., 2004; pp.73-78). Repeated measures ANOVA assumes a so called compound symmetry correlation structure for the data. This means that each measurement time/cluster unit has the same correlation with every other time/cluster unit. This might be a valid assumption for cluster units, but it is generally not true for longitudinal data. Typically, the closer the time points of measurement, the higher the correlation amongst them. For example, parenting stress on the day of measurement will have a higher correlation with parenting stress experienced yesterday, compared to a year ago. Therefore, the assumption of compound symmetry is more difficult to satisfy in applied research with people, whereas it was easier to assume in agricultural data that ANOVAs were originally developed to analyse. A further difficulty with repeated measures ANOVA is the treatment of missing data. All the data for individuals who have missing values are excluded from the analysis (i.e., listwise deletion). This is not the most efficient use of the data, and modern methods have been developed to use all available data.

MLMs and GEEs are two approaches for dealing with correlated data as they estimate the appropriate correlation and take it into account when estimating standard errors for the regression coefficients. Both can be viewed as extensions of GLMs with the main difference being the optimization method used for getting estimates of the regression coefficients and/or the partition of variance. MLMs were developed to analyse dependent variables where the independent variables were measured at different levels, or where data violated the assumption of independence. These models have been used extensively with continuous outcomes, although modern software now enables the analysis of categorical, binary or ordinal outcomes (e.g., Heck, Thomas & Tabata, 2012). GEEs were developed as an extension of GLMs for analysing outcomes that violate the assumption of independence, and are most often used with count, binary, ordinal or just non-normally distributed outcomes, although they can also be used with normally distributed data. In sections 2.2 to 2.5, we highlight
particular areas of interest within each modelling approach, and we give examples of their use in IDD research (3.1). By necessity, the present paper cannot cover all aspects of MLMs and GEEs; our aim is to provide readers with some initial information on these approaches to support them when considering adopting them.

2.2 Multilevel Models
2.2.1 Fixed and random effects in MLMs
Multilevel models are also known as mixed models because they mix two types of effects (variables): fixed and random effects. All independent variables used in an ANOVA/regression are effectively equivalent to fixed effects in MLMs. At least five different definitions of fixed effects have been proposed, but, at its simplest, Gelman and Hill (2007, p.245) suggest that fixed effects are constant across individuals, whereas random effects vary. When variables are specified as fixed effects in MLMs, they are assumed to: (i) be measured without error (ii) not vary, i.e., all their levels have been included in our study (the levels assumed to affect the outcome of interest). Gender is a typical example of a variable usually modelled as a fixed effect.

On the other hand, random effects: (i) are thought to represent a sample of all possible values of this characteristic in the population and (ii) have an underlying distribution that in the simplest case is the standard normal distribution. Thus, if we were conducting the same study again we could have, potentially, sampled different levels of the random effects. Examples of variables that fit into this description are individuals, time points, schools, wards etc. When we recruit individuals into a study we are not interested in these specific individuals but rather in what they represent as a (random) sample from the wider population of such individuals. For example, when we recruit children with ASD in one study, we are interested in these children, insofar as they represent a sample of children from all the population of children with ASD. When we sample a clinic or a classroom we are not interested (usually) in this specific clinic or classroom but rather on what this classroom/clinic represents as a member of the wider clinical or educational population. Time points can also be considered as random effects. Researchers are usually interested in change over some time period, rather than in the exact time points that they are taking the measurements at. Thus, although in a study the researchers might have planned to take measurements every 7 days, the same results might
have been obtained if measurements were obtained at 5- or 10-day intervals. The
distributional assumption is also an important one and complements the issue of “sampling”
point. We assume that random effects (individuals, patients, families, etc.) come from a
standard normal distribution. For reasons that will not be discussed in this paper, random
effects create a correlation amongst the measurements. For an explanation of how the
random effect create this correlation the reader is referred to Fitzmaurice et al. (2004, pp.198-199).

2.2.2 Specifying random and fixed effects in MLM

Deciding on which variable to treat as fixed and which as random can be tricky, as one might
have guessed given the variation in definitions. This is not helped by the fact that published
papers do not always report whether independent variables were treated as fixed or random
effects in their models. Here, we provide some guidelines on how to make a decision. The
reader should be aware that, depending on the research question, a variable treated as fixed
in one study may be treated as random in another. In other words, a variable’s
characterization as fixed or random is largely contextual.

In general, we treat as random: (i) independent variables whose values are a (random) sample
from a wider population of values, and whose specific values (in our study) are not of intrinsic
interest; (ii) independent variables that we believe create some correlation in our study (e.g.,
cluster units; repeated measures). These are general guidelines and the choice will depend
on the specific research question. Below, we discuss selection by giving some examples.

We discussed the first criterion in 2.2.1 above. As long as the sample is randomly selected
from the population, it will provide an unbiased estimate of the underlying population
parameter. The point here is that individual participants are not of intrinsic interest. What is
of interest is that they represent the population of interest. A very similar case can be made
for classrooms, schools, districts, households etc. They are entities representing the wider
population of classrooms, schools, districts, households. The specific entity (e.g. “household
1011”) is not of intrinsic interest, but the fact it represents the wider population of such
entities is.
In longitudinal studies, two variables typically fitted as random are the participants’ identity (ID) and time. Specifying ID as a random effect essentially indicates that measurements with the same ID could be correlated and thus the (co)variance associated with this variable will be estimated as a result of the mathematical formulation of the model (Fitzmaurice et al., 2004). In this example, the variable participant ID is specified as a random effect following criterion (ii) in the paragraph above.

Time is another variable which is often specified as a random effect in longitudinal studies. Although time per se does not ‘cause’ a correlation between individuals, it usually is an essential component of correlation for longitudinal data since time is what creates the within individual component. Please note, however, that where we specify time as a random effect the underlying assumption (which ought to be reflected in the research question) is that we are not interested in the exact times measured in the study. In most cases, the time component in longitudinal research has an element of convenience and randomness (in the sense of choosing convenient times to suit the researcher), and researchers are not interested in the exact times chosen. When the latter is true, however (e.g., in intervention evaluation which is a special case of longitudinal design), the research question directly dictates measuring the effect of a specific time point, e.g., post or follow up. For example, De Boer and colleagues examined the effect of a school-based intervention on attitudes towards students with disabilities one week post and 12 months after the intervention (De Boer et al., 2014). To determine whether there were significant group (intervention vs control) differences at post and follow up (i.e. “Time”) De Boer et al., (2014) fitted fixed effects of interaction terms group * Time. Another type of longitudinal design where time is meaningful as a random effect is developmental trajectories studies. We consider the specification of time as a random effect in such studies in detail in 2.2.4 below but before this we review the issue of levels in MLMs.

2.2.3 Levels in Multilevel Modelling
Multilevel modelling is called so because the random effects can be viewed in levels which are nested i.e. one level contain another level. Educational data illustrate this point well. We are interested in analyzing data collected from different schools, within educational districts on individual students. So, we have students within a class, classes within a school,
schools within educational districts. Starting numbering from lowest to the highest nested level we have: (i) individual students within a class are at level 1 (ii) classrooms within schools are at level 2, (iii) schools within an educational district are at level 3, and (iv) educational districts are level 4. A 4-level multilevel model is quite complicated but in theory we could have as many levels as we want. In this example, if we had repeated measures of each individual student, the “time” variable becomes level 1, the individual becomes level 2, the classroom level 3 and so on. A variance component will be estimated for each level (four in total for the original 4 level model), with six covariances as well ($n \times (n-1)/2$ where $n =$ number of levels).

An intuitive way of thinking about the levels in MLM is by using the two stage random effects formulation. Let us consider a simple two level model: an outcome is measured on participants over time, along with another explanatory variable with two levels (e.g. Group 1 vs. Group 2). For each individual participant we could perform a regression of time on the outcome variable as a first step. If this is a simple linear regression with an intercept, for each individual we have estimated two parameters: (i) an intercept and (ii) a slope for time. We can then fit a regression line for each parameter (intercept and slope) using the independent variable (not used in the first step) and an intercept. This last intercept will represent the overall mean of the population for the outcome variable, and the estimated Group effect will represent the deviation of one group from the other. The first step is about random effects whereas the second one is for fixed effects. This formulation can be generalized to further random and fixed effects. Indeed, some software require a specification of this type for fitting MLMs (e.g., MLwin, HLM).

2.2.4 Intercepts and slopes in longitudinal MLMs that study growth

In longitudinal studies where the focus is on growth or developmental trajectories, there are two aspects of time that need to be considered: where people are at the start of the study or a crucial fixed time point (i.e., intercept); and how or how much people change over time (slope). Each participant is assumed to have a specific intercept (e.g., starting point) which is modelled as a random effect because it is considered a deviation from the overall population mean. Using IQ scores as an example, we estimate a baseline mean across the sample, and then estimate the intercept of each individual as the difference between each individual’s
baseline score and that mean. Intercepts are usually assumed to be normally distributed with a mean of zero and a variance which is estimated from the data. Note that the mean of intercepts is by default zero, since they are effectively measures of deviation from the overall mean. Intercepts specified as random effects may be referred to as random intercepts.

For continuous variables in longitudinal studies, a random slope is also fitted for each individual. Similarly to the random intercepts, the change over time is modelled by fitting an overall slope for the average of the population, and each person’s change over time is modeled as a deviation from the overall slope. Slopes are assumed to be normally distributed with a mean of zero and a variance which is estimated from the sample. Figure 2 provides a visual representation of two individuals (broken lines) and their mean (solid line) as an example of: (i) random intercepts and random slopes (ii) random slopes fixed intercepts and (iii) fixed slopes random intercepts.

Of interest is the specification of intercepts and slopes in a study by Mervis and colleagues (2012) who examined the trajectory of IQ scores in children with Williams syndrome. In their study, 40 children with Williams Syndrome completed the same IQ test, four to seven times over a period of five years on average. Researchers wanted to examine the trajectory of IQ in this population.

We will use the example of Mervis et al., 2012 to describe the most used MLM, that of longitudinal measurements taken on a cohorts/group(s) of individuals. This is described by a 2-level model. The lowest more “granular” level 1 describes the change of each individual over time (i.e. within individual), whereas level 2 describes differences between individuals. Thus, each individual’s personal trajectory is described by two variables: (i) the individual and (ii) the time within each individual. These two variables will be used as random effects since they are sufficient for accounting for the correlation between measurements of the same individual. This will be fully described and explained in this section. Assuming that the reader is familiar with simple linear regression, we could describe these two levels as two separate (but linked) regressions: (i) one at level 1 where a linear regression is fitted for every
Thus, for each individual \( j \) we have the following regression line for each measurement over time \( i \):

\[
Y_{ij} = a_j + b_j \times \text{time} + e_{ij} \quad (1)
\]

In the above equation, we have sacrificed mathematical accuracy (no index \( I \) for “\( a \)” and “\( b \)”) to highlight the fact that the above regression line is specific for each individual. In the example of Mervis et al (2012), \( Y_{ij} \) are the IQ measurements for individual \( j \) at time point \( i \). Thus, for each individual we get an intercept for the IQ (\( a_j \)), regression coefficient \( b_j \) for the change over time and a residual (i.e. unexplained part of the IQ) \( e_{ij} \). For the level 2 part of the MLM, there are two different but equivalent ways we can think. The first way is to think of the above regression coefficients being further split into an “average” and an “individual” part:

\[
a_j = a_0 + k_j + a_{ej}
\]

\[
b_j = b_0 + d_j + b_{ej}
\]

where \( a_0 \) and \( b_0 \) are the “average” intercept, and regression coefficient which are the same for each individual; \( k_j \) and \( d_j \) are deviations from the mean intercept and slope for each individual; and \( a_{ej} \) and \( b_{ej} \) are the respective residuals. At this level, we can introduce the between individual variables, which by definition will have the same value no matter what the timepoint (i.e. the within individual) is. In Mervis et al. (2012), these were the child gender and the maternal education variables. The second but equivalent way to think about level 2 is a second regression where we predict the population average values for the intercept and slopes from individual values, rather than decomposing the individual intercept and slope: one could think of it like taking the average of \( a_j \) for intercepts and \( b_j \) for slopes from the previous notation. Thus, we have:

\[
a_0 = a_j + a_{ej}
\]

\[
b_0 = b_j + b_{ej}
\]
This second way of thinking about this level is the so-called 2-stage formulation of MLMs. Thus, in the case of Mervis et al. (2012) we estimate an overall intercept and slope for the average population from the estimates of the individuals’ IQ intercepts and slope of the participants, adding the child sex and maternal education.

2.3 Generalized Estimating Equations (GEEs)

Generalized Estimating Equations (GEEs) take a different approach to MLMs: GEEs do not distinguish between fixed and random effects but rather require the specification of a clustering variable which is assumed to account for the covariance between measurements either on the same individual or on members of the same cluster. They use a different optimization procedure for achieving this compared to MLMs. A result of this different optimization procedure, which is often understated, is that the interpretation of the output is different compared to that of MLMs: MLMs essentially make inferences about the individual whereas GEEs make inferences about the population average (hence an alternative name for GEEs is “marginal models”). Mathematically, this difference is not so important when the underlying assumed distribution is symmetric (i.e., normal distribution) but becomes important when this distribution is non-symmetrical (e.g., binomial distribution for logistic regression). However, this difference is crucial when we consider what the aims of the research are (e.g., individual prediction vs population description/prediction).

2.4 Model Specification in Analysis of Clustered Data

Finally, the two approaches to modelling clustered data differ in the assumptions they impose on the data. A full list of assumptions for each approach will not be provided here as relevant textbooks have available information (Garson, 2013; Fitzmaurice et al. 2004, pp.187-200, p. 294). Here, we will focus on two issues: model specification, and adequacy of sample size.

Model specification relates to the method MLMs and GEEs use to estimate coefficients and their standard errors from their data. MLMs are particularly sensitive to model specification: in other words, if the distribution of error terms is inappropriately specified, any inference based on the estimated coefficients may be biased, because the standard errors of these coefficients will be biased (Garson, 2013). GEEs do not model random effects and by extension they do not need to model the covariance structure of these effects, hence they impose fewer assumptions on the data (Zeger, Liang, & Albert, 1988). Researchers suggest that GEEs can be more robust to misspecification of the distribution of the outcome variable or the link function, especially when the sample size is not very small (Hubbard et al., 2010).
2.4.1 Estimators in Multilevel Models

There are two iterative optimization methods that can be used with MLMs: (i) maximum likelihood (ML) and (ii) Restricted Maximum Likelihood (REML). In a statistical package, users typically have the option to select either of them. From a user’s perspective, it suffices to know that ML will give biased results (albeit a very small bias) for the random effects (but unbiased for the fixed effects), whereas the REML will give biased results for the fixed effects (but unbiased for the random effects) (Zuur et al. 2009, pp.116-119). Thus, the question becomes how to select which one to use. Zuur et al. (2009, pp. 121-122) present a protocol for selecting the most parsimonious MLMs, and recommend the selection of the random part using REML first, and then the selection of the fixed part using ML. We believe this is sound approach. ML and REML are relatively sensitive to distributional misspecifications, and thus care should be taken to specify the correct underlying distribution. This is more so with small sample sizes.

2.4.2 Estimator in Generalized Estimating Equations

A very appealing property of the GEEs is the estimator used for obtaining the regression coefficients which is known as the sandwich estimator. We will not provide mathematical details but we will highlight some important properties of this estimator. The sandwich estimator tends to result in unbiased and consistent estimates for the regression coefficients and their standard errors, even when the covariance (i.e., correlation) structure is mispecified (Hubbard et al., 2010). What is required is that the mean is appropriately modelled (i.e. the regression equation) rather than the covariance. This is quite an appealing property, unlike in MLMs where a correct specification of the covariance is also important. However, one should be aware that this is the case when the following conditions hold (Fitzmaurice et al. 2004, pp.304-305): (i) the sample is large, (ii) the design is balanced (i.e., equal number of observations for each group), (iii) there are enough observations for the covariances to be appropriately estimated, (iv) the number of individuals observed is relatively large compared to the number of timepoints/clusters. If these conditions are not met, the standard errors obtained from the sandwich estimator will usually be underestimated (Fitzmaurice et al., 2004).

2.5 Sample Size Considerations

In terms of sample size, researchers need to consider not just the overall N, but also the number of available clusters, and the size of the clusters. From a statistical perspective...
without a constraint on available resources (e.g. funds, subjects, time etc.) or ethical issues (e.g., we do not know if the new treatment is really beneficial, hence the test) more of everything is better in terms of sample size, but this is not the case in applied research where constraints such as the above are present. Research on sample size has examined parameters that need to be taken into account when determining optimum sample size within each of the two modelling approaches (e.g., Gibbons et al., 2010; Teerenstra et al., 2010). Research of this type is important for determining study design before the data is actually collected. “One-size fits all” methods for determining sample size/cluster size are not available; rather guidance is specific to design, i.e., whether the study is a trial, the level of randomisation (Level 1 or Level 2), whether the model includes any/how many random factors, if the outcome is continuous, if the link function is linear, etc.

In the field of IDD research, we are often faced with three common scenarios: (i) small N because of low prevalence of the condition (which means that more investment in recruitment is unlikely to result in a linear increase in N); (ii) access to a limited number of clusters (partly, this is due to low prevalence of IDD [if a small proportion of children have IDD than IDD-clinics would be fewer than, say, clinics for children without IDD], and partly to issues related to level of funding and ethics); and (iii) large cluster:participant ratios (i.e., a small-er number of participants in a large number of super-ordinate clusters): for example, when considering genetic syndrome clustering, or recruiting from mainstream classrooms or mainstream clinical services. Research that considers all three of these scenarios in determining sample size is limited, especially research that considers different types of outcomes (continuous and non-continuous), and/or research that compares the performance of GEEs and MLMs under these scenarios. Moving away from rules of thumb that have at times been suggested (e.g., 30 clusters with 30 participants each) and discredited (Bell et al., 2010a), the question in the IDD field is how low is too low for using either of these methods.

Overall, MLMs are fairly robust to small numbers of clusters and participants. Huang (2016) in a simulation study found that Level 1 estimated coefficients were not biased even with samples as low as five for Level 1 participants and 10 for Level 2 clusters, while Level 2 estimates required a minimum of 30 Level 2 clusters with five Level 1 participants each to avoid bias. Apart from the estimated coefficient, the impact of sample size has also been
examined in relation to the standard errors of the estimated parameters. Overall, standard errors for Level 1 variables seem to be unaffected by small participant or cluster numbers (Bell et al., 2010a, 2010b; Huang, 2016). In terms of the standard errors of the Level 2 coefficients, the pattern of findings differs among simulation studies. Huang (2016) in a simulation involving one Level 2 independent variable and two Level 1 independent variables found that Level 2 standard errors from MLMs were without bias even for the smallest sample size condition he examined (five Level 1 participants and 10 Level 2 clusters). Standard errors of Level 2 predictors were not biased even in models with more independent variables, binary or continuous, that also included interaction terms (Bell et al., 2010a). However, it appears that standard errors of Level 2 predictors are more prone to bias (higher possibility of Type I error) as the ratio cluster:participant increases (fewer participants in each cluster unit) when the number of clusters is small (50 or less; Bell et al., 2010b). A recent simulation study indicated that using GEEs with a small number of clusters (about 10) that have either few (ranging between 7 and 14 participants) or many participants (ranging 17 to 34 participants) was associated with a higher risk for Type I errors, despite the fact that estimated coefficients were fairly robust (McNeish & Stapleton, 2016).

A third area of consideration with regard sample size is power. It appears more challenging to achieve a desired level of power (e.g. conventional .80) in MLMs especially when they are fairly complex. Bell et al (2010a) found that achieving .80 power was possible with about 30 clusters with 20 to 40 Level 1 participants. When the number of clusters is below 10 and effect sizes are anything other than large, both MLMs and GEEs will be underpowered (McNeish & Stapleton, 2016). With a small level of clusters (i.e., below 10), researchers need to consider whether modelling their effect is actually of substantive interest. Another way to account for the clustering effect without explicitly modelling it is to use a fixed effects regression, i.e., a standard regression model that includes dummy codes for the cluster levels (termed the fixed effects approach to clustering; Cohen, Cohen, West & Aiken, 2003, pp. 539-541). This has been shown to produce unbiased estimates and standard errors for Level 1 variables (Huang, 2016). This approach can be used even within a MLM environment to reduce model complexity. For example, in a MLM used to account for repeated measurements of activity levels in adults with ID, the clustering of adults within settings (a Level 3 hyper-ordinate factor) was not part of the research question and, moreover, there were only four settings
(van der Putten et al., 2017). Researchers thus fitted three dummy coded variables to represent the settings specified as fixed effects in a 2-level MLM (van der Putten et al., 2017).

Overall, simulation findings seem to suggest that variation in sample size at either individual- or cluster-level does not affect the estimated coefficients or Level 1 standard errors, but it may affect Level 2 standard errors (Bell et al., 2010a; 2010b; Huang, 2016; McNeish & Stapleton, 2016). Any conclusions regarding the direction of bias (and hence our ability to conclude accurately what is significant and what not) is restricted to the different combination of parameters examined in simulation studies to date. Given the large number of parameters that need to be taken into account to determine adequacy of sample size for analysis using a specific approach (N, cluster size, cluster:participant ratio, intraclass correlation, number of covariates, predictors binary or continuous, outcome distribution, design, etc.), it is important that more simulation studies, and in particular simulation studies with data from IDD research are conducted to facilitate field-specific recommendations. Our suggestion is that researchers determine the modelling approach guided by the research question primarily (and the considerations outlined in 2.2.1- 2.4.2). Any sample size considerations should include reference to model convergence (Bell et al., 2010a, 2010b; Nooraee, Molenberghs, & van den Heuvel, 2014).

For further guidance the reader is referred to the following resources which the authors find helpful. As a basis and starting point we recommend the paper by Rutterford et al, (2015) which summarizes in a very accessible way the methods for sample size determination in cluster randomized trials. An easy to read book which is focused on this issue is that of Ahn et al. (2015). Practical advice on how to estimate the various parameters needed for sample size calculations along with reference to relevant software are given by Guo et al. (2013).

3.1 Use of these modelling approaches in IDD research

An overview of the available literature suggests that MLMs have been used more frequently than GEEs when it comes to the analysis of data in the field of IDD research. GEEs are a relatively recent development in statistical analysis methods. They are also less likely to be in the training curriculum of social science researchers so it is likely that researchers in IDD are less exposed to them.
MLMs and GEEs have both been used to account for clustering caused by a hyper-ordinate structure. For example, MLMs have been used to analyse data clustered because of nesting of parents in couples (Garcia-Lopez et al., 2016; Hartley & Schultz, 2015; Jones et al., 2014; Langley et al., 2017; Pottie et al., 2009), families in households (Pottie et al., 2009), individuals with ID in community homes (Qian et al., 2015), support staff in organizations (Knotter et al., 2016). GEEs have been used to account for clustering caused by carers nesting within households (Totsika et al., 2017), multiple births nesting within women (Brown et al., 2016), or twins nesting within families (Cheng et al., 2015). A key difference in these two approaches reflected in the studies is that those studies that modelled their data using MLMs wanted to describe how much of the outcome variance could be attributed to the factors causing the clustering, whereas in GEE analyses this was not a main consideration, but a characteristic of the design that had to be controlled for prior to the interpretation of estimated parameters.

With repeated measures, researchers are often interested in modelling growth/developmental trajectory, or evaluating interventions with multiple evaluation points. MLMs tend to be used more often than GEEs in IDD research for either of these repeated measures scenarios, although overall there are more developmental trajectory studies than intervention evaluations in our field. A body of work has examined developmental trajectories or growth or change over time in cognitive, social, behavioural, or psychological outcomes of individuals with IDD or their carers using MLMs (e.g., Benson, 2014; Jenni et al., 2015, Hartman et al., 2014; Mervis et al., 2002; Wong et al., 2014, Woodruff-Borden et al., 2010). In such designs, MLMs are sometimes called growth curve models. Growth curve models as a term encompass longitudinal analyses fitted within a MLM framework or a structural equation framework (Curran, Obeidat, & Losardo, 2010). They may also be called hierarchical linear models, which refers to a group of MLMs that analyses data where the relationship between predictors and outcome is linear. Repeated measures studies with data analysed by GEEs have focused on modelling longitudinal outcomes in this population, especially outcomes that are not continuous (e.g., counts, binary or ordinal outcomes: Downes et a., 2015; Miller et al., 2017; Lin et al., 2007; Shoushtari et al., 2014), although not always (e.g., continuous adaptive skills scores analysed by GEEs in van Schie et al., 2013). Sample sizes vary considerably among these studies. Similarly, the number of repeated measures available also varies, but three is the minimum. While three is the
minimum number of repeated measures for a longitudinal analysis, some studies analysed data sets where not everyone had the required three time points (e.g., Benson, 2014, van Schie et al., 2013), whereas others exclude participants who did not have at least three repeated measures available (e.g., Woodruff-Borden et al., 2010). Overall, GEEs and MLMs cope well with unbalanced designs and missing data (and this is one of their main attractions compared to ANOVAs). However, when the aim of a MLM is to describe a developmental trajectory or growth line, three data points should be the minimum considered as anything less than three would only be able to identify linear trajectories.

Last, intervention evaluations have used MLMs to account for clustering caused by repeated measures (typically at least three evaluation points; pre, post and follow up) and hyper-ordinate structures (e.g., Level 2: intervention vs control group, Level 3: schools, clinics). Where the lack of association between a hyper-ordinate structure and outcomes could be established, researchers have dropped Level 3 to reduce model complexity and analysed 2-level models, even if randomization was clustered (e.g., de Boer et al., 2014; Hassiotis et al., 2009). GEEs have been used in intervention evaluations when intervention outcomes are not continuous (e.g., psychiatric diagnosis present/absent in Hassiotis et al., 2009) or not normally distributed (e.g., Shu & Lung, 2005; Shu, Lung, & Huang, 2002), though not always (e.g., Wei et al., 2012).

Intervention evaluations are still being analysed using repeated measures ANOVAs or MANOVAs or even change scores analysis with the pitfalls we described in 1.3.4. In addition to correctly accounting for data non-independence, MLMs and GEEs offer a lot more flexibility as they can cope with missing data, unequally spaced time points and outcomes that are not continuous or normally distributed. The more flexible modeling options can in turn offer more powerful interpretation. To highlight this, we note the slopes-as-outcomes MLMs Dykens and colleagues (2014) used to evaluate the effectiveness of a mindfulness intervention for parents of children with IDD. Their cluster randomized trial with six evaluation points focused not on between group differences at post/follow up controlling for pre-scores (which is what a mixed ANOVA model would do), but on the between group differences of the change over time (i.e., the course of change in mothers during the study; in other words mothers’ slopes), thus
allowing a more interesting insight to the effects of the intervention, while also using all of the data available.

4.1 Conclusion

In this paper, we discussed some important features of MLMs and GEEs, two statistical methods for analyzing clustered/longitudinal data. Our aim was to encourage the take up of these modelling approaches where it is appropriate. We believe three factors could increase the use of such models. Firstly, we propose the inclusion of model specification details in published papers. A full description of how MLMs or GEEs were fitted, and why, is likely to increase use by other IDD researchers, who will be able to read, understand, and replicate the approach. Usually model specification details are sacrificed on the altar of word count restrictions. However, researchers and publishers have recognized the need to publish technical details for other methods (e.g., systematic reviews), and found ways to include them in papers (e.g., use of online appendices). Second, future simulation studies need to draw on data from IDD research to generate more knowledge about sample size and power that is specific to IDD research characteristics (for example, small N, limited clusters, large cluster:participant ratios). This information is invaluable during study design, which is the best time for deciding what statistical model to use (and in some cases, e.g., randomised trials, the only time when analysis can be planned). Last, training social sciences researchers in the use of MLMs and GEEs at undergraduate or postgraduate level will ensure that they have some core skills in place when they decide to embark on research in IDD. This is easier nowadays when statistical software has become more user-friendly.
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**Figure 1.** Comparison of standard error of mean difference, assuming no correlation (bullet points) and correlations from -1 to 1 (crosses).

**Figure 2.** Examples of multilevel models with: (i) random intercepts and random slopes (ii) random slopes fixed intercepts and (iii) fixed slopes random intercepts, for two individuals (broken lines) and their average (solid line).