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Abstract

The value of mild hyperthermia in improving the outcome of radiotherapy and chemotherapy treatments is well established. However, clinical applications are currently restricted to accessible tumours, with the application of controlled hyperthermia in solid tumours deep within the body presenting an unresolved problem. Ultrasound is an attractive heating technique because of its ability to create a focus at depth which can be steered around the tumour volume. However, despite considerable research no clinically usable transducers for deep tumour applications have resulted.

In this thesis the underlying principles that govern the characteristics of phased array transducers have been examined. The concept of an idealised phased array has been introduced, and analysis of simulated fields from such arrays has enabled a new set of equations to be defined which relate the geometry of the field to the fundamental array design parameters (including the array diameter, radius of curvature and frequency of operation). Further simulations have examined the impact of secondary array design parameters (such as the individual element size, number density and layout geometry) which modify the field from that of the idealised case. Analysis of these has enabled an upper limit to be placed on the element size within any planar array in order to prevent undesirable changes in the characteristics of the focal region.

A fifteen element phased array with a random element distribution has been constructed based on the design principles established in the simulation work. Measurements of the inter-element cross-coupling have been made, demonstrating that acoustic coupling dominated for inter-element pitches of less than 8 mm, while electrical coupling dominated at larger inter-element pitches. The field produced by the array in an acoustic tank has been characterised and compared against simulation predictions, showing good agreement in terms of the geometries of the focal region and the grating lobes. However, a number of differences have also been identified. In particular, the focal region was closer to the surface of the physical transducer in the measured fields compared to the simulation results, and there were numerous small high intensity regions between the surface of the transducer and the focus which were absent from the simulated fields. A sensitivity analysis, using a simulated factorial experiment, has been performed to identify the origin of these differences, with the results indicating that the presence of a secondary vibrational mode within the elements of the array was the principal causative factor.

Finally, calculations have been performed which demonstrate the feasibility of manufacturing an array suitable for the application of mild hyperthermia in deep tumours based on the array design scheme presented in this thesis. Potential extensions of the array design have also been described which would improve the behaviour of the array under steering and provide further increase in the focal intensity.
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Chapter 1

Introduction

By definition, hyperthermia is an elevation in the temperature of either the entire body or a region of it to above the normal body temperature of 37°C. Increasing the temperature of tissue results in a number of physical and physiological changes which depend on the magnitude of the temperature increase as well as the length of time for which the elevated temperature is maintained. These changes provide several routes for the application of hyperthermia as part of the treatment of cancer, including ablation techniques which destroy tissue directly and mild hyperthermia techniques which are used as an adjunct to radiotherapy and chemotherapy.

Within this chapter the principal applications of hyperthermia in the treatment of cancer will be described in brief, touching on the physiological effects upon which the uses of hyperthermia in the treatment of cancer are based, and describing the results of clinical trials which demonstrate its value. The techniques that are used to create hyperthermia either clinically or in the laboratory will also be described, highlighting the capabilities of each technique and the applications to which each is best suited. Hynynen [1988] reported that ultrasonic methods are the only suitable heating techniques for non-invasive localised heating of deep tumours, and therefore ultrasonic heating techniques and their application will be described in greater detail.
1.1 Applications of hyperthermia in the treatment of cancer

Hyperthermia can produce a number of different physiological responses in tissue, depending on the temperature attained, the duration of the temperature elevation and the characteristics of the tissue itself. These physiological responses provide several routes by which hyperthermia may be used in the treatment of cancer, both on its own and as an adjunct to other treatment modalities (particularly radiotherapy and chemotherapy). In the following sections the main hyperthermic treatment modalities will be described, along with a discussion of the relevant physiological mechanisms and clinical trial results for each modality.

1.1.1 Hyperthermia and direct cytotoxicity

The application of heat to a region of tissue may produce a cytotoxic effect, such that it can be used to destroy cells directly, and without any accompanying radiotherapy or chemotherapy. This cytotoxic effect has been described in reviews such as that by Hildebrandt et al. [2002], who notes that the susceptibility of cells to hyperthermia and the mechanism by which cell death occurs depend on several factors, such as the temperature attained, the duration of the heating, and the phase of the cells in the cell-cycle. However, two general cell death processes which result directly from hyperthermia can be identified: apoptosis and necrosis. These two cell death mechanisms are described by Kerr et al. [1994], and can be summarised as follows:

- Apoptosis:

  Apoptosis is a cell death process that occurs within normal tissue, most commonly where cells die to balance the number of new cells produced by mitosis. As such, apoptosis tends to occur to individual cells scattered throughout a region of tissue. When a cell dies via apoptosis, the process begins with the cell nucleus breaking into discrete fragments which disperse throughout the cell. Within a few minutes of this occurring the cell splits into membrane enclosed bodies, and over the next few hours each of these is phagocytosed
and ingested by nearby cells.

- **Necrosis:**

  In contrast to apoptosis, necrotic cell death begins with the disruption of membranes and organelles within the cell, and is followed by the disintegration of the cell membrane itself. The constituents of necrosed cells are not phagocytosed by the surrounding cells, instead they remain in place until removed by mononuclear phagocytes. An influx of these phagocytes may be stimulated by necrosis, since necrosis, unlike apoptosis, tends to provoke an immune response [Bold et al., 1997]. In addition, necrosis generally occurs within groups of adjacent cells, unlike apoptosis, which occurs to individual cells scattered throughout a volume of tissue.

  Hyperthermia produces an enhancement of apoptosis within tissue when the temperature is increased to above approximately 42°C for periods of 30 minutes or more. The value of this threshold temperature may vary depending on the tissue type, but the cytotoxicity changes sharply as the threshold is exceeded, with cytotoxic and non-cytotoxic temperatures differing by as little as 0.2°C [ter Harr, 1999]. At temperatures above the threshold the enhancement of apoptosis is accompanied by other changes to the cell-cycle, with cellular reproduction slowing down or ceasing. The heat-sensitivity of cells is dependent on their phase in the cell-cycle, being most sensitive during the S-phase (DNA synthesis) and M-phase (mitosis) [Hildbrandt et al., 2002] with the result that sensitivity tends to be high for rapidly proliferating tissues (such as tumours) relative to normal tissue [Kerr et al., 1994].

  Hyperthermia produces an enhancement of necrosis when tissue is heated to temperatures > 46°C for periods of 30 minutes or more [Kerr et al., 1994]. The required heating time decreases as the temperature is increased [Dewhirst et al., 2003], and when temperatures of about 60°C are applied coagulative necrosis occurs within 1-2 seconds [ter Harr, 1999].

  Techniques which are aimed at killing selected volumes of tissue by using the direct cytotoxic effect of hyperthermia tend to be based on the necrotic cell death mechanism, since it is comparatively straightforward to achieve and control
the required high temperatures for a short period of time. Both non-ultrasonic and ultrasonic heating techniques may be used to achieve these high temperatures, and these will be discussed in sections 1.2 and 1.3 respectively. In contrast, the application of hyperthermia alone to achieve a cytotoxic effect by apoptosis is more difficult, requiring that a localised elevated temperature be maintained within the narrow range required for apoptotic cell death: above the apoptosis threshold temperature (42°C) but below the temperature of the onset of necrosis (46°C).

In summary, both apoptosis and necrosis provide routes that may be utilised in the treatment of cancer for killing tissue within solid, localised tumours. It should also be noted however, that these cell death pathways also mean that excessive heating of healthy tissue during hyperthermic treatments must be avoided, as otherwise normal cells will also be killed by the hyperthermia.

1.1.2 Hyperthermia and radiotherapy

Radiotherapy involves the application of ionising radiation to damage DNA within cell nuclei, which in turn promotes cell death by apoptosis [King, 2000]. Mild hyperthermia can improve the efficacy of radiotherapy via several mechanisms. The most important of these are related to the impact of hyperthermia on tumour oxygenation and on the DNA repair mechanism.

Let us consider the importance of tumour oxygenation first. It is well known that hypoxic cells are more resistant to ionising radiation. For example, Brizel et al. [1999] noted in their study of patients with head and neck cancer being treated with radiotherapy alone that local regional control, disease free survival and survival were all better by a factor of two for the group of patients with well oxygenated tumours in comparison to those with hypoxic tumours. Hyperthermia is a suitable method for increasing tumour oxygenation since one of the primary physiological responses to the heating of tissue is an increase in perfusion as the body attempts to regulate the temperature of the heated region, and with increased perfusion comes improved oxygenation [Hildebrandt et al., 2002]. This increase in tumour oxygenation with heating has been demonstrated in a clinical context by Jones et al. [2004], who found
that there was a significant improvement in oxygenation in tumours of the breast when hyperthermia was applied.

It should be noted that the impact of hyperthermia on tumour oxygenation depends upon the temperature to which the tumour is heated. While hyperthermia at relatively low temperatures (< 42°C) typically leads to an increase in tumour perfusion, heating to higher temperatures (≥ 42°C) can actually result in a decrease in tumour perfusion [Hildebrandt et al., 2002]. There is therefore a window of optimal temperature to which a tumour should be heated in order to maximise its oxygenation and its radio-sensitivity.

It should be noted that hyperthermia is not the only method of increasing the tumour oxygenation, but it is an attractive method since it does not require the use of drugs. Breathing of carbogen (95% O₂, 5% CO₂) is another potential route, but Griffin et al. [1996] reported in their study on murine leg tumours that localised hyperthermia produced greater radio-sensitisation of the tumour than did the breathing of carbogen. They postulated that this may be because the increased oxygenation due to hyperthermia is longer lasting. This is consistent with the work of Jones et al. [2004] who noted that increased oxygenation of human tumours by hyperthermia can last for over 24 hours.

The second of the two main mechanisms by which hyperthermia can improve the efficacy of radiotherapy is through the inhibition of DNA repair. Work by Jorritsma and Konings [1983] investigated the effect of hyperthermia on the repair of radiation induced DNA strand breaks in in-vitro murine tumour cells, demonstrating that hyperthermia has a strong impact on DNA repair. There were three relevant findings:

1. The level of DNA repair inhibition increased with the temperature of the pre-radiation hyperthermia, with data reported for temperatures of 42°C to 45°C.
2. Increasing the duration of the hyperthermia also increased the repair inhibition.
3. DNA strand breaks occurred due to hyperthermia alone for treatment temperatures of 44°C or greater and treatment durations of the order of an hour
or more, resulting in an enhancement of cell death by apoptosis due to heat alone as described in section 1.1.1.

Others have reported similar findings, and have observed DNA repair inhibition at temperatures as low as 40°C [Dewhirst et al., 2005].

The mechanism by which hyperthermia inhibits DNA repair is complex. As noted by Iliakis et al. [2008], there exist a number of pathways by which the repair of DNA double strand breaks may be inhibited. The processes involved in each of these are not well understood, but could be generalised as relating to protein denaturation, aggregation and redistribution, all of which act to inhibit DNA repair [Lepock, 2004].

The enhancement of tumour oxygenation and the inhibition of DNA repair occur in a similar temperature range (40-45°C), and this overlaps with the range of temperatures required for the enhancement of apoptosis due to heat alone (42-46°C - section 1.1.1). It is difficult to control the temperature throughout a tumour with enough uniformity that only one of these mechanisms occurs, and therefore clinical applications of hyperthermia as an adjunct to radiotherapy may involve all of these processes. In any case, the results of clinical trials are clear in showing an enhancement of the radiation response as a result of hyperthermia. For example, trials reported by Jones et al. [2005] and Vernon et al. [1996] showed improvements in the complete response rate of 24% and 18% respectively for hyperthermia and radiation in comparison to radiation alone. An additional benefit of hyperthermia was noted by Jones et al. [2005], who observed a pronounced improvement in local control amongst patients who had been previously irradiated. These examples, in common with many other clinical trials, were based upon the treatment of superficial tumours. Results of trials studying the effect of hyperthermia on deep tumours are lacking in the literature, principally because it is difficult to heat such tumours adequately [Sherar et al., 1997]. However, the large enhancements in the response observed when hyperthermia is applied as an adjunct to radiotherapy for superficial tumours indicate that further work to make controlled hyperthermia clinically feasible in deep tumours could be highly beneficial.
1.1.3 Hyperthermia and chemotherapy

Chemotherapeutic treatment involves the use of drugs which disrupt the cell cycle in various ways, depending on the particular drug, with the intention of promoting cell death by apoptosis within the tumour. There are several ways in which mild hyperthermia can improve the efficacy of chemotherapy: the three most important of these concern [i] its role as a chemo-sensitising agent, [ii] the role it can play in the delivery of drugs and [iii] its impact on drug resistance.

Firstly, hyperthermia can act as a sensitising agent, improving the efficacy of drugs in much the same way as it acts as a radio-sensitiser, since the effects caused by chemotherapeutic drugs (such as damaging or disrupting the function of RNA, DNA and protein molecules within the cell [King, 2000]) are similar to those produced by ionising radiation.

Both systemic and localised hyperthermia can be of benefit when applied in conjunction with chemotherapy. [Hildebrandt et al., 2005] reported that chemotherapy in combination with systemic heat treatment produced a greater response than chemotherapy alone for patients with disseminated malignancies. But localised heating, which enhances the sensitivity only within the tumour, is often particularly advantageous since chemotherapy is generally delivered systemically.

The second way in which hyperthermia can benefit chemotherapy is in the drug delivery mechanism. Malignant tumours can be poorly perfused, and this can impede chemotherapeutic treatment since drug delivery comes via the blood. One of the primary physiological responses to mild hyperthermia (at temperatures < 42°C) is an increase in perfusion as the body attempts to regulate the temperature of the heated region [Hildebrandt et al., 2002]. Localised hyperthermia is therefore beneficial since it increases the perfusion within the tumour, and therefore also increases the drug uptake relative to the normothermal tissue.

Hyperthermia can also aid drug delivery when liposomes are involved. Liposomes are vesicles composed of a lipid bilayer enclosing an aqueous volume within which drugs can be contained [Kong and Dewhirst, 1999]. The key attribute that makes liposomes attractive is that they prevent release of the drug into the blood
when the temperature is below their transition temperature. If the temperature exceeds the transition temperature then they undergo a change of phase and allow the contents of the lipid bilayer envelope to be released [Yatvin et al., 1978]. Using liposomes in combination with localised hyperthermia can therefore trigger the release of a drug within a target region, maximising the drug concentration (and therefore activity) within the tumour. Since the drug concentration elsewhere in the body will be much lower, this also has the potential to minimise the side-effects of the chemotherapy [Ponce et al., 2006].

Finally, it has been reported that hyperthermia can reduce or reverse drug-resistance [Mansouri et al., 1989; Lage et al., 2000]. However, the mechanism by which this occurs is so far unclear.

The enhanced effectiveness of chemotherapy due to hyperthermia has been demonstrated in \textit{in-vitro} cancer cells [Nakao et al., 2000], in animals [Hahn et al., 1975] and in human clinical trials [di Filippo et al., 1998]. As with radiotherapy, the reported trials for hyperthermia as an adjunct to chemotherapy tend to be based on accessible and superficial tumours, and trials involving localised hyperthermia of deep tissue are lacking.

### 1.2 Non-ultrasonic heating techniques

Many techniques for the creation of hyperthermia \textit{in-vivo} exist, and within this section the principal non-ultrasonic techniques will be briefly described. The spatial resolution of these techniques ranges from those which create hyperthermia throughout the whole body, through techniques which create regional hyperthermia, to techniques which are highly localised.

- **Coley’s toxins:**

  In the late 1800s, William Coley developed a method for the treatment of certain cancers (especially soft tissue sarcomas) which originated from observations of cases where tumours had decreased in size or disappeared following attacks of various infectious diseases, particularly of erysipelas [Coley, 1891].
The treatment involved the preparation of what has become known as ‘Coley’s toxins’, a mixture of heat-killed bacterial cultures that would be delivered to the patient through a course of injections with the aim of producing an immunological response [Starnes, 1992]. Development of a fever lasting 12-24 hours was part of the immunological response to each injection, and so over the course of the treatment the patient would undergo multiple periods of Whole Body Hyperthermia (WBH). The mechanism behind this treatment remains unclear [Tsung and Norton, 2006], and whether the fever itself is directly beneficial or is merely part of an overall immune response is unknown.

While parallels may be drawn between these repeated fevers and other hyperthermic treatment modalities, one clear difference is that the high fever temperatures in Coley’s mode of treatment were caused by the body’s own immune response rather than by the application of active heating to the body. In addition, it should be noted that since the primary aim of Coley’s mode of treatment was to stimulate the immune system, such a method of creating hyperthermia is of limited compatibility with more common forms of cancer treatment (such as radiotherapy and chemotherapy), all of which compromise the patient’s immune system to some degree.

* Radiative heating:

Radiative heating is a technique which enables whole body hyperthermia (WBH) to be applied through the use of infra-red radiators. A description of the technique has been reported by Hildebrandt et al. [2005]. Two main types of radiative applicators exist, with the patient positioned within either a ‘closed-chamber’ or an ‘open-chamber’. These two types of applicator each have their own advantages: ‘closed-chamber’ devices allow the environment within the chamber to be tightly controlled in terms of humidity, while ‘open-chamber’ devices allow more convenient access to the patient during treatment. In addition, differences in the frequencies of the infra-red radiation exist between the various applicators which affects the penetration depth of the radiation into the patient. Localised heating is not possible with radiative
heating techniques.

- **Perfusion techniques:**

  Hyperthermia may be applied to isolated organs by controlling the temperature of the blood using a perfusion circuit external to the body. The technique may be used for organs such as the lung, pleura or liver [Baronozio and Hager, 1998a], or for isolated limbs, in which case the treatment is called Hyperthermic Isolated Limb Perfusion (HILP) [Knorr et al., 2006]. Perfusion techniques provide good temperature control and are generally used as an adjunct to chemotherapy, enabling higher drug concentrations to be used in comparison to standard chemotherapy since the drug may be delivered to the organ or limb in isolation from the rest of the body. However, perfusion techniques carry some risk of adverse effects such as nerve damage [Wust et al., 2002]. Also, highly localised heating is not possible with perfusion heating techniques.

- **Convective heating:**

  Convective heating techniques involve heat transfer to tissue from a heated medium which is in contact with the tissue, such as a wax or water bath. This technique may be used either for WBH or for heating of individual limbs, and is commonly used for creating hyperthermia in laboratory work on small animals (as in the work of Song et al. [2005] for example). While it may also be used for hyperthermia in humans, it is associated with excess toxicity [Hildebrandt et al., 2005] and so alternative methods may be preferred.

- **Magnetic nanoparticles:**

  Nanotechnology provides a method of heating using a colloid of magnetic particles which is injected into the tumour and activated by an alternating magnetic field (typically at 50-100 kHz for humans or higher frequencies for studies on mice [Jordan, 1999]), thus producing heat. The technique uses iron-oxide nanoparticles to maximise the heating efficiency, and surface coatings are used to delay targeting by the immune system [Baronozio and Hager, 1998b]. Highly localised heating patterns can be achieved by administering the nanoparticles
within a target region, but the treatment is not non-invasive.

- Radio-frequency Ablation:

In this technique electrodes are either positioned on the surface of the body or are inserted via a catheter into the target region, and a radio-frequency (RF) current (typically at 100-500 kHz [Baronozio and Hager, 1998a]) is applied. RF agitation of ions which compose the current within the tissue produces frictional heating.

RF heating techniques are typically used for ablation since the heating can be confined to a highly localised region. Using a single interstitial electrode the power deposition in the surrounding tissue is inversely proportional to the square of distance [Curley, 2001], and so the temperature decreases rapidly away from the electrode. The region to be ablated is typically larger than the volume that can be lesioned by a single electrode, and therefore either several electrodes may be used, or else a single electrode must be repeatedly repositioned to allow multiple lesions to cover the target volume. RF ablation techniques are therefore invasive, and may also involve open surgery to provide access for the treatment of deep tumours.

- Electromagnetic heating:

Electromagnetic heating techniques may be used to provide non-invasive, regional heating of tissue. Depending on the frequency of the applied electromagnetic field, heating can occur by one of two mechanisms: inductive heating or capacitive heating [Stauffer, 2005]. Inductive heating dominates within radio-frequency fields, where the frequency is in the region of 10-20 MHz, with the heat being deposited by induced currents as a result of resistive losses. Capacitive heating is dominant at microwave frequencies (above ~100 MHz), and arises due to friction between water molecules which the field has caused to oscillate.

The penetration depth and spatial resolution that can be achieved by electromagnetic heating depend on the frequency used. High frequencies provide
good localisation of the heating, but on penalty of a shallow heating depth (<2 cm). Conversely, low frequencies allow for a greater depth of heating but give poor spatial resolution because of the relatively large wavelength. The localisation of the heated region is limited to at best half a wavelength, while at 146 MHz, which is at the upper end of the range of frequencies used for deep heating, the wavelength in tissue is ~20 cm [Lagendijk, 2000].

Various applicators have been developed for heating different parts of the anatomy. Examples include arrays designed for intra-cavitary applications (which typically operate at ~915 MHz) [Debicki et al., 1995], planar arrays for superficial hyperthermia of the abdomen (also ~915 MHz) [Johnson et al., 2006] and phased arrays such as the HYPERcollar for localised heating within the head and neck (433 MHz) [Paulides et al., 2007]. Systems designed for deep hyperthermia include the BSD-2000 (70-120 MHz, BSD Medical, Salt Lake City, USA), which may be used in conjunction with a variety of applicators depending on the size of the patient. The Sigma 60 is one such applicator, consisting of a phased array of eight dipoles positioned around the circumference of the body [Sullivan et al., 1992]. It has been used clinically for treatment of deep tumours in the pelvic region since the early 1990s, providing good, reproducible heating of the target region [Fatehi et al., 2007].

While electromagnetic heating systems can provide well controlled heating and are well established in clinical practice, they are unsuitable for highly localised deep heating because of the large wavelength that is essential for adequate depth penetration.

In summary, while these techniques enable heating or ablation of tissue to be performed for a number of applications, none are suitable for the non-invasive, localised heating of deep tissue that is of interest in the present work.
1.3 Ultrasonic hyperthermia

For certain applications, ultrasonic heating techniques provide a number of advantages over the alternative heating techniques already described. In particular, ultrasonic methods can be used to provide highly localised heating of tissue over a wide range of depths. Importantly, ultrasound methods allow tissue to be heated non-invasively (although interstitial techniques also exist). However, ultrasonic techniques are also subject to two main limitations: They are not suitable for heating regions where gas filled cavities exist, such as the lung, since the ultrasound is reflected at the tissue/gas interface; and they are generally not suitable for heating regions close to bones, since there may be unwanted heat deposition at the bone/tissue interface.

Within this section, the principle ultrasonic applications and applicator types will be described. Further information on these can be found in various reviews, such as those by ter Harr [2007] and Diederich and Hynynen [1999].

1.3.1 Ultrasonic applications

There are two main therapeutic applications of ultrasound: High Intensity Focussed Ultrasound (HIFU) and Mild Hyperthermia.

- High Intensity Focussed Ultrasound (HIFU):

  The use of High Intensity Focussed Ultrasound (HIFU), also called Focussed Ultrasound Surgery (FUS), in the treatment of cancer is considered in various reviews, such as those by ter Harr [1995] and Kennedy et al. [2003]. It is a method of destroying regions of tissue non-invasively by using a tightly focussed ultrasound beam to create a rapid rise in temperature to above 60°C at a targeted location, producing the formation of a lesion of ablated tissue. Due to the tight focus, the energy deposited in surrounding tissues is low, leaving surrounding tissues undamaged. HIFU is an attractive method of destroying cancerous tissue as it can be performed non-invasively, eliminating the potential complications that exist with surgery. Depending on the focal
intensity and the pulse duration, HIFU can damage tissue mechanically (via cavitation) or thermally. Cavitation is generally avoided in ultrasound surgery, since the formation of gas bubbles disrupts the ultrasound field and makes precise prediction of the lesioned volume difficult. However, Hu et al. [2007] reported that mechanical HIFU may have additional benefits in that it can induce a systemic anti-tumour immune response.

- Mild Hyperthermia:

In contrast to HIFU, mild hyperthermia involves raising the tissue temperature by a smaller amount in order to improve the efficacy of some other mode of treatment, such as radiotherapy or chemotherapy, without necessarily reaching cytotoxic temperatures. Definitions of the temperature range for mild hyperthermia vary in the literature, but the key requirement is that the temperature is well below the necrotic threshold. A range of 39-42°C for 1-2 hours was suggested by Dewhirst et al. [2005], and this will be the definition used within the present work.

While no ultrasound-based system is currently in clinical use for deep, mild hyperthermia applications, a number of systems based on electromagnetic, deep heating are. The key benefit of an ultrasonic heating system would be its increased localisation in comparison to existing electromagnetic systems. This would minimise the radio-sensitisation or chemo-sensitisation of healthy tissue surrounding the tumour, but it may also enable different treatment rationales to be investigated. For example, good localisation of the heat deposition may make it possible to achieve higher temperatures within the tumour volume. This could potentially be beneficial in two ways: Firstly it could lead to a reduction in the treatment time required to provide a desired thermal dose; and secondly it may make it possible to achieve temperatures within the tumour which are in the apoptotic range without causing excessive heating of the surrounding healthy tissue.
1.3.2 Ultrasonic heating techniques

The design of an ultrasound transducer can be tailored to suit the desired application. For convenience, three basic types of transducer can be considered: extra-corporeal transducers; intra-cavitary transducers; and interstitial transducers. An overview of the design approaches will be given here for devices based on the use of piezoelectric materials to generate the ultrasound field. A brief description of piezoelectric materials will be described in chapter 2.

- Extra-corporeal devices:

Extra-corporeal ultrasound transducers enable an ultrasound field to be created within tissue, thus providing heating due to the absorption of the ultrasound (as will be described in chapter 2). The energy deposition may be targeted to a localised region by focussing the ultrasonic field, and this can be achieved using either physically focussed single element devices or phased arrays.

Single element devices are commonly used in HIFU treatment, and focussing is achieved through the use of an element with a concave surface. Such physically focussed elements can provide fields with characteristics which are well suited to the requirements for HIFU: The position of the focus relative to the transducer is well known, aiding the targeting of the ablative treatment; the focal geometry for any transducer is simple to predict given the dimensions of the element; and the single element design maximises the focal intensity that can be achieved for a given transducer diameter, since the entire face of the transducer contributes to the field. The simple design avoids potential sources of problems that exist in phased arrays, such as the need for the multiple independent drive channels and the potential problems caused by inter-element cross-coupling.

However, there is one key drawback which makes single elements impractical for controlled hyperthermia. To maintain an elevated and controlled temperature within a region of tissue requires that the intensity and location of the
focus can be adjusted during the treatment in order to respond to the changes in the temperature distribution in the tissue. For a single element transducer, control of the intensity is straightforward since the drive conditions can be modified, but there is no control of the position of the focus as that is determined by the geometry of the transducer. Moving the position of the focus requires physical movement of the transducer, and the mechanical system required for this may not respond fast enough to control the temperature adequately [Cain and Umemura, 1986].

In contrast, transducer designs based on phased arrays can be electronically focussed and steered around the volume to be heated and are more promising for the treatment of tumours deep within the body. Several styles of phased array have been considered for deep tissue hyperthermia, with each style having different capabilities. Concentric-ring arrays [Fjield et al., 1996] and combined concentric-ring sector-vortex arrays [Cain and Umemura, 1986] provide the ability to move the focal region along the central axis of the transducer and are able to produce a focal region with an annular geometry suitable for optimal heating of a region of tissue, but are unable to create a focus steered away from the central axis of the array. In contrast, sparse arrays of discrete elements afford maximum flexibility in terms of steering the beam in 3 dimensions and can be used to synthesise complex focal shapes [Goss et al., 1996; Daum and Hynynen, 1999; Gavrilov and Hand, 2000].

Many of the proposed array designs have an overall geometry based on a hemispherical shell [Daum and Hynynen, 1999; Fjield et al., 1996; Goss et al., 1996], which helps produce an inherently focussed beam. However, a transducer with all the elements in a plane would be more appropriate for use on many parts of the body (e.g. the lower abdomen). The key advantages of planar arrays are that they allow for a relatively straightforward construction, and that they may allow closer placement of the transducer to the surface of the patient than is possible with a curved array.

The majority of reported sparse arrays for deep tissue application are intended
for HIFU (such as those by Goss et al. [1996] and Gavrilov and Hand [2000]),
and there is a lack of designs aimed at mild hyperthermic applications. How-
ever, the requirements of a device for mild hyperthermia are similar to those
for HIFU, particularly the requirement for adequate control of the focal region.

The work reported by workers such as Goss et al. [1996]; Daum and Hynynen
[1999]; Gavrilov and Hand [2000] has considered many of the design aspects
of extra-corporeal phased arrays. For example, they have demonstrated the
benefits of a random distribution of elements over regular patterns, especially
in the suppression of grating lobes, and have considered the steering ability
of their arrays. However, several aspects of the behaviour of arrays are not
well understood, such as the relationships between the overall array geometry
and the field characteristics, and between the element geometry and the field
characteristics. These characteristics need to be fully understood before such
an approach can be considered for use in the clinical environment. Within the
present work the underlying principles of phased array behaviour have been
examined using simulation, and the results of this analysis are described in
chapter 3.

- Intra-cavitary devices:

Numerous workers have reported on the design and characterisation of intra-
cavitary ultrasound transducers, such as devices for rectal and vaginal appli-
cations. There are two principal differences between these devices and the
extra-corporeal devices: Clearly, the physical dimensions of the intra-cavitary
deVICES are limited by the nature of the application, and so intra-cavitary
deVICES are generally smaller than extra-corporeal devices; and intra-cavitary
deVICES are generally targeted at regions closer to the transducer than typical
target depths for extra-corporeal devices. Despite these two differences, intra-
cavitary devices follow the same design principles as extra-corporeal transduc-
ers and so a brief discussion of a few devices of interest in the literature is
worthwhile.
Although mechanical movement of an intra-cavitary device is limited, systems where a single element transducer is moved mechanically have been reported for HIFU applications [Sanghvi et al., 1996]. However, many intra-cavitary arrays are based on phased arrays rather than single elements to allow control over the pattern of the heat delivery with minimal mechanical movement of the device. Saleh and Smith [2004] described such an array designed for HIFU treatment of the prostate, where the maximum required focal depth was 40 mm. Their array was constructed from a 20 mm $\times$ 20 mm planar slab of PZT-8, diced into an $8 \times 8$ grid of rectangular elements. The size of the elements decreased with distance from the centre of the array, from 3 mm in the centre to 2 mm at the edge. This tapering of the element size towards the edge of the array was to minimise the intensities in the grating lobes by reducing the periodicity of the array. In addition to impacting on the grating lobes, the size of the elements in any array will also have an impact on the characteristics (such as intensity and geometry) of the focal region produced by the array. However, the relationships between the element size and these characteristics is not clear.

It is common for intra-cavitary arrays to incorporate a water-cooled bolus surrounding the applicator to prevent overheating of the tissue directly in front of the ultrasound source. For example, applicators designed for hyperthermia or ablation of the prostate (such as those reported by [Smith et al., 2001] and Sanghvi et al. [1996]) may include such a cooling layer to prevent damage to the rectum during treatment.

- Interstitial devices:

As well as the non-invasive ultrasonic devices mentioned already, interstitial devices have been reported which may be inserted directly into tissue. While these devices are invasive, they provide good control of the heat localisation and minimise the heating of healthy tissue which would lie between other non-invasive ultrasound transducers and the target region [Nau et al., 2000].
As with extra-corporeal and intra-cavitary devices, the use of external cooling layers in conjunction with interstitial devices has been investigated to reduce the heating of the tissue in contact with the applicator and thereby increase the penetration of the heat in the radial direction [Nau et al., 2000]. Other cooling systems have also been described, including routing the water coolant through the internal core of the applicator rather than around the outside in order to cool the piezoelectric device itself rather than the tissue [Deardorff and Diederich, 2000].

In summary, much research has been carried out on the development of ultrasound devices for hyperthermic applications, but as yet no device is in clinical use for localised mild hyperthermia of deep tissue. In addition, the principles behind the design of a suitable array are not well defined in several aspects, particularly with regard to the relationship between the dimensions and geometry of a phased array and the characteristics of the field produced by the array.

### 1.4 Objectives of the present work

Reviews by Falk and Issels [2001] and Wust et al. [2002] summarise the results of numerous clinical trials and conclude that hyperthermia as an adjunct to other treatment modes can be of benefit. However, Wust et al. [2002] also notes that improvements in the locoregional control of the heating are necessary to allow the full potential of hyperthermic treatments to be evaluated. The present work is aimed towards this need, by considering the development of an ultrasound phased array suitable for deep tissue mild hyperthermia applications.

While a number of surface and intra-cavitary ultrasound systems for mild hyperthermia are currently in clinical use, ultrasound systems for localised and controlled hyperthermia of solid tumours deep within the body are not. The present work therefore examines the problem of constructing a multi-element ultrasound transducer suitable for producing localised hyperthermia deep within the body.

The focus of this work was to establish the physical principles for a planar
phased array transducer that can be electronically focussed and steered, and to
produce a physical array to verify these design principles in an experimental context.

To guide the design of the physical array a hypothetical tumour was con-
sidered, with the aim being to produce an array capable of creating a focal region
within the tumour. This tumour was considered to be centred at a depth between
60 and 100 mm, typical of the depths required for deep tissue hyperthermia, and to
be solid and spherical in shape, with a diameter of 40 mm.

To allow comparison between the simulations and the physical array, methods
for the characterisation of the array were required. This called for the construction
of equipment suitable for experimental measurement of the ultrasonic field produced
by an array, and the development of suitable techniques for comparison of the ex-
perimental data to simulation.

A further objective was to investigate the differences between the simulated
and measured performance of the array. This was achieved using a sensitivity anal-
ysis, which involved the use of simulation to investigate the influence of various
parameters in the construction and operation of the array, so as to provide an un-
derstanding of which parameters in the construction and operation of the array
influence the field produced by the array.

The final objective was to look at the feasibility of in-vivo use of an array
based on the same design scheme as that developed within the simulation work and
tested in the experimental measurements. This required predictions to be made of
the focal intensity that could be achieved for a practical array, and the development
of an array design suitable for clinical use.
Chapter 2

Background theory

As described in section 1.4, the present work is aimed towards the development of an ultrasound phased array suitable for deep tissue mild hyperthermia applications. It will be useful to set out the background theory behind certain aspects that are relevant for the simulation and experimental work on phased arrays described in later chapters. In particular, the following topics will be described briefly: the mechanism by which an ultrasound field may be generated; the structure of the field produced by single and multiple ultrasonic sources; and the effects of attenuation and non-linear propagation within the medium.

2.1 The generation of ultrasound via the piezoelectric effect

The most common ultrasound generation mechanism for medical purposes involves the use of piezoelectric materials. These materials, first discovered by Curie and Curie [1880], develop an electrical potential across the material upon the application of stress. The effect is reversible, and so the application of an electrical potential to a piezoelectric material produces a mechanical stress, resulting in a deformation of the material. Application of an alternating electrical potential produces a periodic stress, causing the material to vibrate. When the material is in contact with a medium, this vibration acts as the source of an acoustic wave.

While a variety of different piezoelectric materials exist, ultrasonic applications typically make use of lead zirconate titanate (Pb(Zr,Ti)O₃), a ceramic more
commonly known as PZT. The properties of PZT and the processes involved in its manufacture are described by Haertling [1999]. Different grades of PZT can be formed by fine-tuning the manufacturing process or via the addition of various dopants [Berlincourt, 1992; Haertling, 1999], allowing the characteristics of the PZT to be tailored to suit a particular application.

The key parameters that are used to quantify the properties of piezoelectric materials are as follows:

- **\( d_{33} \):** The \( d \) constant is the ratio of the strain to the applied electric field, and has units of \( \text{mV}^{-1} \) (or equivalently \( \text{CN}^{-1} \)). The subscripts define the directions of the strain and the applied field. In this case, the subscript ‘33’ indicates that both the strain and electric field are in the thickness direction.

- **\( k_{3}^{T} \):** \( k_{3}^{T} \) is the relative permittivity of the dielectric. The superscript indicates the conditions under which the parameter has been measured, since \( k \) is greater for an unstressed, free element than for one which is physically clamped. In this case the superscript ‘\( T \)’ indicates that \( k \) has been measured with the element in a mechanically unstressed condition. The subscript indicates the direction, with the ‘3’ here indicating the thickness direction. The capacitance \( C \) of an element can be calculated from \( k_{3}^{T} \) using equation 2.1, where \( \varepsilon_{0} \) is the permittivity of free space, \( L \) is the thickness of the element and \( A \) is the element’s surface area.

\[
C = \frac{k_{3}^{T} \varepsilon_{0} A}{L} \tag{2.1}
\]

- **\( f_{r} \):** The resonant frequencies \( f_{r} \) of a free piezoelectric element are defined by its thickness \( L \) according to equation 2.2, where \( n \) is an integer and \( c \) is the speed of sound in the piezoelectric material. The fundamental vibrational mode occurs when \( n = 1 \), in which case the thickness of the element is equal to half the ultrasonic wavelength. Equation 2.2 relies on the assumption that the element vibrates with a piston-like motion, an assumption which is also typically made when considering the ultrasonic field produced by a vibrating
element (section 2.2).

\[ f_r = \frac{(2n - 1)c}{2L} \quad (2.2) \]

- **\( T_C \):** A PZT element is formed from its powdered constituents by heating under pressure to form a polycrystalline ceramic. At the time it is formed, the ceramic has no intrinsic piezoelectric properties. An additional processing step is required to produce these properties. Electrodes are added to two faces of the element and an electric potential is applied across these electrodes while the PZT is heated beyond its Curie temperature, \( T_C \). Above this temperature, the electric dipoles in the PZT are able to align with the electric field, polarising the material. Cooling the PZT element to below \( T_C \) while maintaining the electric potential ensures that the polarisation is fixed, and the ceramic is now a piezoceramic. \( T_C \) therefore serves as the maximum allowed operating temperature of a piezoelectric ceramic, since at temperatures above \( T_C \) the material loses its polarisation, and hence its piezoelectric characteristics.

### 2.2 The structure of the field produced by a single piston radiator

The case of a vibrating piston located within an infinite baffle is considered in many acoustic textbooks, such as those by Ford [1970], Hall [1987] and Hill et al. [2004a], and is a useful concept since a single circular element is a commonly used source of ultrasound. A piston radiator can be thought of as one where all points on the surface of the disc vibrate at the same phase and with the same amplitude. If the face of the piston is assumed to undergo simple harmonic motion, then the surface velocity \( u \) at time \( t \) is given by equation 2.3, where \( u_0 \) is the surface velocity amplitude and \( \omega \) is the angular frequency of vibration.

\[ u(t) = u_0 e^{i\omega t} \quad (2.3) \]

The motion of the piston’s surface creates a pressure wave in the medium, with regions of compression and rarefaction propagating away from the disc surface.
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The pressure amplitude $p_0$ at the surface can be related to the velocity amplitude $u_0$ by equation 2.4, where $\rho_0$ is the unperturbed density of the medium.

$$p_0 = \rho_0 cu_0$$  \hspace{1cm} (2.4)

Assuming that the piston has a diameter much less than the ultrasonic wavelength in the medium, a hemispherical pressure wave results. If the diameter of the piston is comparable to or larger than the ultrasonic wavelength, then one can consider its surface as being composed of a large number of elemental areas. The elemental pressure $\delta p$ at a time $t$ and a distance $r$ from the elemental area $\delta S$ is then given by equation 2.5, where $k$ is the wavenumber.

$$\delta p(r, t) = \frac{p_0}{r} e^{i(\omega t - kr)} \delta S$$  \hspace{1cm} (2.5)

The total pressure at a field point $\vec{r}$ in the medium due to the vibration of the entire surface $S$ can be found using the Rayleigh integral [Strutt, 1896; Mast, 2005], where $R$ is the distance from the field point $\vec{r}$ to the elemental area $dS$ on the piston surface.

$$p(\vec{r}, t) = \frac{ik}{2\pi} p_0 \int \frac{e^{i(kR - \omega t)}}{R} dS$$  \hspace{1cm} (2.6)

Finding a general solution of equation 2.6 for any source geometry is not straightforward and various approaches (such as numerical integration or expansion of the integral to form a series from which specific solutions may then be computed) may be applied depending on the purpose of the work. Indeed, for the simple case of a baffled, circular source of radius $a$, analytic solutions exist only for the axial field and for the asymptotic far-field [Mast, 2005].

Taking the case of the axial field first, the pressure amplitude $p$ along the central axis of symmetry (which shall be called the $z$-axis) is given by:

$$p(z) = 2\rho_0 cu_0 \left| \sin \left[ \frac{kz}{2} \left( \sqrt{1 + \left( \frac{a}{z} \right)^2} - 1 \right) \right] \right|$$  \hspace{1cm} (2.7)
From equation 2.7 it can be observed that there are number of maxima and minima along the central axis. These maxima and minima occur according to equation 2.8 where \( m \) is an integer.

\[
\frac{kz}{2} \left(\sqrt{1 + \left(\frac{a}{z}\right)^2} - 1\right) = \frac{m\pi}{2} \quad (2.8)
\]

The axial maxima occur when \( m \) is odd, while minima occur when \( m \) is even. The positions of these axial maxima and minima can be found by rearranging equation 2.8 as shown:

\[
z = \frac{a^2}{m\lambda} + \frac{m\lambda}{4} \quad (2.9)
\]

When \( m = 1 \) the position of the last axial maximum (denoted \( z_{LAM} \)) is given. Where \( a \gg \lambda \), this is generally expressed as:

\[
z_{LAM} = \frac{a^2}{\lambda} \quad (2.10)
\]

The position of the last axial maximum is a convenient boundary marker between the near and far field regions. At distances less than \( z_{LAM} \) the field is composed of numerous pressure amplitude maxima and minima, while at distances greater than \( z_{LAM} \) the pressure amplitude along the central axis is inversely proportional to \( z \).

The second analytic solution for the pressure field produced by a baffled, circular, piston vibrator is for the asymptotic far-field \( (r \gg z_{LAM}) \), giving the pressure at an angle \( \theta \) away from the axis as shown in equation 2.11, where \( J_1 \) is a Bessel function of the first kind.

\[
p(r, \theta) \rightarrow ika^2 J_1(ka \sin \theta) e^{ikr} \quad (2.11)
\]

In summary, analytical solutions for the field generated by an ultrasound source only exist for certain source geometries, such as that of a circular, piston radiator, where the axial field and the asymptotic far field are given by equations 2.7 and 2.11 respectively. General analytical solutions of the ultrasound field outside
these special cases are not available. Within the present work a method of computing the complete field was required, and since there is no analytic solution which is able to provide this, another method of computing the field was required. In chapter 3 the method used in the present work will be described, and the application of this method in the design of an array suitable for heating of deep tissue will also be discussed.

2.3 The structure of the field produced by a large number of sources

A phased array can be used to create a focussed field by applying drive signals of the appropriate phase to each element in the array. For the simple case of a homogeneous medium the required phases can be calculated geometrically, in order that ultrasonic waves originating from all the elements result interfere constructively at the required focal position. It is also possible to control the phases such that multiple foci are created simultaneously [Ebbini and Cain, 1989], but within the present work only the case of a single focal region will be considered.

For any regular array of identical sources each producing waves in phase, it is inevitable that grating lobes will exist in the far-field. The position and intensity of these grating lobes is dependent on the wavelength and on the geometry of the array of sources, and texts such as Pain [1999] and Main [1993] describe the physics behind this phenomenon in detail.

To illustrate the principles behind the behaviour of an array of sources it will be useful to consider the case of a linear diffraction grating, which is a regular 1-D array of identical in-phase sources. In the far-field of such an array, the pressure $P$ in the plane perpendicular to the direction of propagation is given by equation 2.12, where $P(x = 0)$ is the pressure amplitude on the central axis of the array and $x$ is the distance away from the central axis in the direction perpendicular to the direction of propagation. Terms $D_1$ and $D_2$ are defined as shown in equations 2.13 and 2.14, where $k$ is the wavenumber, $z$ is the distance from the array, $N$ is the...
number of elements in the array, $d$ is the inter-element pitch and $a$ is the element radius. It can be seen from these equations that $D_1$ is related to the parameters which define the geometry of the array ($N,d$) while $D_2$ is related to the dimensions of the sources within the array ($a$).

$$P(x) = P(x = 0)D_1D_2$$

$$D_1 = \left| \frac{\sin \left( \frac{Nkd_1}{2z} \right)}{\sin \left( \frac{kdx}{2z} \right)} \right|$$

$$D_2 = \left| \text{sinc} \left( \frac{kax}{z} \right) \right|$$

Figure 2.1a illustrates the typical form of $D_1$, $D_2$ and the total pressure $P(x)$ for a linear diffraction grating. A number of observations can be drawn from this figure:

1. $D_1$ is composed of a repeating pattern which contains principal and subsidiary maxima. Decreasing the inter-element pitch $d$ increases the distance between each principal maxima, while increasing the number of elements in the array $N$ reduces the width of each maxima and increases the number of subsidiary maxima (which is equal to $N-2$). In the present work, the principal maxima are referred to as the grating lobes of the array.

2. In contrast to $D_1$, the function $D_2$ has the form of a sinc function, and increasing the element radius $a$ reduces the width of the sinc function.

3. $P(x)$ is given by the product of $D_1$ and $D_2$.

The position of the central pressure maximum may be steered laterally by appropriate phasing of the elements in the linear array. The effect of steering is that the function $D_1$ is shifted laterally, while $D_2$ remains unchanged. This is shown in figure 2.1b where the array has been steered by approximately $2^\circ$ to the right, equivalent to a lateral shift of 3 mm at a depth of 80 mm. $D_2$ can be thought of as an envelope around function $D_1$, with the result that the central pressure maxima
Figure 2.1: (a) Plot showing the Fraunhofer grating lobes produced by a 1-D linear array containing 6 wave sources each with a width of 4 mm (= 2a) and a pitch of 9 mm (=d). The pressure amplitude at a depth \( z = 80 \text{ mm} \) and perpendicular to the direction of propagation is shown as computed using equations 2.13, 2.14 and 2.12. (b) Plot showing the grating lobes produced by the same array when a steering angle of 2° is applied.

for a steered array is reduced in amplitude. All the other principal maxima are also shifted in the same direction, and therefore the amplitude of the first order principal maximum on the left of the focal maxima is increased.

In summary, consideration of equations 2.12, 2.13 and 2.14 can provide useful insight into the behaviour of phased arrays. For example, Wooh and Shi [1998] stated that the element size should be maximised in order to minimise the intensity of the grating lobes, and this can be confirmed from the equations: Increasing the element radius \( a \) reduces the width of the sinc function \( D_2 \), and since \( P_x \) can be found by using \( D_2 \) as an envelope around function \( D_1 \), reducing the width of \( D_2 \) will reduce the grating lobe intensity. However, other effects that would result from increasing the element size can also be observed: Figure 2.1b illustrates that as the central maxima is steered laterally its amplitude decreases, following the \( D_2 \) envelope. Increasing the element radius will therefore limit the off-axis steering ability of an array.
2.4 Attenuation and speed of sound within the medium

So far the consideration of the ultrasonic field from a single source or a number of sources has been limited to a non-attenuating medium. The effects of attenuation must be added to the consideration since energy carried by the ultrasound wave must be absorbed by the medium in order to produce heating.

The earlier discussion in this chapter has considered ultrasound as a pressure wave propagating within a medium. Equation 2.15 relates this pressure wave to the energy carried by the wave, where \( I \) is the intensity and \( p_{\text{RMS}} \) is the root mean square (RMS) of the pressure wave propagating within a medium of density \( \rho \) and speed of sound \( c \).

\[
I = \frac{p_{\text{RMS}}^2}{\rho c}
\]  

(2.15)

The intensity of an ultrasound wave propagating within any medium decreases with distance due to attenuation of the wave. There are a number of mechanisms which contribute to the overall attenuation, but the most dominant of these in tissue media is absorption, which results in heating of the tissue.

For a plane wave within a homogeneous medium the intensity decreases exponentially, as described by equation 2.16, where \( I_0 \) represents the intensity at the source, \( z \) the depth within the medium, and \( \mu \) the intensity attenuation coefficient.

\[
I(z) = I_0 e^{-\mu z}
\]

(2.16)

The attenuation coefficient can also be quoted in the form of the pressure amplitude attenuation coefficient \( \alpha \). For a plane wave, equation 2.17 describes how the pressure amplitude decreases with distance from the source due to attenuation within a homogeneous medium, where \( p_0 \) is the pressure amplitude at the source, \( p(z) \) is the pressure amplitude at a distance \( z \) from the source and \( \alpha \) is the pressure amplitude attenuation coefficient.

\[
\frac{p(z)}{p_0} = e^{-\alpha z}
\]

(2.17)
Care must be taken when using the attenuation coefficient to distinguish between the intensity and pressure amplitude coefficients. In addition, two different units of measure may be used when quoting an attenuation coefficient (Np m$^{-1}$ and dB m$^{-1}$), and so care must also be taken to ensure that the appropriate units are used in any calculations. Figure 2.2 illustrates the relationships that exist between the intensity ($\mu$) and pressure amplitude ($\alpha$) attenuation coefficients, as well as illustrating the relationship between the measurement units of Np m$^{-1}$ and dB m$^{-1}$. For simplicity, attenuation coefficients will be quoted in units of dB m$^{-1}$ throughout the present work, since for this choice of units the intensity and pressure coefficients are numerically the same (i.e. $\mu = \alpha$).

For biological, soft tissues, the attenuation coefficient increases approximately linearly with frequency [Wells, 1975]. Consequently, higher ultrasonic frequencies tend to be more suitable for heating of superficial tissue, since the high absorption coefficient reduces the penetration depth of the ultrasound. As an example, Mitsumori et al. [1996] noted in their clinical trial of an ultrasound hyperthermia system that they based their choice of ultrasonic frequency on the depth of the tumour to be treated, ranging from a 1 MHz applicator for tumours located at depths greater than 6 cm, to a 3 MHz applicator for tumours at depths of less than 0.5 cm.
As described in section 1.4, the work described within this thesis is aimed towards the development of a system suitable for heating tumours located at depths of 6 to 10 cm, and frequency of 1 MHz was therefore used throughout the experimental work.

Most of the simulation work and all of the experimental measurements performed within this project studied ultrasonic fields in a medium of water, for which the intensity attenuation coefficient $\mu$ is 0.0022 dB cm$^{-1}$ at 1 MHz and 20 °C [Krautkrämer and Krautkrämer, 1990]. The absorption coefficient of soft tissue at 1 MHz is much greater than that of water, ranging from approximately 0.3 to 1.0 dB cm$^{-1}$ at 1 MHz [Wells, 1975] depending on the type of tissue. Whenever tissue has been considered within the present work, an attenuation coefficient of 0.5 dB cm$^{-1}$ [Wang et al., 1999; Damianou et al., 1997] has been used.

According to Kaye and Laby [1995], the speed of sound in water is approximately 1480 ms$^{-1}$ at 20°C, and this value has been used throughout the present work. Within tissue the speed of sound is similar, ranging from 1520-1590 ms$^{-1}$ depending on the temperature and the tissue type [Nasoni et al., 1980]. This similarity enables the characterisation of the field produced by an array to be performed within a water tank rather than tissue, since the similar speeds of sound results in similar field geometries within the two media.

### 2.5 Linearity of the medium

Non-linear wave propagation is described in texts such as those by Mason [1965], Duck et al. [1998a], Duck [2002] and Hill et al. [2004b]. It can have an important impact on focussed ultrasound fields since its effects are greater for large amplitude waves.

Within a homogeneous medium, the degree of non-linearity can be characterised by the parameter $\beta$, which relates the particle velocity $u_p$ at a particular point on the waveform to the wave speed $c$ and the particle velocity $u_p$, as shown in equation 2.18. (Typical values of $\beta$ are 3.5 for water [Mason, 1965; Duck, 2002] and
4-6 for tissue [Duck et al., 1998a].) In regions of compression \( u_p \) is positive, and so \( v_p > c \), but in regions of rarefaction \( u_p \) is negative, and \( v_p < c \). Regions of compression therefore travel slightly faster than regions of rarefaction, leading to distortion in the shape of the waveform with increasing distance from the ultrasound source.

\[
v_p = c + \beta u_p
\]  

(2.18)

Since the regions of compression travel more quickly than the regions of rarefaction, the pressure gradient \( \frac{dp}{dz} \) in the region leading the compressions and trailing the rarefactions becomes more negative. In a non-attenuating medium \( \frac{dp}{dz} \) will ultimately approach \(-\infty\), at which point a shock discontinuity is formed. The distance from the source to the point at which the shock is formed is termed the discontinuity distance, \( l_d \), which is defined by equation 2.19 for a plane wave (where \( \rho \) is the unperturbed density of the medium, \( \omega \) is the angular frequency of the ultrasound and \( p_0 \) is the pressure amplitude at the source).

\[
l_d = \frac{\rho c^3}{\omega^3 p_0}
\]  

(2.19)

The level of distortion present at any position in the field can be quantified relative to the discontinuity distance \( l_d \) through the use of the parameter \( \sigma \), which is defined according to equation 2.20. By definition, \( \sigma = 1 \) at the point where the shock discontinuity is first formed, and at greater values of \( \sigma \) the shape of the waveform approaches that of a sawtooth [Hill et al., 2004b].

\[
\sigma = \frac{z}{l_d}
\]  

(2.20)

Figure 2.3 illustrates the formation of a shock discontinuity when \( \sigma = 1 \). The \( x \)-axis in this figure represents distance, such that the wave is propagating from left to right. It should be noted that some authors (such as Duck [2002] and Hill et al. [2004b]) follow this designation of the \( x \)-axis, while others (such as Bacon [1984] and Hoffelner et al. [2001]) use the \( x \)-axis to represent time, with the result that their waveforms are travelling from right to left. Care should therefore be taken when comparing waveforms reported by different authors.
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Figure 2.3: Plot showing the effect of a non-linear medium on the pressure waveform: \( \sigma = 0 \) illustrates a wave with no distortion and \( \sigma = 1 \) illustrates a wave which has become distorted after propagating for some distance within a non-linear medium, such that a shock discontinuity has begun to form between the regions of compression and rarefaction. The wave is propagating from left to right.

For a focussed field, the calculation of \( \sigma \) must be modified from the plane wave case. For a spherically focussed ultrasound source, \( \sigma \) at the focus can be calculated as shown in equation 2.21 [Bacon, 1984], where \( p_f \) is the pressure amplitude at the focus, \( z_f \) is the focal distance and \( G \) is the pressure amplitude focal gain, defined here by equation 2.22.

\[
\sigma = \frac{\omega^2 p_f z_f}{pc^3} \left[ \frac{\ln(G + \sqrt{G^2 - 1})}{\sqrt{G^2 - 1}} \right] \tag{2.21}
\]

\[
G = \sqrt{\frac{\text{Area}_{\text{source}}}{\text{Area}_{\text{focus}}}} \tag{2.22}
\]

As can be seen from equations 2.19, 2.20 and 2.21, the effect of a non-linear medium on the shape of the waveform (as quantified by \( \sigma \)) becomes greater with both increasing frequency and increasing pressure amplitude.

To illustrate the potential significance of non-linear propagation, a 1 MHz ultrasound wave with an intensity of 1 Wcm\(^{-2}\) in a medium of water can be considered as an example. If the wave is planar, then the discontinuity distance \( l_d = 86 \) cm, meaning that the effects of non-linear propagation will be small at depths less
than this. However, if the field is focussed by using a concave source of radius 25 mm and radius of curvature of 60 mm, a focal intensity of 1 Wcm\(^{-2}\) would correspond to a focal \(\sigma\) value of 1.18, indicating that distortion of the wave may be significant at the focal region.

Non-linear effects are important for hyperthermia applications because distortion of the waveform results in the introduction of higher frequency components to the wave spectrum. Since ultrasonic attenuation increases with increasing frequency (section 2.4), the introduction of these higher frequencies results in increased attenuation, changing the geometry of the field from the linear case. In addition, the effects of non-linear distortion are greater for strongly focussed fields.

While the impact of non-linear propagation on the present work was negligible because of the low intensities involved (∼25 mWcm\(^{-2}\), detailed in section 6.4.1), its impact is likely to be important in future work based on tissue media, partly because \(\beta_{\text{tissue}} > \beta_{\text{water}}\), but primarily because the focal intensities required for hyperthermic applications are much greater, being in the region of 50-300 Wcm\(^{-2}\) (section 8.2). A study by Meaney et al. [2000] noted that there are two main ways in which non-linear propagation impacts on HIFU lesions in tissue: [i] The position of the lesion is shifted towards the transducer surface; and [ii] the geometry of the lesion is modified from what Meaney called a ‘cigar-shaped’ region to a ‘tadpole-like’ shape, where the maximum width is forward of the lesion centre. Both of these changes are a consequence of the fact that absorption increases with frequency, with the result that energy is deposited in a non-linear medium forward of where it would be deposited in a linear medium. A further HIFU-centred study by Liu et al. [2006] noted that this increased absorption can produce an increase in the rate of heat deposition by up to a factor of two in comparison with that expected under linear conditions.

While these studies of non-linear effects have been focussed on HIFU applications, little work has been reported concerning the impact on mild hyperthermia applications. Although it would be expected that the impact would be less severe than for HIFU, work will be required to quantify and model the effects so that
non-linearity of the medium can be taken into account in the development of a temperature control scheme.
Chapter 3

Ultrasound field simulation

3.1 Introduction

Simulation tools are useful in the design of ultrasound phased arrays as they provide a means of studying the behaviour of arrays which may be impractical or impossible to study experimentally. The impact of various design choices may be investigated quickly without having to build physical arrays for each scenario, providing a useful tool for the optimisation of array designs. Simulation tools can also be useful in providing insight into the operation of phased arrays, and the impact that various environmental factors can have on the field produced by the array.

Simulation also offers the potential of linking different models together. For example, in the context of the present work models of the ultrasound field profile can be linked to thermal models to look at the temperature distributions that can be obtained within particular tissues [Meaney et al., 1998] and at the problem of controlling the thermal dose delivered to the tissue [Arora et al., 2005].

Several techniques exist which enable the operation of ultrasound arrays to be modelled by simulation. Finite element methods, such as those employed by the package PZFlex (Weidlinger Associates, Washington, USA), provide a means of simulating the vibrational behaviour of the materials within an array in terms of the stresses and strains that the material in the array is subject to, as well as modelling the field produced by the array. These methods can provide useful insight into the mechanical behaviour of structures within the transducer (such as the elements and matching layers [Wojcik et al., 1996]), as well as the behaviour of
the field in complex media [Meaney et al., 1998]. However, a detailed knowledge of the structure of the array or medium is necessary to configure these simulations, requiring information about the properties and geometries of the materials and interfaces under investigation.

Simpler methods exist which allow the field produced by a piston-like radiator within a homogeneous medium to be computed numerically [Holm et al., 1998]. While these methods do not provide information about the behaviour of internal structures within the transducer or allow the field to be computed in complex media, they are suitable for the general study of array design and for the simulation of fields within homogeneous media. Such methods are therefore particularly suitable for the present work where the aim is to study the physical principles behind the design of phased arrays, and to provide results which may be compared against experimental fields measured in a water medium. In addition, such numerical simulation methods make it relatively straightforward for the user to make custom modifications to the simulation code.

### 3.2 Ultrasim

The simulations within the present work were performed using Ultrasim, a Mat- lab based package for ultrasound wave simulation developed by Vingmed Sound (Horten, Norway), the Department of Physiology and Biomedical Engineering and the Department of Mathematical Sciences of the Norwegian University of Science and Technology (Trondheim, Norway) and the Department of Informatics of the University of Oslo (Oslo, Norway). A brief description of the basic function of Ultrasim will now be presented as well as a description of the custom modifications that were made within the present work. A fuller description of Ultrasim, which includes details on many features not used in the present work, is given by Holm [2001].
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Figure 3.1: Illustration of a typical planar array, as configured by Ultrasim. This array is composed of 7 circular elements arranged in a hexagonal grid, where each element is composed of a number of point sources distributed evenly across its surface. These definitions of the terms ‘array’, ‘element’ and ‘point source’ are used throughout the present work.

3.2.1 Method used for the calculation of the pressure field

The terms array, element and point source will be used to describe the transducer within the simulation work, and the definitions of these are illustrated in figure 3.1.

To calculate the field from a single vibrating element, the method employed by Ultrasim is to solve the Rayleigh integral (equation 2.6). It does so by distributing a number of points across the surface of the element (as shown in figure 3.1), each of which is modelled as the source of a pressure wave of defined phase and amplitude radiating spherically into an infinite linear homogeneous medium. Since the parameters defining the ultrasonic wave and the medium (in particular: the frequency, the speed of sound and the attenuation coefficient) are defined by the user, the pressure contribution from a single point source can be calculated at any position in the field. The total complex pressure at any field position is then given by the sum of the pressure contributions from all the point sources within the element. When simulating the field produced by a single vibrating element Ultrasim assumes that the amplitude and phase of vibration are the same for all point sources which make up the element, which is to say that it assumes each element behaves like an
ideal piston vibrator.

To calculate the field from a phased array composed of a number of elements focussed to a particular location in the medium, the phase shifts for each element necessary to produce the focus at the required position were first calculated. These were found using a geometrical method where, given the distance from the centre of each element to the focus and the speed of sound in the medium, the time of flight required for the wave to travel from the element to the intended focus can be calculated. Using this information, appropriate phase shifts can be applied to each element to ensure that waves originating from each element all arrive at the focus in phase, such that constructive interference occurs. For example, if for some array the time of flight to the focus from element \(A\) is 50.0 ms and from element \(B\) is 50.2 ms, then the phase of vibration of element \(B\) should be 0.2 seconds (which is equivalent to \(\approx 1.26\) radians for 1 MHz ultrasound) ahead of element \(A\).

It should be emphasised that this method of calculating the phase shifts for focussing of the ultrasound field is, strictly speaking, only suitable for a homogeneous medium. Its use within the present work, where the simulations and experimental measurements are based on a water medium is therefore appropriate. However, some other technique is required for calculation of the phase shifts required for optimal focussing in an inhomogeneous medium. For example, a series of papers by Fink [1992], Wu et al. [1992] and Cassereau and Fink [1992] described the time-reversal technique, where phase shifts are calculated based on an analysis of echoes returned from a reflective surface in the medium. Future work will need to consider the suitability of these and other techniques such as this for the calculation of phase shifts for optimum focussing in inhomogenous tissue media.

The total ultrasound pressure \(P_{total}\) produced by a phased array at any location in a homogeneous field could then be computed by summing the pressure contributions from all point sources within all elements of the array as shown in equation 3.1, where \(N\) is the total number of point sources in the array, \(P_n\) is the pressure amplitude at the surface of the \(n\)th point source, \(\alpha\) is the pressure attenuation coefficient, \(k\) is the wavenumber, \(x_n\) is the distance from the \(n\)th point source
to the location in the field and $\phi_n$ is the phase delay for the $n$th point source. As was the case for a single element, when calculating the field produced by a phased array Ultrasim assumed that each element behaved as an ideal piston, with all point sources within an element having the same amplitude and phase of vibration.

$$P_{\text{total}} = \sum_{n=1}^{N} P_n e^{-\alpha x_n} e^{i(kx_n + \phi_n)} \quad (3.1)$$

Using this method, Ultrasim was able to compute the complex pressure at any position in the field at any time. The software was capable of simulating the evolution of the field over time for the case where a transducer is driven by a discrete pulse. However, the present work was aimed at studying the steady state, or continuous wave (CW) case, where the transducer is driven with a continuous sinusoidal drive signal.

### 3.2.2 Assumptions required by the simulations

The simulation tool required the following assumptions to be made about the medium, all of which were reasonable approximations to the acoustic tank used in the experimental work to verify the results of the simulations:

1. The medium was infinite.
2. The medium was homogeneous.
3. The medium was non-scattering.
4. The medium was linear.

In addition, the following assumptions were made about the behaviour of the elements. In chapter 7 the effect of several of these assumptions will be considered as part of the investigation into the discrepancies between the simulated and experimentally measured fields for the fifteen element array described in chapter 6.

1. All point sources within a single element were assumed to vibrate with the same phase and amplitude, which is to say that the vibration of each element was a piston-like motion.
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2. It was assumed that the oscillation of an element was sinusoidal and continuous.

3. In an array of elements, the phase of the drive signal was precisely controlled, with no quantisation.

4. The behaviour of each element was assumed to be independent of all other elements. (I.e. there was no crosstalk between elements in the array.)

3.2.3 Modifications to Ultrasim

A customised version of Ultrasim was used throughout this work, in which some extra functionality was added to the simulation software which allowed several additional parameters to be included in the simulations. The modifications that were used generally throughout the simulation work will be described here, while those that are unique to the sensitivity analysis will be described in detail in section 7.

1. Definition of arbitrarily configured arrays:

Ultrasim provides a range of transducer configurations that can be selected by the user: Single element transducers; phased arrays composed of rectangular grids of elements; and concentric ring phased arrays can all be defined. The number of elements and the element dimensions are configurable, as is the curvature of the transducer and the excitation frequency. However, there are limitations to the arrays that Ultrasim can configure as standard. Design of an array with no restrictions on element shape, size and placement is not possible. In addition, all array configurations provided by Ultrasim are composed of elements which butt against each other, with no inactive regions separating the elements.

Modifications to Ultrasim were required to allow arbitrarily configured arrays to be defined, where the number, shape and layout pattern of the elements were not subject to these default limitations. The main custom array configurations used in the work reported here were for the idealised arrays considered in section 3.4 and the planar arrays of circular elements considered throughout
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the rest of the work. Scripts were written to allow the coordinates of the elements and point sources within these arrays to be defined and imported into Ultrasim.

2. Exporting simulation results:

While there were various plotting tools available in Matlab for reviewing the results of a simulation, there was no provision for exporting the results for external analysis or for comparison to other datasets. A custom script was therefore required to enable the results to be exported in a suitable format.

The first step was to calculate the pressure amplitude at each position in the field from the complex pressures computed by Ultrasim, since it is the amplitude that is physically meaningful and can be compared to experimental pressure measurements. Following this, the data was exporting using tab delimited ASCII files to ensure maximum portability.

The majority of the simulations performed in the present work were of the field within a 2-D plane, since the symmetry of the field produced by single elements and phased arrays made full 3-D simulations unnecessary for most situations. For 2-D simulations, the simulated pressures are held within an $m \times n$ Matlab array, with each entry in the array corresponding to a particular location in the $m \times n$ plane of simulation. To export the results, four ASCII files were used: three files to record the $x$, $y$ and $z$ coordinates defining the plane, and one file to record the pressure amplitudes at each of the $m \times n$ locations in the plane.

On a small number of occasions 3-D simulations were performed (such as in section 3.5.4). For these a similar method was used to export the results, since the $m \times n \times o$ locations within a simulated 3-D volume can be regarded as multiple 2-D simulation planes. The $x$, $y$ and $z$ coordinates defining the volume were exported within three ASCII files, and multiple ASCII files were used to export the simulated pressure amplitudes, using one ASCII file per 2-D plane.
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3. Automated full-factorial simulations:

The unmodified Ultrasim package allowed the user to configure the array, the excitation conditions and the medium for a single simulation. Using Ultrasim to study the effects of several factors through a large number of simulations would be very repetitive and impractical for the user. Matlab scripts were written to allow the user to define a range of values for several factors, so that simulations could be run automatically and the results saved for analysis.

Several other modifications were made to Ultrasim specific to the sensitivity analysis to allow additional effects to be simulated, such as non piston-like motion of the element surface, inter-element crosstalk and quantisation of phase delays. These modifications will be discussed in section 7.

3.3 Simulation objectives

Part of the difficulty in designing phased arrays is that there are many design parameters which define the array, such as the overall array radius, the array radius of curvature, the geometry of the element layout, and the size and shape of each element. In addition, factors such as the ultrasonic frequency and the focal depth must be considered. While other workers have proposed array designs for various applications (examples of which are given in section 1.3.2), there are several aspects in which the general principles of array design are not well established.

For example, while generalised equations exist which relate the geometry of the focal region to the geometry of the transducer for a single concave ultrasound source, no similar equations have been reported to relate the geometry of the focal region to the geometry of a phased array. Similarly, other aspects of the design of phased arrays are not well established. For example, while workers such as Gavrilov and Hand [2000] have placed an upper limit (of $\sim5\lambda$) on the size of element that should be used in an array, their suggested upper limit is only applicable to arrays with a similar geometry and focal depth to the specific array considered in their work. A more generalised understanding of the impact of element size would be
Within the present work a new approach has been used to establish the general design principles for ultrasound phased arrays. The problem has been separated into two parts, by separating the parameters that define all real arrays into two groups:

1. The fundamental array parameters related to the dimensions of the array itself, including the overall array radius and radius of curvature.

2. The secondary parameters related to the individual elements within that array, including the size and shape of each element and the geometry of the element layout.

Simulations investigating these two sets of parameters separately will now be described in turn: The fundamental array parameters alone will be considered through simulations of an idealised array; and following this the secondary array parameters will be considered through simulations of practical arrays.

3.4 Simulation of an idealised transducer

An idealised array may be defined as one consisting of a very large (theoretically infinite) number of elements, each infinitesimally small. This was approximated in the simulation by distributing point sources evenly over a concave surface of defined radius of curvature, and within a defined array radius. In this context a planar array was considered a special case of a concave array with an infinite radius of curvature.

The time required to compute a simulated field was proportional to the number of point sources used to define the array, and so using very high point source densities was undesirable. However, if too few point sources were used to define the array then the simulated pressure amplitudes would be dependent on the positioning of the point sources, particularly in the region of the field close to the array surface. Simulations of a plane circular single element were performed to establish the minimum point source density that should be used. The results of these indicated that for point source densities greater than approximately 10 points
per mm\(^2\) the pressure amplitudes in the simulated fields were independent of the exact positioning of the individual point sources, and so a minimum point source density of 10 points per mm\(^2\) was used throughout the simulations.

Such an idealised transducer could be used to simulate four situations: a planar single element, a spherically curved single element, a planar phased array, and a spherically curved phased array. Defining a planar transducer required the radius of curvature to be set equal to infinity. To simulate an idealised single element all point sources were run in phase, while for an idealised phased array an appropriate phase shift was applied to each point source in the array. A uniform amplitude of vibration was applied for all point sources in both the idealised single element and idealised phased array simulations.

### 3.4.1 Simulations of an idealised single element

Figure 3.2 illustrates the typical simulated field for a plane circular single element, with the field being axisymmetric about the central axis of the element. The -3 dB intensity contour used to define the length and width of the central high intensity region at the near/far field transition is shown in figure 3.2, and throughout the present work the -3 dB contour has also been used to define the focal dimensions for focussed fields. The purpose of the simulations was to understand how the focussing of a phased array changes the focal dimensions. For a focussed field (from either a spherically curved element or a phased array), the geometry of the field essentially follows the same general form as figure 3.2, but with the last axial maximum shifted towards the transducer surface due to the focussing.

Equations describing the geometry of the field produced by a single element (both planar and spherically curved) are well known [Lucas and Muir, 1982; Duck et al., 1998b] and are shown in table 3.1. Simulations on single element transducers have been performed which have confirmed these relationships for the planar case, and for the spherically curved case where the amplitude gain \(G\) is greater than 9. For such spherically curved elements, \(G\) is defined by equation 3.2 [Lucas and Muir, 1982], where \(a\) is the element radius, \(\lambda\) is the ultrasonic wavelength in the medium,
Figure 3.2: Simulated field of a plane circular single element of radius $a = 10$ mm, in a non-attenuating medium where $\lambda = 1.48$ mm. The contours indicate regions of intensity 1,2,3,4,5 and 6 dB less than the peak intensity at the near/far field transition. Note that the maximum width of the -3 dB region occurs beyond the position of the peak intensity.

Table 3.1: Equations describing the geometry of the focal region for an idealised single element, where $\lambda$ is the ultrasound wavelength, $a$ is the array radius, $R$ is the array radius of curvature, and $R$ is the element radius of curvature.

<table>
<thead>
<tr>
<th>Focal geometry</th>
<th>Plane circular single element</th>
<th>Spherically curved single element</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axial position of peak = $\frac{a^2}{\lambda}$</td>
<td>$R = 12(\frac{a^2 R^3}{\lambda^4 a^4}) + O\left(\frac{a^4}{\lambda^4 a^4}\right)$</td>
<td>$0.89 \frac{a R}{R - a} \lambda$</td>
</tr>
<tr>
<td>-3 dB length = 1.35 $\frac{a^2}{\lambda}$</td>
<td>$0.52 \frac{a^2}{\lambda^4 a^4}$</td>
<td>$0.52 \frac{a R}{\pi}$</td>
</tr>
<tr>
<td>-3 dB width = 0.61 $a$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and $R$ is the radius of curvature of the element.

$$G = \frac{\pi a^2}{\lambda R}$$ (3.2)

3.4.2 Simulations of an idealised phased array

For the design of a real array models describing the geometry of the field produced by an idealised phased array are required which, to the best of the author’s knowledge, have not been reported previously. Simulations were performed to look at the relationship between the field geometry and the transducer radius, transducer curvature, phase-defined focal depth and ultrasound wavelength.
Table 3.2: Equations describing the geometry of the focal region for an idealised phased array, where $\lambda$ is the ultrasound wavelength, $a$ is the array radius, $R$ is the array radius of curvature, and $f$ is the focal depth of phased array.

<table>
<thead>
<tr>
<th>Focal geometry</th>
<th>Plane circular phased array</th>
<th>Spherically curved phased array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axial position of peak</td>
<td>$f - 12\left(\frac{\lambda f^2}{\pi a^2}\right) + O\left(\frac{\lambda f^3}{\pi a^2}\right)$</td>
<td>$f - 12\left(\frac{\lambda f^2}{\pi a^2}\right) + O\left(\frac{\lambda f^3}{\pi a^2}\right)$</td>
</tr>
<tr>
<td>-3 dB length</td>
<td>$2.88 \lambda \left(\frac{f}{a}\right)^{\frac{3}{2}}$</td>
<td>$1.47 \lambda \left(\frac{R}{a-\sqrt{R^2-a^2}}\right)^{\frac{1}{2}} \left(\frac{f}{a}\right)^{\frac{3}{2}}$</td>
</tr>
<tr>
<td>-3 dB width</td>
<td>$0.66 \lambda \left(\frac{f}{a}\right)^{\frac{3}{4}}$</td>
<td>$0.49 \lambda \left(\frac{R}{a-\sqrt{R^2-a^2}}\right)^{\frac{1}{2}} \left(\frac{f}{a}\right)^{\frac{3}{4}}$</td>
</tr>
</tbody>
</table>

By similarity with equation 3.2, a new expression for the amplitude gain of an idealised phased array $G_p$ has been defined, as shown in equation 3.3, where $f$ is the focal depth of the phased array.

$$G_p = \frac{\pi a^2}{\lambda f} \tag{3.3}$$

Using least squares curve fitting, equations were obtained from the simulation results to describe the field geometry for values of $G_p$ greater than 9, and are given in table 3.2. While only the equations for an idealised plane circular phased array are of interest for the array design in the current work as discussed in section 1.4, the equations for the idealised spherically curved phased array have been included in table 3.2 for completeness.

Figure 3.3 compares the models given in tables 3.1 and 3.2 for to the simulation results for both an idealised spherically curved single element and an idealised plane circular phased array, in terms of the focal position and the -3 dB length and width of the focal region. From figures 3.3b,d,f it can be seen that the predicted and simulated results for an idealised planar phased array become significantly different for a small transducer radius coupled with a long focal distance, corresponding to values of $G_p \lessapprox 9$. 
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Figure 3.3: Comparison between the simulation results and the models given in tables 3.1 and 3.2 for (a,c,e) an idealised 1 MHz spherically curved single element and (b,d,f) an idealised 1 MHz plane circular phased array. (a,b) Focal position. (c,d) Focal region -3 dB length. (e,f) Focal region -3 dB width. The points indicate the simulation results, while the lines represent the models given in the tables.
3.5 Simulation of a practical transducer

The secondary array design parameters, which relate to the elements within the array, modify the field from the idealised case. These include practical considerations such as the size and shape of elements, and the geometry of the element layout. These factors had to be considered in order to develop a design for our prototype array.

3.5.1 Element shape

Manufacturing considerations influenced the choice of element shape, with complex shapes being avoided to simplify the construction process and allow the use of elements available from manufacturers without machining to shape. In particular, circular elements were chosen to keep the design simple and robust, since machining a frame to house circular elements is relatively straightforward. Moreover, the use of circular elements avoids unwanted ‘hot-spots’ that may appear close to the corners of rectangular elements [Cahill and Baker, 1997]. Simulations investigating element shapes other than circular are therefore not reported here.

3.5.2 Element size

The impact of element size on the ultrasound field of a planar array of variable radius with a phase defined focal depth had to be considered. Since no method for addressing this has been previously reported, a geometric approach has been adopted in the present work. For elements of a finite size, it is useful to note that the path length from the outermost edge of an element to the focus is different from the path length from the element centre. Let us call this difference in path length $\Delta Path$. In particular, it is useful to consider the outermost element in an array which, for focusing on the central axis of symmetry, will exhibit the largest value of $\Delta Path$ of any element, which shall be called $\Delta Path_{\text{max}}$.

Figure 3.4 illustrates the definition of $\Delta Path_{\text{max}}$, which is the difference in length between paths $r_1$ and $r_2$ for the outermost element in an array. If it is assumed that angle $\theta_3 \approx \frac{\pi}{2}$, then angles $\theta_1$ and $\theta_2$ are equal and can be calculated
by equations 3.4 and 3.5 where $a_{el}$ is the element radius and $a_{arr}$ is the array radius.

\[
\theta_1 = \sin^{-1}\left(\frac{\Delta Path_{max}}{a_{el}}\right) \quad (3.4)
\]

\[
\theta_2 = \sin^{-1}\left(\frac{a_{arr}}{r_2}\right) \quad (3.5)
\]

Combining these two equations allows $\Delta Path_{max}$ to be expressed in terms of the element radius $a_{el}$, the array radius $a_{arr}$, and the length of path $r_2$. Using Pythagoras’ theorem, $r_2 = \sqrt{a_{arr}^2 + f^2}$, where $f$ is the phase-defined focal depth. Hence $\Delta Path_{max}$ can be expressed as shown in equation 3.6.

\[
\Delta Path_{max} = \frac{a_{el} \cdot a_{arr}}{\sqrt{a_{arr}^2 + f^2}} \quad (3.6)
\]

Simulations were performed to look at the impact $\Delta Path_{max}$ has on the field produced by an array. This was done using an annular grid of circular elements as illustrated in figure 3.5, where the array radius, the element radius, and the phase-defined focal depth were varied in order to vary $\Delta Path_{max}$.

Figure 3.6 illustrates the effect $\Delta Path_{max}$ had on the 1D intensity profiles taken along the central axis of the transducer through the focal region, for an array of radius $a_{arr}$ and a phase-defined focal distance $f$ of 80mm. The relationship between intensity and element size will be discussed shortly, but first the relationship between the focal geometry and element size will be considered.
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Figure 3.5: Layout of the annular grid of 37 circular elements used in the simulations studying the effect of increasing the element size. $\Delta Path_{\text{max}}$ was variable, depending on the chosen array radius $a_{\text{arr}}$, element radius $a_{\text{el}}$ and phase-defined focal distance $f$.

From figure 3.6 it can be seen that the length of the focal zone was larger for arrays composed of larger elements. As $\Delta Path_{\text{max}}$ increased beyond approximately $0.5\lambda$ (where $\lambda$ is the ultrasonic wavelength in the medium), the focal region grew significantly, with a regional minimum appearing where the focal peak was expected as $\Delta Path_{\text{max}}$ increased beyond about $0.7\lambda$.

Figure 3.7 illustrates the relationship between the length of the focal region and $\Delta Path_{\text{max}}$, in this case for an array radius $a_{\text{arr}}$ of 25 mm and for phase-defined focal distances $f$ of 60, 80 and 100 mm. Simulations were performed for other values of $a_{\text{arr}}$ and $f$ and gave the same general result: the length (and hence volume) of the focal zone increased sharply when $\Delta Path_{\text{max}}$ increased beyond approximately $0.5\lambda$. Beyond this limit, waves from the edge of an outermost element in the array arrive at the focus out of phase with waves from the centre of the same element, leading to destructive interference and a local minimum within the focal region, as was seen in figure 3.6.

It should be noted that while figures 3.6 and 3.7 were both obtained from the same set of simulated fields, care must be taken if making a visual estimate of the -3 dB focal length from the curves in figure 3.6, since the peak focal intensity of the $0.4\lambda$ profile is taken as the 0 dB point for all four curves in figure 3.6. In contrast,
Figure 3.6: Simulated intensity profiles along the central axis of symmetry for an annular grid of 37 circular elements, where the array radius $a_{arr} = 25$ mm, the wavelength $\lambda = 1.48$ mm, and the phase-defined focal distance $f = 80$ mm. The profiles shown are for arrays of four different element radii, chosen such that $\Delta \text{Path}_{\max} = 0.4 \lambda, 0.5 \lambda, 0.6 \lambda$ and $0.7 \lambda$. Note that the length of the focal zone increased in size significantly as $\Delta \text{Path}_{\max}$ was increased beyond $0.5 \lambda$, and a regional minimum (indicated by the arrow) appeared at the focal peak as $\Delta \text{Path}_{\max}$ was increased beyond $0.7 \lambda$.

Figure 3.7: Graph showing the -3dB length of the focal zone from simulations of an annular grid of 37 circular elements, where the array radius $a_{arr} = 25$ mm, and the wavelength $\lambda = 1.48$ mm. $\Delta \text{Path}_{\max}$ was varied by modifying the element radii and the phase-defined focal distance $f$. Note the sharp increase in the length of the focal zone as $\Delta \text{Path}_{\max}$ was increased beyond $0.5 \lambda$. 
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in figure 3.7 the -3 dB focal lengths have been measured relative to the peak focal intensity of the profile in question. That is, for the 0.6λ data, the focal length uses the peak focal intensity of the 0.6λ profile as the 0 dB point.

A similar relationship was seen between the width of the focal region and element size. The focal width also increased with increasing ΔPath\textsubscript{max}, although without such a sharp increase beyond 0.5λ as was seen for the focal length.

To summarise, in order to produce a tight focal region ΔPath\textsubscript{max} should be constrained as shown in equation 3.7. In combination with equation 3.6, this limits the size of element that can be used in a planar array.

\[ \Delta Path_{\text{max}} < \frac{\lambda}{2} \]  

Let us now return to the relationship between intensity and element size. In the simulations described here, the power delivered to the array remained constant per unit area of PZT, meaning that an array with larger elements was capable of delivering more power. As a result, the intensity of the focus increased as the element radius (and hence ΔPath\textsubscript{max}) increased. The relationship between element radius and the simulated focal intensity is illustrated in figure 3.8a, which demonstrates that there is a linear relationship (when plotted on a log-log scale) for the region of the graph where the elements are small. Best fit straight lines are shown on the plots, illustrating that the intensity \( I \) increases with the element radius \( a_{el} \) to the fourth power as described in equation 3.8. (This relationship can be verified visually from figure 3.8a, since on a log-log scale a fourth power relationship appears as a straight line with a gradient of four.)

\[ I \propto a_{el}^4 \]  

That the peak focal intensity increases with the element radius to the fourth power may seem unintuitive, but can be understood by considering the pressure amplitude rather than the intensity. The peak focal pressure amplitude increases linearly with the element area, since it is the integral of the pressures produced by each elemental area of the vibrating element. (This is the principle upon which Ul-
trasim is based, as described in section 3.2.1.) Intensity is proportional to the square of the pressure amplitude, and therefore the peak focal intensity is proportional to the square of the element area. This then leads to the relationship described in equation 3.8, that the peak focal intensity is proportional to the fourth power of the element radius.

As mentioned above, figure 3.8a indicates that the relationship between intensity and element radius is only valid where the element radius is small: As the radius is increased, the simulated data diverge from the best fit line. For different focal depths, the relationship between intensity and element radius breaks down at different values of the element radius, making it difficult to identify a convenient upper boundary for the relationship between intensity and element radius.

A clearer view of the situation can be obtained by considering the relationship between the peak focal intensity and $\Delta Path_{max}$, which is shown in figure 3.8b for the same set of simulations. Again, the straight lines in this plot represent the fits for the region of the plot where the element size was small, where the focal intensity is proportional to the element radius to the 4th power (equation 3.8). The point at which this relationship breaks down is easier to identify in this plot, and the 0.3$\lambda$ and 0.5$\lambda$ values (labelled in figure 3.8b as $A$ and $B$ respectively) are used as indicators of the approximate points at which: ($A$) The simulated data diverges from the trend ($I \propto a_{el}^4$); ($B$) The increase in intensity with $\Delta Path_{max}$ levels off. At values of $\Delta Path_{max} > \sim 0.5\lambda$ there is no further increase in intensity with element size.

In summary, an analysis of the focal intensity places the same upper limit on the element size as the analysis of the focal geometry, that $\Delta Path_{max}$ should be kept below $\frac{\lambda}{2}$.

Other workers have also considered the impact of element size on the function of phased arrays. Gavrilov and Hand [2000] noted in their simulations of a 256 element array (with a diameter of 110mm and a radius of curvature of 120mm) that increasing the element diameter beyond $\sim 5\lambda$ resulted in a deterioration of the intensity distribution and the appearance of grating lobes. There are similarities
Figure 3.8: Graphs showing the peak intensity of the focal zone from simulations of an annular grid of 37 circular elements, where the array radius $a_{arr} = 25$ mm, and the wavelength $\lambda = 1.48$ mm. Simulations were performed for a variety element radii $a_{el}$. Plot (a) shows the peak focal intensity against element radius, and plot (b) shows the simulated peak focal intensity against $\Delta Path_{\text{max}}$. In each plot, the points represent the simulation results while the straight lines illustrate the fit, where $I \propto a_{el}^4$. In plot (b), two vertical black lines labelled A and B are also shown, indicating the locations on the x-axis where $\Delta Path_{\text{max}}$ is equal to $0.3\lambda$ and $0.5\lambda$ respectively. See the main text for further comments on A and B.

between this and the finding from the present analysis that $\Delta Path_{\text{max}}$ must be limited to less than $\frac{\lambda}{2}$. Wooh and Shi [1998] also considered the impact of element size on the field produced by a phased array. Although their work did not place an upper limit on the useful element size, it did highlight that element size has an impact on the grating lobes. However, as will be demonstrated in the next section, the geometry of the element layout is the critical factor in this regard.

3.5.3 Element layout geometry

For arrays composed of circular elements, the geometry of the element layout has been considered by Goss et al. [1996] and Gavrilov and Hand [2000], who demonstrated that there are advantages in the use of a randomised distribution of elements over a regular arrangement of elements. In particular, the use of a randomised layout significantly reduces the intensity of the grating lobes in comparison to a regular array layout.
Goss et al. [1996] investigated the element layout pattern, looking at the possibility of basing an array on a close-packed hexagonal pattern, but with elements omitted to reduce the regularity in the array. Their results showed that this approach still has fundamental problems with grating lobes under steering, as might be expected given that such an element layout is based upon multiples of a single lattice constant. To achieve a reduction in the grating lobe intensity an array with elements distributed randomly, not based upon multiples of a common lattice constant was required.

To quantify the performance of a planar array of circular elements, simulations were performed to study a number of element layout geometries. Figure 3.9a,d,g,j illustrates the layouts of the simulated arrays, each of which had an overall array radius of 22 mm, enclosing elements of radius 2 mm arranged in a number of patterns: square grid; hexagonal grid; annular grid; and randomised. The number of elements within the arrays was 61 for each of the regular layouts, and 60 for the randomised layout.

For each array geometry, two further graphs are shown in figure 3.9 as a way of visualising the spatial periodicity of the array. In the first of these (figure 3.9b,e,h,k) the spectrum of inter-element pitches is shown for all combinations of element pairs within the array. The periodicity of the square and hexagonal arrays is evident from the large discrete peaks in figure 3.9b,e, while the annular grid (figure 3.9h) has a somewhat reduced periodicity. The random array has an even spread of inter-element pitches (figure 3.9k) with a single prominent peak at an inter-element pitch of 4.5 mm, and this peak is a consequence of the need to pack the elements tightly enough to allow 60 to fit within the radius of the array. The fact that the inter-element pitch is never less than 4 mm in any of the four arrays is a consequence of the finite element size, since elements cannot be spaced more closely than twice the element radius.

The periodicity of an array is not defined by the distribution of inter-element pitches alone, and therefore the second graph for each array (figure 3.9c,f,i,l) is shown to illustrate the spectrum of inter-element angles for all combinations of element
pairs. The inter-element angle is defined as the angle between the $y$-axis and the line through the centre of both elements in the pair. The probability densities in these plots are quantised with a bin width of $\frac{\pi}{128}$ radians to achieve a resolution of better than 1% while using a power of 2 for ease of computation. Since the square array has fourfold rotational symmetry, the distribution of inter-element angles in figure 3.9c repeats with a period of $\frac{\pi}{2}$. Similarly, the hexagonal and annular grid arrays have sixfold rotational symmetry, and the distribution of inter-element angles for these (figure 3.9f,i) repeats with a period of $\frac{\pi}{3}$. The random array has no rotational symmetry, and hence has an evenly spread distribution of inter-element angles (figure 3.9l).

The benefit in obtaining the distributions of inter-element pitches and angles for each array is that these can be used to provide simple estimates of the positions of the grating lobes. The peaks in the distribution of inter-element pitches may be used to obtain a simple prediction of the off-axis distance between the focus and the primary grating lobes (using equation 2.13) and the peaks in the distribution of inter-element angles may be used to predict the angles at which these grating lobes will occur. For example, for the hexagonal array (figure 3.9d,e,f) the first peak in the distribution of inter-element pitches is at approximately 5 mm. Using equation 2.13, this would predict that at a depth of 80 mm the primary grating lobe will occur at a distance of 24 mm away from the central focal region. The three most prominent peaks in the distribution of inter-element angles define the angles at which these primary grating lobes occur. This therefore predicts that there will be six localised primary grating lobes surrounding the central focal region, each separated by an angle of $\frac{\pi}{3}$ radians.

Simulations were performed with the array focussed at a depth of 80 mm, the midpoint of the proposed range of depths for the hypothetical tumour (section 1.4), which was centred at a depth between 60 and 100 mm. A number of simulations were performed for each array to study the effect of steering the focus away from the central axis of the array by up to 20 mm, equal to the proposed width of the hypothetical tumour.
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Figure 3.10a,c,e,g illustrates the simulated intensities for each array in the $x, y$ plane through the focus, where the array was focussed to a depth of 80 mm on the central axis of the array. It can be observed from figure 3.11e that the positions of the grating lobes for the hexagonal array are in good agreement with the predicted positions calculated above: The simulated primary grating lobes are at a distance of approximately 25 mm from the central focal region, and are each separated by an angle of $\frac{\pi}{3}$ radians.

Figure 3.10b,d,f,h illustrates the simulated intensities for each array in the $x, y$ plane through the focus, where the array was focussed to a depth of 80 mm and a distance of 20 mm away from the central axis of the array.

It can be observed from these plots that the pattern of grating lobes produced by an array is dependent on the geometry of the array, and follows the same principle as the maxima produced in a plane parallel to the surface of a diffraction grating. Arrays based upon a regular layout of elements produce grating lobes with localised maxima, while an array based on random layout of elements produced a grating lobe where the energy within the lobe was spread over a large volume rather than concentrated within a small region. Thus the grating lobes produce by the random array (figure 3.10g,h) appear as a band rather than a number of localised maxima. The position of this band relative to the focus is determined by the average inter-element pitch, which in turn is determined by the element radius in addition to the condition that no two elements may overlap. In addition, the annular grid has a layout similar to that of the hexagonal grid but with slightly reduced periodicity, and as a result its grating lobes (figure 3.10e,f) are slightly more diffuse than the localised hot-spots produced by the hexagonal grid (figure 3.10c,d).

While the positions of the grating lobes peaks relative to the focus are unaffected by steering, the relative intensities of the grating lobes are not. As a consequence of steering the focus away from the central axis of the array the grating lobes also move, with the result that some of the grating lobe maxima move closer to the central axis of the array and increase in intensity. Figure 3.10b,d,f shows that for a square, hexagonal or annular grid of elements, steering the focus 20 mm away from
the central axis resulted in the intensities of the grating lobes increasing to greater than the intensity of the focus itself. While the intensity of the grating lobe for the random array also increased, it remained well below the intensity of the focal region since energy in the grating lobes was spread across a relatively large volume rather than being localised in a number of discrete hot-spots.

To allow a more detailed analysis of the relative grating lobe intensity to be made, further simulations of the field intensities in a plane parallel to the transducer surface and through the centre of the focus were performed for both water and a homogeneous tissue media ($\mu = 0.5$ dBcm$^{-1}$). The ratio of the maximum intensity in the grating lobes to the peak focal intensity was found in this plane for fields focussed 0, 5, 10, 15 and 20 mm away from the central axis of the array.

Figure 3.11 compares the peak intensity of the grating lobes relative to the focal intensity for the four array geometries illustrated in figure 3.9a,d,g,j as the focal region is steered away from the central axis of the array, demonstrating the clear benefits of a non-periodic distribution of elements. When focussed on the central axis of the array, the relative grating lobe intensity is lower for the randomised array than for any of the others, and it remains the lowest as the focus is steered away from the central axis. Indeed, it is the only array geometry of the four where the grating lobes are less intense than the focal region when the focus is steered 20 mm away from the central axis.

### 3.5.4 Element number density

To study the effect of increasing the number density of elements within a planar array of randomly positioned elements, simulations were performed for a number of focal positions. To characterise the field, the effect of increasing the number of elements on the following field characteristics was investigated: the intensity (both peak and average) of the focal region; the volume of the focal region; the intensity of the grating lobes relative to the focal intensity; and the pressure distribution within the region of the field between the surface of the transducer and the focus. The impact of the element number density on the steering capability of the array was
Figure 3.9: The array configurations used to study the impact of array geometry. Plots (a,d,g,j) illustrate the layouts of square grid, hexagonal grid, annular grid and random arrays respectively. For each of these arrays, the spectrum of inter-element pitches is shown in plots (b,e,h,k), where the probability densities are quantised with a bin width of 0.25 mm. Similarly, the spectrum of inter-element angles is shown in plots (c,f,i,l), where the probability densities are quantised with a bin width of $\frac{\pi}{128}$ radians.
Figure 3.10: 2-D simulation results illustrating the grating lobes produced by the arrays shown in plots (a,d,g,j). The plots illustrate the intensity in the $x,y$ plane through the focal region with the array focussed at a depth of 80 mm and steered away from the central axis of the array by a distance of (b,e,h,k) 0 mm and (c,f,i,l) 20 mm. The intensities are normalised relative to the peak focal intensity. In (c,f,i,l) the white arrows indicate the position of the focal region, while the other maxima belong to the grating lobes.
Figure 3.11: Simulation results showing the peak relative grating lobe intensity produced by several array geometries as the focus is steered away from the central axis of the array. The focal depth was 80 mm.

also considered here.

The simulations described in the present section studied the field produced by a planar array of radius 22 mm, composed of randomly positioned elements each of radius 2 mm, with the number of elements in the array varied between 7 and 60. The choice of array and element radii used here is the same as those which will be used in the construction of the physical array described in chapter 4, and the rational behind their use will be covered in that chapter. While the present section makes use of this particular choice of dimensions, the conclusions which will be reached regarding the impact of the element number density on the characteristics of the field can also be applied more generally to any choice of array and element dimensions which satisfy equation 3.7.

Analysis of the simulation results showed that both the peak and average intensity of the focus increased with the square of the number of elements (figure 3.12b). In addition, the focal intensity decreased as the focus was steered away from the central axis of the array (figure 3.12b). When steered to a distance of 20 mm away from the central axis, the intensity of the focal region was just less than half the on-axis focal intensity. As described in section 2.3, the decrease in intensity with off-axis steering is defined by the element geometry, and the simulated result
Figure 3.12: (a) Simulation results illustrating the effect of increasing the number of elements within the array on the peak focal intensity. The focus was positioned on the central axis of the array at depths of 60, 80 and 100 mm. The intensities are normalised relative to the peak focal intensity of the 60 element array focussed at a depth of 80mm. (b) Simulation results illustrating the effect of steering the focus away from the array’s central axis of symmetry on the focal intensity for an array composed of 15 randomly positioned elements. The focal depth was 80 mm.

can be compared against the simple prediction obtained from equation 2.14 for an array of elements each of radius 2 mm which was shown in figure 2.1, where the focal intensity also decreased to just less than half the on-axis focal intensity when steered 20 mm away from the central axis.

Analysis of 3-D simulation results showed that the volume of the focus increased as the focal region was steered away from the central axis of the array (figure 3.13). Increasing the number of elements in the array had no effect on the -3 dB volume of the focal region.

For analysis of the relative grating lobe intensity, a plane parallel to the transducer surface and through the centre of the focus was taken, and the ratio of the maximum intensity in the grating lobes to the peak focal intensity was found in this plane. This analysis was performed for water and a homogeneous tissue media ($\mu = 0.5 \text{ dBcm}^{-1}$).

The ratio of the maximum intensity of a grating lobe outside the focal zone to the maximum intensity within the focal zone was determined and is shown in
Figure 3.13: Simulation results illustrating the effect of steering the focus away from the array’s central axis of symmetry on the focal volume for an array of randomly positioned elements. The focal depth was 80 mm.

Figure 3.14: Simulation results illustrating the effect of increasing the number of elements in a random array on the peak relative grating lobe intensity. The focal depth was 80 mm.

Figure 3.14. This clearly shows that the relative grating lobe intensity increased as the focus was steered away from the central axis of the array, while increasing the number of elements for a particular focal position decreased the maximum grating lobe intensity relative to the peak focal intensity.

What is happening here is that an increase in the number of elements results in a decrease in the characteristic inter-element pitch for the array, since the overall array radius remains constant. The consequence of this is that the grating lobes occur at a greater distance from the central focal region and, as demonstrated by
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figure 2.1 in section 2.3, will therefore have a lower intensity relative to the focal region.

Although the absolute intensities of the focus and the grating lobes were affected when the simulated medium was changed from water to a homogeneous tissue medium, the geometries of the focal region and grating lobes and their relative intensities were not.

3.6 Summary

The primary aim of the simulation work reported in this chapter was to establish the physical principles that govern the behaviour of planar phased array transducers. This has been dealt with in the current work by separating the problem into two parts, by first considering the fundamental array parameters in section 3.4 and the secondary array parameters in section 3.5.

In section 3.4 the concept of an idealised transducer was introduced, enabling a new set of equations to be established which relate the field characteristics (such as the geometry of the focal region) to the fundamental array parameters (the overall array radius and the radius of curvature).

Section 3.5 considered the impact of the secondary array parameters which modify the field from that of the idealised case. The analysis has demonstrated that an upper limit can be placed on the element radius, allowing the focal intensity to be maximised while avoiding the undesirable effects that arise if elements with a radius greater than the upper limit are used. The benefits of a random layout have been demonstrated, especially with regard to minimising the intensities of the grating lobes under steering. And finally, the impact of the number density of elements on the field under steering have been investigated, demonstrating that increasing the element number density has no impact on the geometry of the focal region, but provides a reduction in the intensities of the grating lobes relative to the focal region.
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Array design and construction

4.1 Requirements of the prototype array

The hypothetical spherical tumour described in chapter 1.4, with a diameter of 40 mm and centred at a depth between 60 and 100 mm, was considered to guide the design of the array described in this chapter, with the aim being to produce an array capable of creating a focal region within such a tumour. The simulation models discussed in sections 3.4 and 3.5 were used to develop the array design, and an experimental array was constructed and characterised in an acoustic tank to verify the viability of the chosen approach.

4.2 Design of the array

Given the requirement to produce an array design that would be straightforward to construct, the design of the experimental array was based upon a planar array of circular elements. A random element distribution pattern was chosen as chapter 3, in combination with work reported by Goss et al. [1996], had shown that this gave significant benefits compared to regular patterns. The exact element co-ordinates within the array were generated within Ultrasim, using the custom script described in section 3.2.3. The remaining array parameters that needed to be specified to complete the design were the array radius and the element radius.

The models obtained from the consideration of an idealised phased array (section 3.4) were used to determine the minimum array radius required to ensure that the focal region (defined by its -3 dB surface) lies within the dimensions of the
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hypothetical spherical tumour defined in section 1.4. For a planar array with an ultrasonic frequency of 1 MHz (section 2.4), such that the ultrasonic wavelength in a medium of water is approximately 1.48 mm, an array radius of at least 22 mm ($G_p = 10$) is required according to the equations in table 3.2. This ensures that the length of the focal region lies within the tumour, since it is the focal length, rather than width, which is the limiting dimension.

While an array could be constructed with a radius larger than this, for the present work an experimental array with a radius of 22 mm was constructed to study the limiting case for several reasons:

1. The available drive electronics [Lovejoy et al., 1994] limited the number of elements within the array to fifteen, and therefore minimising the array radius would minimise the space between elements. It is to be expected that the magnitude of the inter-element crosstalk will be greater for closely spaced elements than widely spaced elements, and therefore measurements of the crosstalk within the array will be of more interest for smaller arrays.

2. Increasing the radius of the array would require the element radius to be reduced in order to satisfy equations 3.6 and 3.7 at the edge of the array. Since the number of elements in the array is fixed at fifteen, reducing the element radius would lower the total output power of the array, in turn reducing the focal intensity that could be achieved by the array.

3. For an planar array to be used in a clinical context, a small array radius will be advantageous in that it will allow the array to fit better to the curvature of the body than would a large planar array.

The maximum element radius is defined by equations 3.6 and 3.7, which for a drive frequency of 1 MHz, a minimum depth of 60 mm and an array radius of 22 mm limited the element radius to no more than 2.15 mm. Since the intensity produced by each element is proportional to the square of the element’s area (as shown in figure 3.8a), choosing as large an element as possible is desirable to maximise the heating capability of the array. In practice elements of radius 2 mm were chosen.
for the array as this dimension is commonly stocked by PZT suppliers. The fifteen elements in the array were arranged quasi-randomly, with a minimum inter-element pitch of 9 mm to ensure an approximately even distribution.

Figure 4.1a illustrates the final design of the array. The distributions of inter-element pitches and angles are shown in figures 4.1b and 4.1c respectively, and provide a simple way of visualising the spatial periodicity of the array (as described in section 3.5.3).

The peak in the inter-element pitch distribution at 9 mm is a consequence of the fact that the element layout is not truly random, but has been constrained by forcing a minimum pitch of 9 mm to ensure a spatially even spread of elements. Without this constraint, a truly random placement tends to produce an uneven spread of elements, creating an array containing clusters of elements as well as large spaces free of elements. An even spread of elements is desirable as it better approximates an ideal array of the desired radius.

Using equation 2.13 along with the information presented in figures 4.1b and 4.1c, the positions of the grating lobes produced by the array can be predicted. From the peak in the distribution of inter-element pitches at 9 mm, the first order grating lobe can be calculated to occur at an angle of 9.5° from the focal region. Due to the absence of any strong peaks in the distribution of inter-element angles (figure 4.1c), the grating lobes will take the general form of a ring surrounding the focal region, rather than being composed of localised high intensity spots. As will be discussed in section 6.5, simulated and experimentally measured fields from the array are in good agreement with these simple predictions.

4.3 Construction of the array

PZT comes in a variety of compositions which are designed for a number of different applications [Gallego-Juárez, 1989]. Of the possible compositions, PZT-8 is particularly suitable for applications which require high power handling capabilities and has been used by previous workers in the construction of ultrasonic arrays intended
for both hyperthermic [Sun et al., 2003] and FUS [Saleh and Smith, 2004, 2005] applications. PZT-8 (Sparkler Ceramics, Bhosari, India), equivalent to Navy type III for which the PZT parameters are given in table 4.1, was therefore chosen for use in the experimental array in the present work.

For a circular PZT element vibrating as an ideal piston, the ultrasonic wavelength in the PZT is equal to twice the thickness of the element. Given the planar frequency constant of PZT-8 in table 4.1, for a resonant frequency of 1 MHz an element thickness of $2.30 \pm 0.18$ mm is required. In practise, the nearest suitable thickness readily stocked by PZT suppliers is 2 mm, corresponding to a resonant frequency of $1.15 \pm 0.09$ MHz, and so these were used for construction of the experimental array. Although this frequency is slightly higher than that of the drive electronics, seeking to achieve a perfect match is impractical since the resonant frequency of PZT decreases slightly as the elements heat up during use [Martin et al., 2003].

A Perspex frame was machined to house the elements, with fifteen 4 mm diameter holes in the correct position for each element according to the design described in section 4.2. The front surface of the frame was recessed around each hole to allow a matching layer to be incorporated for each individual element, as illustrated in cross-section in figure 4.2a. Separate matching layers were provided
Table 4.1: Navy type III specifications for the PZT used in the fifteen element array [U.S. Department of Defense, 1995].

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Units</th>
<th>Typical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative permittivity</td>
<td>$k_3^T$</td>
<td>$10^{-12}$ mV$^{-1}$</td>
<td>$215 \pm 15%$</td>
</tr>
<tr>
<td>Piezoelectric coefficient</td>
<td>$d_{33}$</td>
<td>Hz.m</td>
<td>$2300 \pm 8.0%$</td>
</tr>
<tr>
<td>Planar frequency constant</td>
<td>$N_p$</td>
<td>Hz.m</td>
<td>$2300 \pm 8.0%$</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>kgm$^{-3}$</td>
<td>$\geq 7450$</td>
</tr>
<tr>
<td>Curie Temperature</td>
<td>$T_C$</td>
<td>°C</td>
<td>$325$</td>
</tr>
</tbody>
</table>

for each element to prevent lateral propagation of ultrasound along the matching layer, a potential cause of acoustic crosstalk between transducer elements [Wojcik et al., 1996; Daum and Hynynen, 1999].

A network of copper wire was constructed at the rear of the Perspex frame, and holes were drilled in the frame to allow branches of the network to pass through the frame into each of the recesses at the front face. With the PZT elements held in place in the frame, a wire was soldered between the front face of each element and the network connection in the recess. This provided a single common electrical connection to the front electrode of all the elements. The solder contacts to the front of the PZT elements were kept small to ensure that they did not extend above the level of the front face of the Perspex frame. This would allow the matching layer, which would later fill the recesses, to provide electrical isolation between these solder contacts and the medium. However, since the front face of each element was electrically common and would be connected to ground during the operation of the array, the electrical isolation provided by the matching layer would not be critical for safety if such an array were used in a clinical context. The high drive voltages would be applied to the rear face of the PZT, precluding the possibility of a high voltage coming into contact with the medium, and providing safety should the matching layer isolation be breached by damage or scratches to the front of the array.

Once the soldering had been completed at the front of the array, adhesive
tape was applied to form a seal at the rear face of each element and the rear of the Perspex frame, and the alignment of each element within the frame was checked. The tape was required to prevent the liquid epoxy from seeping through between the elements and the frame. The recesses on the front surface of the array were then filled with the epoxy resin to form the matching layer.

Araldite 2020 was chosen as a suitable epoxy due to its low viscosity in its liquid form and its water-resistant nature in its cured state. It was mixed at a ratio of 100:35 (resin:hardener) by volume according to the manufacturer’s recommendation, poured onto the front surface of the Perspex frame until it stood proud of the Perspex surface, and then allowed to cure at an elevated temperature (approximately 40°C) for 24 hours to ensure adequate epoxy conversion [Karayannidou et al., 2006]. Once cured, the epoxy was ground back using wet abrasive paper until the surface was once again level with the Perspex. This process allowed a smooth, level matching layer to be formed, while at the same time bonding each element securely into the frame and also providing protection for the front electrodes. The low viscosity of the Araldite allowed any gas bubbles formed during its application to rise to the surface of the epoxy. While some of the bubbles escaped to the atmosphere, some were trapped by the skin of the curing epoxy. However, since the epoxy was applied so that it stood proud of the front surface of the Perspex frame, the bubbles within that region would be removed during at a later stage in the construction process.

The thickness of the matching layer was defined by the depth of the recess in the Perspex frame. Once the epoxy was ground level with the Perspex, the thickness of the frame was measured with a micrometer at several points around the array to ensure that it was even at each point, and therefore that the matching layer was an even thickness across the face of the array. The speed of sound in Araldite 2020 is 2610 ms⁻¹ [Ma et al., 2007], and hence the wavelength of a 1 MHz sound wave is 2.6 mm. To provide a matching layer of thickness $\lambda/4$ for optimal matching between the PZT and the medium, a layer thickness of 0.65 mm was required. For the construction of the experimental array a thicker 1 mm matching layer was used to ensure that the solder connections at the front of the PZT lay entirely within the
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Figure 4.2: (a) Cross-section of an element within the array. (b) The completed array, before being housed and wired. The array radius was 22 mm, each PZT element was 2 mm in radius, and each element’s matching layer enclosed it by 2 mm. Since the perspex frame and the epoxy matching layers are transparent, the network of copper wire used to route the common electrical connections to the front faces of the PZT discs can be seen.

(matching layer, thus avoid any breaches in the electrical isolation provided by the layer. The results reported by Wojcik et al. [1996] indicate that the thickness of the matching layer is not critical to ensure adequate coupling into the medium.

At this stage, the array looked as shown in figure 4.2b and was ready to be built into its housing. The common connections to the front face of each element can be seen in the figure, as can the individual matching layers surrounding each element and the network of copper wire at the rear of the frame (visible through the transparent Perspex).

The completed Perspex frame was then housed within an aluminium case as illustrated in figure 4.3a. Fifteen 1.50 m lengths of 50 Ω coaxial cable (type RG178B/U) were used to supply the drive signals for the PZT elements. The cables entered the transducer casing from the top, connecting to sections of stripboard inside the casing, as can be seen in figure 4.3b. Due to the limited space inside the casing, three separate sections of stripboard were used with five drive channels per section. Wires were run from each drive track on the stripboard and soldered to the rear face of the appropriate PZT element. The stripboard ensured that the solder
connections to the PZT would not be stressed by movement of the coaxial cables, making sure that the wiring of the array was robust.

The total length of each of the signal pathways, measured from the output of the transducer drive electronics to the element’s rear electrode, differed by up to a few centimetres due to the three different stripboard positions within the casing and the range of distances between the elements and the stripboard. An estimation of the phase delay introduced by this difference in signal path length can be made by assuming that the difference lies in the lengths of the coaxial cables. Since the propagation velocity of the coaxial cable is specified as $2 \times 10^8 \text{ ms}^{-1}$, the delay introduced by a difference in cable length of a few centimetres is less than 1 ns, which is negligibly small since it translates to less than 0.1% of a wavelength. The assumption could therefore be made that the relative phase of each channel at the output of the transducer drive electronics was the same as that at the PZT drive electrode.

Steps were taken to minimise electrical cross-coupling between drive channels. The outer conductor of each coaxial cable was grounded to shield the inner conductor which carried the drive signal, and ground tracks were placed between each drive
track to minimise electrical cross-coupling on the sections of stripboard. A ground connection was also made to the aluminium casing.

Other workers have reported the use of various backing materials at the rear of each element such as tungsten/epoxy mixtures [Hutchins et al., 1986] to dampen the element vibration after the end of each drive pulse or to suppress undesirable modes of vibration, or a flow of water [Deardorff and Diederich, 2000] to improve cooling of the elements within the array. In the present work the rear faces of each element were left air-backed, allowing the PZT to ring undamped after application of a drive pulse and avoiding any loss of energy due to absorption in the backing layer [Persson and Hertz, 1985]. The absence of any backing layer also had the added benefit of keeping the array design as simple as possible.

Impedance matching of the elements to the output of the drive electronics was not provided, keeping the interface between the two as simple as possible, and ensuring that the phase of the drive signal to each element was precisely defined.
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Array characterisation techniques

5.1 Introduction

As discussed in section 4, a transducer array design was developed based upon the simulation work. To verify the simulation predictions, measurements were made of the field produced by the transducer array. This chapter describes the experimental apparatus and the methods used to make measurements of the field profiles from the transducer array. Also described are the techniques used in the comparison between the simulation predictions and the experimental results.

5.2 Apparatus

The standard method for experimental measurement of the field from an ultrasonic source is to place the source in a water tank (termed an acoustic tank) and use a hydrophone to measure the ultrasonic pressure at various positions in the field [Benkeser et al., 1991; Cathignol et al., 1995; Fan et al., 1997; Clement and Hynynen, 2000]. The water contained within a sufficiently large acoustic tank approximates an infinite, homogeneous medium which can be considered as linear for the range of (relatively low) ultrasonic pressures that will be encountered in the present work. These properties mean that a water tank is a suitable medium in which experimental measurements can be taken for comparison against fields simulated using Ultrasim,
Figure 5.1: (a) The acoustic tank. A transducer is positioned at the left hand side of the tank, with the ultrasound beam propagating left to right. (b) Cross-section in the $y, z$ plane through the transducer and hydrophone.

bearing in mind the assumptions about the medium required by Ultrasim which were discussed in section 3.2.2. In addition, water is a suitable choice of medium for experimental analysis of arrays intended for medical purposes since it has a speed of sound close to that of tissue (section 2.4).

In the present work, a Perspex acoustic tank (approximately cubic and 60cm per side) containing deionised water was used to measure 2-D field profiles of the array described in section 4. The acoustic tank is illustrated in figure 5.1, where a transducer is in position at the left hand side of the tank and a hydrophone, used to measure the ultrasonic pressure at each position in the field, is suspended from the carriage located at the middle of the $x$-axis belt-drive slide.

The apparatus was computer controlled, allowing for automated 2-D field profile measurement in the $x, z$ plane. While the system was unable to scan in 3-D, scanning in the 2-D $x, z$ plane alone is sufficient for fields with rotational symmetry (such as those produced by single circular elements - section 2.2), if the system is aligned such that the axis of symmetry is included in the measurement plane. While the fields produced by phased arrays typically exhibit some degree of rotational symmetry, depending on the geometry of the array it may be necessary to align the rotation of the array about the $z$ axis to ensure that the grating lobes lie in the
The plane of the measured field.

The diagram in figure 5.2 illustrates the relationships between the various parts of the system, each of which will now be considered in turn (except for the transducer array which has already been considered in section 4).

**Transducer array drive electronics**

Two versions of the transducer drive electronics were used throughout the work. A multi-channel version was used for the majority of the work, and a single-channel version was used where higher drive voltages were required.

The multi-channel transducer drive electronics was designed and constructed by Adrian Lovejoy (of the department of Physics, University of Warwick) [Lovejoy et al., 1994]. The electronics provided 15 output channels, each of which produced a 1 MHz, 0-33 V peak to peak square wave to drive an element within an array.
The phase of each channel was programmable with 8-bit resolution, such that the phases were quantised in steps of \( \frac{\pi}{128} \) radians. The phases required to produce a focussed field were calculated using a geometrical method where, given the distance from the centre of each element to the focus, appropriate phases were assigned so that the waves from each element produced constructive interference at the focus. This method relied on the assumption that water can be considered as a homogeneous medium with a known speed of sound.

To programme the phase of each channel, two 8-bit digital output ports (labelled A and B) on the PMD-1208LS were used to interface between the master computer and the transducer array drive electronics. The phases were programmed for each of the 15 channels in turn using the following method:

1. Port A was chosen as the address port, used to specify the address into which the phase information was to be stored in the drive electronics. 4-bits of port A were required to specify the addresses since there were 15 drive channels to be programmed.

2. Port B was the data port, used to specify the phase of the channel. The full 8-bits of port B were used to define the phase.

3. The 8th bit of port A was used as a latch to signal to the drive electronics when to read the address and data bits.

4. For each channel in turn, ports A and B were configured appropriately before the information was latched into the drive electronics using the 8th bit of port A.

This process used 4-bits of port A to specify the addresses for the 15 drive channels and 1 bit as a latch. One further bit of port A was used to instruct the drive electronics to start and stop sending pulses to the transducer array. Figure 5.3 summarises the function of each of the bits within port A.

The output stage of the drive electronics followed the design shown in figure 5.4. One of these stages was required for each of the fifteen channels provided by the multi-channel drive electronics. Within the output stage a FET controlled the
output voltage which was applied to the rear face of the PZT element. The FET itself was switched using a 1 MHz square wave whose phase was controlled with 8-bit resolution as described above. With the FET switched off, the voltage at the rear face of the PZT was equal to \( V_{\text{drive}} \) minus the voltage dropped across resistor \( R_1 \), and with the FET switched on, the rear face of the PZT was grounded. The presence of resistor \( R_1 \) was necessary to limit the current flowing to ground when the FET was switched on. This design resulted in power being dissipated by \( R_1 \) for 50% of the duty cycle, and as a result the multi-channel drive electronics was unable to operate in continuous wave mode without overheating.

The output stage of the single-channel drive electronics followed the same design as figure 5.4, although the power rating of resistor \( R_1 \) was increased and a FET capable of handling a higher drain voltage was used to enable safe operation of a single element transducer at voltages of up to 70 V for continuous operation, or up to 280 V for short, user-controlled periods. The single-channel drive electronics thus allowed single elements to be driven at higher voltages than was possible with the multi-channel electronics.

**Hydrophone positioning system**

The hydrophone positioning system consisted of toothed belt-drive slides arranged in the pattern of an H, as illustrated in figure 5.1, which allowed the hydrophone to be
positioned in the $x$, $z$ plane under computer control. The hydrophone was suspended from a carriage which could be moved in the $x$-direction along the central slide. The central slide was perpendicular to the two slides upon which it was mounted, and these two slides could be driven in unison to move the central slide in the $z$-direction. The $y$ plane position was set manually.

Attached to each belt drive slide was a DC motor to provide the drive, and a 10 turn, 10 kΩ, linear potentiometer to provide positional feedback and locate the carriage on the slide. Electronics designed by Adrian Lovejoy (of the department of Physics, University of Warwick) enabled the user to specify any carriage position on each slide by the input of a DC voltage between 0 and 5 V. Using this input voltage and the resistance of the potentiometer as positional feedback, the electronics applied an appropriate drive voltage to the motor to move the carriage to the defined position.

A minimum separation of 8 mm was maintained between the hydrophone and the transducer under test to prevent damage to the hydrophone in the event of contact between the two.
Multi-function output device

A multi-function output device (Measurement Computing PMD-1208LS) was used to provide the digital and analogue outputs required for the master computer to communicate with the hydrophone positioning system and the transducer array drive electronics. The PMD-1208LS device connected to the master computer via a USB port, and provided a digital to analogue converter (DAC) with two 0-5 V 10-bit analogue outputs, and two 8-bit digital output ports. C++ code was written allowing Matlab to interface with the PMD-1208LS and control these output ports.

The two analogue outputs were used to interface between the master computer and the hydrophone positioning system, to generate the 0-5 V DC voltage required to define the positioning of the belt-drive slides within the positioning system. Since the maximum length of travel of the carriage along each slide was 500 mm and the voltage specifying the carriage position was quantised into 10 bits (or 1024 positions), the positional step-size was 0.49 mm.

The two 8-bit digital output arrays were used to control the array drive electronics, as described earlier.

Hydrophone

A hydrophone was used to measure the ultrasonic pressure at each position in the measurement plane. The hydrophone consisted of a polyvinylidene fluoride (PVDF) 1 mm diameter needle probe and a submersible pre-amplifier (both by Precision

Figure 5.5: The hydrophone, which is composed of a 1 mm diameter needle probe and a submersible pre-amplifier (Precision Acoustics, Dorset, UK).
Acoustics, Dorset, UK), as illustrated in figure 5.5. The submersible pre-amplifier was powered by a 28 V DC supply.

The output of the hydrophone was recorded by the measurement system, and was proportional to pressure with its sensitivity having been measured by the manufacturer as 1510.3 mV/MPa ± 14% at 1 MHz. Applying this calibration factor allowed the pressure to be calculated from the output of the hydrophone.

While using a hydrophone with a smaller diameter would enable field profiles to be taken at a higher spatial resolution, the sensitivity of a hydrophone increases with increasing diameter, with the result that a larger diameter provides a larger signal to noise ratio. A diameter of 1 mm was chosen for the present work since it was not thought necessary to be able to resolve a feature size of less than 1 mm in the ultrasonic field.

Using a hydrophone to measure the ultrasonic pressure amplitude required the assumption that the hydrophone itself did not significantly distort the field. The effect of a needle hydrophone on the measured field was studied using simulation by Huttunen et al. [2003], who concluded that a standing wave could be set up between the source and the hydrophone if the hydrophone diameter was greater than half a wavelength. Although the diameter of the hydrophone used in the present work was \( \frac{2}{3} \lambda \), the presence of standing waves was neglected for the following reasons:

1. The amplitude of a standing wave decreases as the separation between the source and the hydrophone is increased. From the results reported by Huttunen et al. [2003], the impact of any standing waves produced by the 1 mm diameter hydrophone used within this project should be negligibly small for hydrophone to source separations greater than about 10 mm.

2. For a standing wave to exist, the face of the hydrophone must very close to parallel to the plane of the ultrasonic source. For example, geometric analysis shows that for a 1 mm diameter hydrophone positioned 15 mm away from an ultrasound source no standing waves will exist if the angle between the plane of the hydrophone surface and the source is greater than 1°, since the reflected beam will lie outside the capture range of the hydrophone surface. The hy-
drophone in our experimental work was aligned with its face approximately parallel to the transducer under test in order to maximise the hydrophone response, since the response is greatest when the face of the hydrophone is perpendicular to the direction of propagation of the ultrasonic wave. However, since the hydrophone was not highly directional it is unlikely that the alignment was within the accuracy required for the existence of standing waves.

3. In the present work, a number of hydrophone readings were averaged to provide a measure of the pressure at each position in the field, and this process should reduce the impact of a standing wave on any individual measurement.

Digital oscilloscope

The measurement system consisted of a digital oscilloscope (Velleman Components, Gavere, Belgium) which was controlled by the master computer via the parallel port. The oscilloscope had 8-bit resolution and a maximum sampling frequency of 32 MHz. The size of the oscilloscope buffer was 4 kb, which enabled 4096 samples to be collected for each measurement. Each oscilloscope measurement therefore enabled data for 128 cycles of a 1 MHz wave to be captured.

C++ code was written allowing Matlab to interface with the oscilloscope and control the oscilloscope settings, the capture of data and the transfer of data to Matlab. When a series of consecutive commands were sent to the oscilloscope, a delay of approximately 170 milliseconds was required between each command to prevent any from being wrongly detected/interpreted by the device. This could otherwise lead to data being recorded at incorrect oscilloscope settings or faulty data transfer between the oscilloscope and the computer.

5.3 Alignment of transducer and hydrophone

For all experimental measurements, the axes were defined relative to the transducer as illustrated in figure 5.6. It was necessary to align the transducer and hydrophone before taking any field profiles so that this co-ordinate system was the same as the
$x$ and $z$ directions defined by the belt-drive slides in figure 5.1.

The transducer under test was held in the tank by a clamp attached to a metal support bar (visible as the white bar at the right hand side of the tank in figure 5.1). The metal support bar rested on the top of the tank, and incorporated several adjustment screws which allowed fine control for positioning the bar. This in turn allowed adjustment of the positioning of the transducer.

Before measuring ultrasonic field profiles for the fifteen element array in the acoustic tank, the transducer was aligned relative to the hydrophone using the iterative procedure described below.

1. The hydrophone was positioned manually at the approximate geometric centre of the fifteen element array, close to the array surface.

2. The array was focussed to the upper limit of its range (to a depth of 100 mm), and a scan of the field was taken in the $x$, $z$ plane. The hydrophone was then positioned at the focus, and the adjustment screws controlling the rotation of the array about the $x$ and $y$ axes were adjusted to ensure the focal zone lay on the $z$-axis in the $x$, $z$ plane.

3. Another scan was taken with the array focussed to the lower limit of its range (to a depth of 60 mm). The hydrophone was then positioned at the focus, and the $y$-axis position of the hydrophone was adjusted to ensure the focal zone lay on the $z$-axis in the plane of measurement.

4. Scans were repeated at the upper and lower depths with further adjustments made at each, until the focus lay in the same plane at both depths.

5. Finally, the array was focussed at a medium depth and steered about the $y$-axis (in this case, to $x=0$ mm, $y=0$ mm, $z=80$ mm), and the adjustment screw controlling the rotation of the array about the $z$-axis was adjusted to position the focal zone on the $x$, $z$ plane.

Using this procedure, alignment of the hydrophone and array was relatively straightforward, with the result that the face of the array was perpendicular to the
z-axis. By keeping the array fixed at this orientation and adjusting the $y$-axis setting manually, the hydrophone could also be positioned in front of each element of the array individually for measurement of the field profile of that element.

Alignment of the hydrophone and transducer was more problematic when testing single element transducers that were not part of an array. This was especially true for small diameter elements, such as the 4 mm diameter elements which made up the fifteen element array, since the measured profile of such an element was entirely in the far-field and contained no last axial maximum to use for alignment. However, by maintaining the same settings of the adjustment screws on the support bar as were used for the fifteen element array, the face of a single element could be positioned approximately perpendicular to the $z$-axis.

5.4 Automated data acquisition

A program was written using Matlab to integrate the interfaces to the array drive electronics, the hydrophone positioning system and the data acquisition equipment, enabling automated measurement of field profiles. The Matlab script written to collect the data from a 2-D profile followed the procedure illustrated in the flow diagrams in figures 5.7 and 5.8.

In step 1, the minimum and maximum $x$ and $z$ co-ordinates which defined
1. Within Matlab, define the coordinates of the plane to be profiled, and the number of measurement repetitions required.

2. Begin a new plane of measurements.

3. Move the hydrophone into position for the next measurement by defining voltages between 0-5V on the two analogue output channels of the DAC, which determine the position of the carriages on the belt-drive slides.

   Measurement of the hydrophone output.

   See steps 4 - 10 in figure xx.

   Yes

11. Are there further measurement positions in the plane?

   Yes

12. Are further measurement repetitions required?

   No

   13. Stop collecting data. Calculate the median and standard deviation of the measurements at each x,y position in the plane, and convert the results from voltage to pressure using the hydrophone sensitivity calibration factor.

   No

---

Figure 5.7: A flow chart illustrating the data acquisition procedure for a planar profile.
Figure 5.8: A flow chart illustrating the data acquisition procedure for a single location within a plane.
the measurement plane were defined by the user, along with the step size between measurements. The step sizes in the $x$ and $z$ directions were not necessarily the same, but were both multiples of the minimum step size of 0.49 mm. Increasing the step size resulted in fewer measurement points within the plane and reduced the time required to measure the profile.

Each time the hydrophone was moved to a new position in the plane (in step 3), the Matlab script ensured that it approached from the same direction so that the effect of any backlash in the belt-drive slides was constant. A delay were required after each instruction to move the hydrophone to allow time for the hydrophone to be moved and for the water to settle. The length of time required depended on the distance moved, but was typically around 7 seconds for a step between adjacent locations in a plane.

In steps 5 and 7 respectively, signals are sent via one of the digital outputs on the PMD-1208LS to tell the array drive electronics to start and stop sending pulses to the transducer array. This was done to prevent overheating of the drive electronics that would occur if run in continuous wave (CW) mode, since it was only necessary to drive the array during times when the hydrophone was to take a measurement. The mean pulse on-time at each location of a profile was 0.5 seconds. In combination with the delays required for the movement of the hydrophone and for communication with the oscilloscope, the total time required to take a measurement at each location was typically about 8 seconds, with the result that the duty cycle of the array drive electronics was approximately 6%.

In step 6, a short delay was required after applying the pulses to the array before capturing the output of the hydrophone by the oscilloscope so that the detected signal was stable and not part of a start-up transient. However, since two commands were required for the oscilloscope to make the measurement (the first command being to read the signal, and the second to capture it) and a delay of approximately 170 milliseconds was required between each command (as discussed in section 5.2), no additional delay was necessary: the delay inherent in the oscilloscope interface fulfilled the requirement.
In step 12, after all the measurements in the plane had been completed the process was repeated several times allowing the median and the standard deviation of the pressure to be calculated for each position. Measurements were repeated by re-scanning the entire plane (rather than by taking multiple hydrophone readings at each position during the initial scan) to obtain a reliable estimate which may otherwise have been affected by two factors: errors in the hydrophone positioning; and changing environmental conditions, since measurement of a single plane could take up to 14 hours. Scanning of the entire plane was typically repeated at least 5 times.

As can be seen from figure 5.9 the hydrophone output followed a normal distribution, with the result that the median and mean were approximately equivalent. However, extreme values occasionally appeared in the dataset, occurring if the communication interface to the oscilloscope failed, with the resulting reading depending upon which command to the oscilloscope had been mis-interpreted. Although this happened rarely (typically < 0.1% of the time), the large number of readings per 2-D profile meant that a few spurious results tended to be present in any profile. Since the median was much less sensitive to these extreme values than the mean, the median was used to obtain the average of the multiple readings taken at each position within a profile. The standard deviation was taken for a measure of the uncertainty in the measured pressure at each position.

5.5 Data analysis techniques

Appropriate techniques were required to analyse the data provided by the simulation and experimental measurements, to allow the characteristics of the field to be quantified and comparisons to be made between the data sets. Two particular analysis techniques were used throughout the present work, and these are described in the following sections (5.5.1 and 5.5.2).

The first technique allowed direct comparison to be made between a pair of 2-D fields (one simulated and one measured) by fitting a defined region of the
Figure 5.9: (a) Hydrophone output (RMS voltage) against time, showing 13000 measurements taken at a constant position in the far-field of a 10 mm diameter single element PZT transducer. (b) A histogram of the same hydrophone output data. A best fit normal distribution (mean = 57.8 mV, standard deviation = 2.4 mV) obtained by least-squares regression analysis is also plotted for comparison. For the fit, the coefficient of determination $R^2 > 0.99$.

The focussed fields produced by the fifteen element array contained many localised high intensity maxima between the surface of the array and the focal region. Examples of this will be shown in section 6.4.1 and discussed in detail in section 6.6. The positions and intensities of these maxima were likely to be sensitive to the exact choice of plane through which the field was measured, as well as to variation in the physical and material factors which affect the behaviour of each element in the array. As a result it was impossible for the simulations to reproduce the positions and intensities of these maxima, and the 2-D fitting algorithm was therefore inappropriate for comparison of these regions of the field in the simulated and experimentally measured profiles. A more appropriate method was to analyse the distribution of pressures within the region of interest, and this technique will be described in section 5.5.2.
5.5.1 Field profile fitting algorithm

The experimental measurements from the acoustic tank provided 2-D field profiles of the RMS pressure in the $x, z$ plane from a transducer under test. The simulation software also provided 2-D field profiles of the pressure, computed using the method outlined in section 3.2. However, while the experimental data was in physical units (Pascals), the simulation data was not. Because of this, while making direct comparison between two experimentally measured fields or between two simulated fields was straightforward, comparing an experimental field against a simulated field was not. Using the technique outlined in this section, a scale factor which related the simulated pressures to physical pressures could be found by fitting the simulated field to the experimental field, allowing comparisons to be made between the two.

The algorithm worked by fitting a region of the simulated field against the experimental field using a weighted least squares (WLS) technique as described by Ryan [1997]. This provided a scale factor that allowed the simulation data to be scaled to fit the experimental data, and provided a measure of the goodness of fit in terms of the reduced $\chi^2$ (i.e. $\chi^2$ normalised by the number of points included in the fit).

It was found that fitting the entire simulated field against an experimental field led to a poor correlation for the features of interest (such as the focal zone) since the large background area of the field dominated the fit. Because of this, only a limited window of the simulated field was fitted against the experimental field. For focussed fields, this window was generally limited to a region a few millimetres larger than the -3 dB focal zone.

As noted in section 5.4, extreme values occasionally appeared in the experimental measurements caused by a failure of the communication interface between the master computer and the digital oscilloscope. Although this happened rarely (typically $< 0.1\%$ of the time), the large number of readings per 2-D profile meant that a few spurious results tended to be present in any profile. To prevent this impacting on the fit, the median of the experimental measurements was used rather than the mean, since the median is affected less by any extreme values. While the
presence of an extreme value also increases the standard deviation of a particular experimental value, the impact of this on the fit is small. It results in less weight being placed on that particular point, such that that point has little impact on the overall fit.

The algorithm described here also made it possible to make comparisons between simulated and experimentally measured focussed fields in terms of the spatial position of the focus. This was necessary since, as will be discussed in chapter 6, the position of the focus differed in the measured and simulated fields for the fifteen element array. This analysis was incorporated into the algorithm by performing repeated fits between the experimental and simulation data, with the window of the experimental data being stepped in the \( x \) and/or \( z \) direction for each fit, and the resulting scale factor and \( \chi^2 \) value being recorded. The difference in the simulated and measured focal position could then be analysed by finding the position shift required to provide the best fit (minimum \( \chi^2 \) value) between the simulation and experimental windows.

### 5.5.2 Rayleigh distribution fitting algorithm

While the field profile fitting algorithm (section 5.5.1) was useful for making comparisons between two 2-D field profiles, there were regions of the field for which this technique is inappropriate. For a phased array transducer, in the region of the field between the array surface and the focal region (which we shall call the near-field of the array) the geometry of the field is complex, with many localised intensity maxima and minima. Modelling these maxima and minima by simulation is extremely difficult since their positions and intensities are sensitive to many factors (including variation in the characteristics of the PZT from which the elements in the array are composed, mounting and matching layer differences, and drive conditions). In addition, in an experimentally measured field the positions and intensities of the localised maxima and minima will be sensitive to the choice of measurement plane. For comparison against a simulated field, the spatial position of the hydrophone for each experimental measurement would have to be known with a precision greater
than that possible with the experimental apparatus used in the present work.

For these reasons, another analysis technique had to be developed for the analysis of this region of the field. By constructing the distribution of the RMS pressures within the near-field of a phased-array, the field could be characterised in a way that did not take the positions and intensities of each of the maxima and minima into account. Fitting of a function to this distribution of pressures then provided a means for quantitative comparison between fields.

The distribution of pressures was considered within this analysis rather than the distribution of intensities. This has no impact on the results since the RMS pressure and the intensity are related by equation 2.15, but it facilitates the analysis since, as will be shown, a simple function exists which can readily be fitted to the pressure distribution.

To obtain the pressure distributions, the region of interest within the field first had to be defined. For the analysis of the fields produced by the fifteen element array (in chapters 6 and 7) this region was defined as the area bounded by the outermost edges of the array, and between the surface of the array and a depth of half the focal distance. The maximum depth was taken as half the focal distance in order to include as much of the near-field as possible while ensuring that the focal region was excluded from the region of interest.

Within this region of interest the pressures were normalised relative to the peak focal pressure, so as to allow straightforward comparison between experimental and simulated field profiles. Following this, the probability density distribution of pressures with the region was constructed, and a function was fitted to it in order that the parameters defining the function could be used as a quantification measure for comparison between multiple distributions. The requirements for this function were that it should meet the following conditions:

1. It should be continuous.

2. It should give good agreement with the pressure distributions obtained from experimental and simulation results.
3. It should be characterised by a small number of parameters (ideally by a single parameter) to allow straightforward comparison between pressure distributions.

Strutt [1880, 1894] showed that a Rayleigh distribution is the proper choice of function to describe the pressure field produced by a large number of vibrations of the same pitch (i.e. frequency) and of arbitrary phase. This function is therefore appropriate to describe the pressure distribution in the near-field of a sparse phased array, since the field is the resultant of a number of incoherent vibrations coming from multiple sources (which are the elements in the array). In addition, this function meets the three requirements listed above.

It should be noted that while it is appropriate to use the Rayleigh distribution to describe the pressure field produced by a large number of vibrations of the same frequency, the experimental array was actually driven with a square-wave drive signal. The Fourier series for a square-wave is composed of a series of harmonic frequencies, and it is therefore possible that the ultrasound field may also contain a range of frequencies. Simulations investigating the potential impact of this are discussed in section 7.2, demonstrating that the impact of square-wave harmonics on the distribution of pressures in the near-field is negligible, and that a Rayleigh distribution remains an appropriate function to model the pressure field.

The probability density function of a Rayleigh distribution is defined by equation 5.1, where $f(r)$ is the probability density of the variable $r$. The distribution is characterised by a single variable, $\sigma$, which corresponds to the mode (i.e. the peak of the function occurs at $r = \sigma$). The Rayleigh distribution is illustrated in figure 5.10 for several values of $\sigma$. It can be observed from the figure that increasing $\sigma$ increases the width of the Rayleigh probability density function. The integral of the Rayleigh distribution (and of any probability distribution) is equal to 1, allowing straightforward comparison to the probability density distribution of the pressures within the near-field region of a phased array since the integral of these was also equal to 1.
Figure 5.10: The Rayleigh probability density function (equation 5.1) for $\sigma = 0.5, 1.0, 1.5, 2.0$.

$$f(r) = \frac{r}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}}$$ (5.1)

Finding an appropriate value for a single parameter, $\sigma$, was therefore required to find the best fit between the Rayleigh function and the distribution of pressures in the region of interest. A least squares method was used to do this, and comparison of the obtained values of $\sigma$ provided a method for quantitative analysis of the near-field region of a phased array.

Discussion of the use of this analysis technique and the results obtained can be found in section 6.6, which describes the results from the fifteen element array, and in chapter 7, which discusses the sensitivity analysis simulations of the fifteen element array.
Chapter 6

Experimental results from the array

6.1 Introduction

In this chapter the experimental results from the fifteen element array are considered. Measurements of the ultrasonic field produced by the individual elements within the array are discussed first, followed by a consideration of inter-element crosstalk measurements, before the measurements of focussed fields are discussed. Throughout the chapter, each experimental profile is compared against simulation, in order to demonstrate the validity of the simulation results and also to identify any areas where the experimental and simulation results differ.

6.2 Characterisation of individual elements

6.2.1 Single element field profiles for a 40 V drive signal

2-D field profiles at the level of the centre of each element in the array were measured to confirm that each element in the array was functional and to allow comparison to the simulation result for a single element. Each profile was measured in the acoustic tank after the array was aligned (following the procedure outlined in section 5.3) such that the profiles included the central axis of each element under test. The elements were driven by a 40 V peak-to-peak square wave using the multi-channel drive electronics (described in section 5.2) in order to replicate the drive conditions.
that would be used when operating all fifteen elements as a phased array. When measuring the field from an individual element, that element was driven alone, with all other elements in the array left inactive.

Figure 6.1a illustrates the simulated 2-D intensity profile for an idealised single element of radius 2 mm, where the element is vibrating as an ideal piston at 1 MHz. The theoretical position of the last axial maximum is at \( a_{el}^2/\lambda = 2.7 \) mm, where \( a_{el} \) is the element radius. The near-field region of each element is therefore small relative to the intended focal depth of the array. Since a minimum separation of 8 mm between the hydrophone and transducer was required to prevent damage to the hydrophone, all the experimental measurements were made in the far-field region of an individual element’s ultrasonic field.

The experimental measurements showed that nine of the fifteen elements in the array matched the simulation profile reasonably well, while the other elements showed poor agreement. Figure 6.1a shows the simulated intensity profile from a single element, while figure 6.1b shows a typical experimental profile of an element having good agreement with the simulated profile. Figure 6.1c shows an example profile of an element having poor agreement with the simulated profile, where the intensity was skewed to the side. Each of the six elements with poor agreement to the simulated profile showed similar asymmetric intensity profiles to that seen in figure 6.1c.

Despite the variation seen in the shape of the experimental 2-D intensity profiles, the 1-D profiles along the central axis of each element all had a similar shape, although the intensities varied by up to a factor of 4 at the intended focal depth of 60 to 100 mm. Figure 6.1d compares the experimental 1-D profiles along the central axis of each of the fifteen elements to the simulated profile, showing the difference in the intensities produced by the fifteen elements. This variation was still seen when the elements showing poor agreement with the 2-D simulated profiles were excluded.

The skewed intensity profiles observed in figure 6.1b,c may be a result of the array’s construction process. The epoxy used for the matching layer was of very
Figure 6.1: (a) Simulated 2-D intensity profiles of a 2 mm radius single element. (b) Experimental 2-D intensity profile of a typical element showing good agreement with simulation. (c) Experimental 2-D intensity profile of a typical element showing poor agreement with simulation. (d) 1-D simulation and experimental intensity profiles along the z axis of each of the 15 elements in the array. The absence of experimental data close to the array surface is due to the minimum separation of 8 mm maintained between the hydrophone and transducer. The colours in plots a,b,c indicate the intensity in mWcm$^{-2}$. 
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low viscosity, such that it seeped between the sides of the PZT and the perspex frame. However, air bubbles were occasionally trapped between the PZT and the frame, with the result that certain elements were not bound symmetrically to the frame, potentially causing the asymmetric field profiles that were observed for certain elements in the array. Further construction trials were carried out on single element transducers and it was found that skewed profiles were absent in transducers where the diameter of the hole in the perspex frame was increased slightly (by approximately 1 mm), thereby eliminating the formation of air bubbles between the PZT and the frame, and ensuring symmetrical bonding of each element. However, clamping of the PZT edge by the epoxy bonding is likely to restrict movement at the edge and promote non piston-like vibrational modes, thereby affecting the geometry of the field [Dekker et al., 1974]. It was not possible to verify this in the acoustic tank, since the entire near-field region for a single element lay within the region that was too close to the transducer surface to be measured without risking damage to the hydrophone by knocking it against the transducer surface.

A number of factors could be contributing to produce the large variation in the outputs of the individual elements in the array seen in figure 6.1d. According to the specifications for the grade of PZT used in the array (listed in table 4.1) the PZT parameters may vary quite considerably between elements in the array. The specifications for Navy type III PZT allow the piezoelectric coefficient $d_{33}$ to vary by ± 15%, which will impact on the amplitude of the pressure wave produced by each element. Since intensity is proportional to the square of the pressure amplitude, the intensity output by an element could therefore vary by ± 32% due to this parameter alone. In addition, the elements in the array were driven at 1 MHz, a frequency close to their specified resonant frequency. According to the PZT specifications in table 4.1, the frequency constant (and hence the resonant frequency) may vary by ± 8% between each of the elements in the array, and this could potentially have a large impact on the output of each element. In addition to this inherent variation in the PZT parameters, differences in the mounting of each element within the array and variation in the performance of each output channel from the drive electronics
will affect the ultrasonic output of each element.

The existence of this large range in the output of each element is therefore reasonable given the large number of contributory factors. To minimise the variation in output between elements would require drive electronics with a programmable drive voltage amplitude for each channel, which was outwith the scope of the present work.

### 6.2.2 Single element far-field intensity as a function of drive voltage

It is important to understand the impact of the drive conditions upon the field produced by a single element, as this will shed light on the impact of the drive conditions on an array of elements. Measurements were therefore made of the field produced by an individual element to look at the relationship between the output of an element (in particular, the intensity at a point in the far field) and the drive voltage. One of the elements that showed good agreement with the simulated profile was selected for these measurements. The single-channel drive electronics (discussed in section 5.2) was used to provide the drive signal to the element, thus allowing a square wave of up to 280 V peak-to-peak to be applied.

Figure 6.2 illustrates the results, showing that the intensity measured at a point in the far-field increased with the square of the drive voltage. It can be noted from the figure that there are two slight discontinuities in the measured data (labelled A and B in the figure), such that three measurements (at 180, 200 and 220 V) lie below the best fit line. At A and B the voltage supply to the drive electronics was switched between low, medium and high voltage equipment, and these changes were the source of the discontinuities.

Measurements of the 2-D field produced by a single element were also made for drive voltages of greater than 40 V peak-to-peak, to look at whether increasing the drive voltage had any impact on the field geometry. The maximum applied drive voltage for these measurements was 70 V peak-to-peak, since that was the maximum that could be supplied by the single-channel drive electronics under continuous operation. Results showed that the geometry of the field remained unchanged for
Figure 6.2: Mean and standard deviation of the intensity at a point in the far field of a single element of radius 2 mm over different drive voltages. The measurements were taken at a depth of 40 mm from the element surface. The drive voltages here represent the peak to peak voltage of the square wave drive signal. The fit shows that the intensity increases with the square of the drive voltage. The labels A and B denote the voltages at which the voltage supply to the drive electronics was switched between low, medium and high voltage equipment.

the higher drive voltages, and that only the intensities in the field were increased.

These results are consistent with what would be expected given the characteristics of PZT and the structure of the field from a circular piston source. Application of an electric field across a PZT element produces a strain which is proportional to the electric field strength, as characterised by the parameter $d_{33}$ (section 2.1). As a result, both the amplitude of vibration and the pressure amplitude at the surface of the PZT element also increase linearly with the strength of the applied electric field. According to equation 2.6 the pressure amplitude at any position in the field is proportional to the pressure amplitude at the surface of the vibrating source, and therefore the intensity at all points in the field increases with the square of the applied electric field strength (equation 2.15).

6.3 Inter-element cross-coupling

In any ultrasound array the behaviour of one element can affect the other elements in the array via inter-element cross-coupling, which can arise due to either acoustic
or electric crosstalk [Mo et al., 1992]. Cross-coupling is particularly important for arrays intended for medical imaging and non-destructive testing purposes where the sensitivity of the individual elements is important to allow small signals to be resolved adequately, and it is in these areas that much of the work of others has been focussed. However, inter-element cross-coupling also affects the function of a therapeutic array, since the geometry of the field depends upon the behaviour of the elements in the array. For example, Dias [1982] and Assaad and Bruneel [1997] reported that crosstalk affects the directivity pattern of individual elements (which was defined by equation 2.14 in section 2.3), and this will affect the geometry of the field produced by an array of sources.

Various methods for minimising the crosstalk in phased arrays have been proposed, including designing the electrical interconnections in such a way as to minimise electrical crosstalk [Sokka and Hynynen, 2000], incorporating some form of physical separation between elements to minimise acoustic crosstalk [Ritter et al., 2002] and modifying the drive signal to each element to actively cancel the effects of crosstalk [Zhou et al., 2003]. The design of the fifteen element array used in the present work (section 4) included separate matching layers for each element and electrical shielding of the signal lines to minimise crosstalk in the array. Within this section experimental measurement of the crosstalk within the array is described.

### 6.3.1 Crosstalk measurements for a 40V drive signal

Crosstalk measurements were made on the fifteen element array by driving a single element in continuous-wave mode using the multi-channel drive electronics (i.e. a 40 V peak-to-peak square waveform) and measuring the resulting electrical signal on each of the undriven elements using the digital oscilloscope. The measurements were made with the array firing into a water medium. Measurements of the crosstalk between element pairs were made for a subset of 98 of the 210 (15 \times 14) possible combinations of drive/receive element pairs, and the results were analysed to investigate whether there was a relationship between the magnitude of the cross-coupling and the separation between elements. The inter-element pitch, defined as the dis-
tance between the centres of the drive and receive elements, was used as a measure of the element separation. For the fifteen element array the inter-element pitch ranged between 9 and 39 mm, depending on the particular pair of elements selected.

Figure 6.3a shows the square-wave drive signal (line $i$) and the waveforms for crosstalk signals measured on three different element pairs in the fifteen element array (lines $ii$, $iii$ and $iv$), with their phases shown relative to the square-wave drive signal. A number of observations can be made from this figure:

- The measured crosstalk signals are not sinusoidal. Instead, they consist of high frequency bursts, with the start of each burst occurring at the same time as each rise and fall of the square-wave drive signal. The shape of the crosstalk waveforms looks like that of a high frequency, high-Q resonant system which is caused to ring in time with the sharp rise and fall of the square-wave drive signal.

- The phase of the measured crosstalk signals is the same for each choice of element pairs, indicating that the phase of the waveform is independent of the element separation. This strongly suggests that the measured crosstalk signals are not a result of acoustic coupling, since the time required for an acoustic wave to travel between elements would depend on the element separation and would therefore result in different delay times for each element pair.

Figure 6.3b plots the RMS of the measured crosstalk signal against the inter-element pitch for each pair of elements measured. It can be seen from the figure that there is only a small change in the magnitude of the cross-coupling over the full range of inter-element pitches. The solid line represents the least squares linear fit through the data, and indicates that the cross-coupling is slightly stronger for closely spaced elements than for widely spaced elements. The 95% confidence band for the fit (calculated using the method described by Lohninger [1999]) is indicated by the dashed lines. The confidence band confirms that the change in the magnitude of the cross-coupling with inter-element pitch, although small, is statistically significant since a horizontal best-fit line, indicating no relationship between crosstalk and
inter-element pitch, cannot be contained within the band. While this confidence band relates to the mean predicted crosstalk, the dotted lines represent the 95% confidence band for the individual data. This confidence band demonstrates how weak the relationship between cross-coupling and inter-element pitch is, since the variation in the individual data is much greater than the change in the mean with element separation.

Measurements by Smith et al. [1991] of the acoustic crosstalk in a 2-D array for medical imaging indicated that acoustic crosstalk is strongly dependent on element separation. The fact that the magnitude of the measured crosstalk in the present work was almost independent of inter-element pitch provides further evidence that the cross-coupling in the fifteen element array was primarily due to electrical coupling between drive lines rather than acoustic coupling between PZT elements.

From figure 6.3a, it can be observed that the maximum RMS crosstalk signal measured on the 15 element array was approximately 62 mV, which is slightly less than 0.5% of the 40 V peak-to-peak drive signal. As such, the impact of cross-
coupling on the function of the array would be expected to be small.

6.3.2 Crosstalk measurements for closely spaced elements and high drive voltages

While the results indicated that cross-coupling is weak within the fifteen element array when driven by a 40 V waveform, questions remained as to whether the cross-coupling would be significantly worse for more closely spaced elements and for higher drive voltages. This is important since (as will be discussed in section 8) both a larger number of elements (and therefore closer element spacings) and higher drive voltages would be necessary to create a focal region of sufficient intensity to produce mild hyperthermia in tissue. To allow the crosstalk between more closely spaced elements to be measured, a new transducer array was constructed which was composed of four closely spaced 4 mm diameter elements with a minimum inter-element pitch of 4.4 mm (figure 6.4).

Measurements of the crosstalk in the four element array were made using the same procedure as was used with the fifteen element array. Figure 6.5a shows the 40 V peak-to-peak square-wave drive signal (line $i$) and the waveforms for crosstalk
signals measured on three different element pairs in the four element array (lines ii, iii and iv), with their phases shown relative to the square-wave drive signal. A number of observations can be made from these two plots:

- As with the fifteen element array (figure 6.3a), short, high frequency bursts are present, occurring at the rise and fall of the square-wave drive signal. For each choice of element pairs, these bursts always occur at the same time relative to the drive signal, and it is therefore likely that these are due to electrical cross-coupling, as described in section 6.3.1.

- The measured crosstalk signals also contain a 1 MHz sinusoidal component. The phase of this sinusoidal component is different for each each combination of element pairs, strongly suggesting that it is a result of acoustic coupling between elements, since the time required for the acoustic wave to propagate between elements will depend on the element separation and will therefore be different for each choice of element pair.

Since the crosstalk measurements only required a single active drive channel, measurements were also made while using the higher voltage single-channel...
drive electronics (described in section 5.2) to provide the drive signal, enabling the crosstalk to be measured for drive signals up to 280 V peak-to-peak. Figure 6.6a illustrates the combined results for the fifteen element and four element arrays using drive voltages of 40 V and 280 V (peak-to-peak square waveforms). The graph shows that for the fifteen element array and drive voltages of 280 V peak-to-peak, the relationship between the magnitude of the crosstalk and the inter-element pitch is similar to the trend that was seen for a 40 V drive waveform: the crosstalk decreases very weakly with increasing inter-element pitch. However, for element pairs in the four element array (where the inter-element pitch is smaller) the magnitude of the cross-coupling is strongly dependent on pitch, indicating that acoustic crosstalk dominates at these smaller element spacings (i.e. for element pairs with an inter-element pitch of less than approximately 8 mm). This was true both for drive voltages of 40 V and of 280 V.

Further measurements of the crosstalk were made at intermediate voltages between 40 V and 280 V, and in figure 6.6b the magnitude of the crosstalk is plotted as a function of the drive voltage. For large inter-element pitches (15-30 mm), the crosstalk rose approximately linearly with voltage beyond a drive voltage of 80 V. For small inter-element pitches (4-5 mm) a similar linear increase in the crosstalk with the drive voltage is seen, but the variability of the measured crosstalk is much greater. This large variation suggests that mounting differences between elements are significant in determining the acoustic crosstalk between element pairs.

Although figure 6.6 shows that the measured crosstalk signals were much stronger for closely spaced elements and high drive voltages, the magnitude of the cross-coupling was still relatively weak in comparison to the drive signal. At the minimum inter-element pitch of 4.5 mm and the maximum drive voltage of 280 V the maximum measured RMS crosstalk signal was approximately 1.2 V, which was less than 1.5% of the 280V peak-to-peak drive signal.

In summary, the results indicate that the crosstalk within an array of this type is weak. Cross-coupling between widely spaced elements (where the pitch is greater than about 8 mm) is primarily due to electrical coupling and takes the form
of short, high frequency bursts initiated by the sharp rise and fall of the square-wave drive signal. The strength of this crosstalk is typically less than 0.5% of the drive signal. It will therefore have little influence on the phase of the drive signal at the receiving element. Cross-coupling between closely spaced elements (where the pitch is less than about 8 mm) is more significant and is primarily due to acoustic coupling. The measured waveform for this acoustic crosstalk was sinusoidal.

Acoustic coupling between elements could arise from one of two mechanisms: via transmission of a pressure wave propagating through the Perspex frame, or via a Lamb wave travelling on the surface of the Perspex. The actual mechanism by which acoustic coupling occurred in the four element array has not been identified within the present work. Since the level of the acoustic crosstalk was at most approximately 1.5% of the drive signal, its impact is likely to be small and therefore further investigation of the crosstalk mechanism was not required. However, in arrays composed of a large number of elements it is possible that a small level of crosstalk could impact on the performance of the array, and so simulations investigating this are considered in chapter 7.
6.4 Field profiles of the array focussed on-axis

6.4.1 Focussed field profiles with all 15 elements activated

2-D profiles of the ultrasonic field produced by the fifteen element array were measured in the acoustic tank with the array focussed to a number of different focal depths. The multi-channel drive electronics were used to drive the array for these measurements, driving each element with a 40 V peak-to-peak 1 MHz square wave. Simulations were performed with the same setup as used for the experimental measurements (i.e. with the array focussed to the same focal depth and the pressure field being computed in the same plane as in the experimental measurements) to provide simulated results against which the experimental data could be compared.

The phase differences required to focus the array were calculated using the geometrical method outlined in section 3.2.1 for both the simulation and experimental fields.

Before comparisons could be made between the experimental and simulation results, the simulation data had to be fitted against the experimental data using the field profile fitting algorithm (section 5.5.1) to obtain the scale factor required to convert the simulated pressures into physically meaningful units (Pa). Once scaled, it was then possible to compare the simulations against the experimental data.

2-D plots of both the simulated and measured data are shown in figure 6.7 for phase-defined focal depths of 60, 80, and 100 mm. From these 2-D profiles, the intensities along a line can be plotted to produce 1-D intensity profiles. For the case where the array was focussed to a depth of 80 mm, figure 6.8 shows the simulated and measured 1-D intensity profiles along the central axis of the array (a,c,e), and through the focal region perpendicular to the central axis of the array (b,d,f). In the experimental profiles (both 2-D and 1-D) the absence of data close to the array surface is due to the minimum separation of 8 mm maintained between the hydrophone and transducer to prevent damage to the hydrophone (section 5.2).

The measured profiles demonstrate that the array was capable of producing focussed ultrasound fields, and is tolerant of the variation between individual ele-
Figure 6.7: Intensity profiles with the array focussed at depths of (a,b) 60 mm, (c,d) 80 mm and (e,f) 100 mm. The left-hand plots (a,c,e) show the 2-D simulation results and the right-hand plots (b,d,f) show the 2-D experimental measurements. The array is positioned at the left hand side with the ultrasound propagating left to right. The colours indicate the intensity in mWcm$^{-2}$. 
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Figure 6.8: Intensity profiles with the array focussed at depths of (a,b) 60 mm, (c,d) 80 mm and (e,f) 100 mm. The left-hand plots (a,c,e) show the simulated and measured intensities along the central axis of the array and the right-hand plots (b,d,f) show the simulated and measured intensities in the $x$ direction through the focus.
ments discussed in section 6.2. The 1-D profiles (figure 6.8) show that there was good agreement between the shape of the simulated and measured profiles at the focus, although the position of the focus in the experimental profiles was about 7 mm nearer the transducer than in the simulated profiles.

The asymmetric fields produced by several of the individual elements (such as that shown in figure 6.1c where the profile is skewed to one side) are limited to depths of less than about 20 mm. Beyond this depth the field from each individual element is approximately symmetric. These skewed profiles therefore do not affect the field at the focal regions of the array since they were located at depths of 60 to 100 mm.

In figure 6.7a,c,e two high intensity regions are visible near the surface of the array in the simulated fields. In the 2-D experimental profiles high intensity regions are found at these two locations, with the region at $x = 15$ mm much more prominent than that at $x = -5$ mm. These regions are located directly in front of two elements which are in the same plane as the field profile. In an attenuating medium, these high intensity regions will produce heating directly in front of each element. As a consequence of the relatively small number of elements, the intensity of these regions for the fifteen element array is greater than the intensity of the focal region. In fact, it is likely that the maximum intensity in front of each element actually lies within the 8 mm region at the surface of the transducer, and is somewhat greater than the values obtained at the minimum depth of 8 mm. These high intensity regions directly in front of each element could potentially impose a serious limitation on the clinical use of the array because of the heating that would be produced at the surface of the tissue. This is particularly important since the use of an array is likely to involve scanning of the focus around the tumour volume (section 1.3). As a result, over the course of treatment the average intensity received at the tumour will be somewhat less than the actual focal intensity. In contrast, the high intensity regions at the surface and directly in front of each element will remain in a fixed position throughout the treatment.

There are a number of ways in which the impact of these high intensity
Table 6.1: Comparison of the peak focal intensities obtained from experimental measurement and simulation for the fifteen element array at focal depths of 60, 80 and 100 mm. The scaling of the simulation data has been based on the fit to the experimental data at a focal depth of 60 mm.

<table>
<thead>
<tr>
<th>Focal distance (mm)</th>
<th>Peak focal intensity (mWcm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
</tr>
<tr>
<td>60</td>
<td>23.1 ± 3.0</td>
</tr>
<tr>
<td>80</td>
<td>19.7 ± 2.1</td>
</tr>
<tr>
<td>100</td>
<td>15.9 ± 1.3</td>
</tr>
</tbody>
</table>

regions directly in front of each element could be minimised. Reducing their intensity relative to the focal intensity could be accomplished by increasing the number of active elements in the array. However, heating in the region of the medium in contact with the array is also caused by heat conduction from the PZT elements, since the temperature of these increases when the elements are driven. To overcome this issue, several workers have produced arrays which incorporate a laminar flow layer at the front surface of the transducer [Diederich and Hynynen, 1999; Nau et al., 2000], providing cooling of both the array and the tissue surface. Lin et al. [1999] have indicated that surface cooling of the tissue may help in reducing heating at depths of up to approximately 20 mm. An advantage of applying a laminar flow layer to the array considered in the present work would be that the high intensity regions in front of each PZT element would lie almost entirely within the flow layer.

The peak focal intensities and the -3 dB lengths and widths of the focal region are summarised in tables 6.1, 6.2 and 6.3 respectively, demonstrating the good agreement that was seen between the experimental measurements and the simulated fields for these parameters.
Table 6.2: Comparison of the -3 dB focal lengths obtained from experiment and simulation for the fifteen element array at focal depths of 60, 80 and 100 mm.

<table>
<thead>
<tr>
<th>Focal distance (mm)</th>
<th>-3 dB focal length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
</tr>
<tr>
<td>60</td>
<td>26.5 ± 0.7</td>
</tr>
<tr>
<td>80</td>
<td>43.1 ± 1.0</td>
</tr>
<tr>
<td>100</td>
<td>61.2 ± 1.2</td>
</tr>
</tbody>
</table>

Table 6.3: Comparison of the -3 dB focal widths obtained from experiment and simulation for the fifteen element array at focal depths of 60, 80 and 100 mm.

<table>
<thead>
<tr>
<th>Focal distance (mm)</th>
<th>-3 dB focal width (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
</tr>
<tr>
<td>60</td>
<td>2.2 ± 0.2</td>
</tr>
<tr>
<td>80</td>
<td>3.2 ± 0.2</td>
</tr>
<tr>
<td>100</td>
<td>2.9 ± 0.2</td>
</tr>
</tbody>
</table>

6.4.2 Focussed field profiles with a limited subset of elements activated

Measurements were made to investigate the relationship between the focal intensity and the number of active elements in the array. For these measurements, the array was focussed to a depth of 80 mm and the hydrophone was positioned at the focal peak. Measurements of the focal intensity were made for eleven different subsets of active elements, consisting of five through to fifteen randomly selected elements. No measurements were made with fewer than five active elements.

Figure 6.9 plots the measured and simulated peak focal intensities against the number of active elements in the array. The simulated intensity increased with the square of the number of elements, and the measured data followed this trend. However, there is a discontinuity in the graph where the measured intensity for nine and ten active elements was actually lower than the measured intensity for an array
with only eight active elements. This resulted from the fact that the driven elements were chosen randomly, and the selected elements for these unexpectedly low data included a number of the array’s lower output elements. Despite this, the overall trend was that the intensity increased with the square of the number of elements, in good agreement with the simulation.

6.5 Field profiles of the array focussed off-axis

6.5.1 Off-axis focussed fields: Position of the focal region

The measurements on focussed fields discussed so far have only concerned the case where the field is focussed on the central axis of the array. Further measurements were made of fields focussed at a depth of 80 mm and steered away from the central axis by 0, 10 and 20 mm, and the 2-D field intensity profiles for these are shown in figure 6.10 in comparison to the simulated profiles. Figure 6.11 shows 1-D profiles through the foci in the $x$ and $z$ directions.

It can be seen from figure 6.10 that the depth of the focal region was closer to the array surface in the experimental results than in the simulations, corroborating the observation from fields focussed on the central axis of the array (section 6.4.1).
Figure 6.10: 2-D Intensity profiles with the array focussed at a depth of 80mm and steered off-axis by (a,b) 0 mm, (c,d) 10 mm and (e,f) 20 mm. The left-hand plots (a,c,e) show the simulation results and the right-hand plots (b,d,f) show experimental measurements. The array is positioned at the left hand side with the ultrasound propagating left to right. The colours indicate the intensity in mWcm$^{-2}$. 
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Figure 6.11: Intensity profiles with the array focussed at a depth of 80mm and steered off-axis by (a,b) 0mm, (c,d) 10mm and (e,f) 20mm. The left-hand plots (a,c,e) show the simulated and measured intensities along the central axis of the array and the right-hand plots (b,d,f) show the simulated and measured intensities in the $x$ direction through the focus.
6.5.2 Off-axis focussed fields: Grating lobes

In both the 2-D and 1-D plots the first and second order grating lobes are labelled. Their positions in the experimental profiles show good agreement with the positions in the simulations: In both cases the first order lobe was at an angle of $10 \pm 1^\circ$ from the focal region, while the second order lobe was at an angle of $18 \pm 1^\circ$. (Note that these angles cannot be measured directly from figure 6.10 due to the differing length scales in the $x$ and $z$ directions.)

Although the geometry of the 2-D array is more complex than the 1-D array to which equation 2.13 (section 2.3) applies, that equation may still be used to obtain a simple prediction of the grating lobe angles for the 2-D array. The minimum inter-element pitch for the 2-D array, which was also the most commonly occurring inter-element pitch, was approximately 9 mm (figure 4.1b). For this inter-element pitch, equation 2.13 predicts that the first and second order grating lobes would be found at angles of $9.5^\circ$ and $19.2^\circ$ respectively from the principal maximum, which is in good agreement with the angles obtained from both the simulation and experimental profiles for the fifteen element array.

As the focal region was steered away from the central axis, the intensity of the grating lobes increased. It appeared from both the simulation and experimental results that the intensity of the second order grating lobe was greater than that of the first order lobe. However, the simulated intensity profile in the plane parallel to the transducer surface and through the focus is shown in figure 6.12, and it demonstrates that the grating lobes take the form of a band of regional maxima. The particular $x$, $z$ plane in which the profiles in figure 6.10 were taken contains one of the high intensity maxima within the second order lobe and one of the lower intensity regions within the first order grating lobe. However, the first order lobe does contain several other regional maxima which are more intense than those in the second order lobe.
6.5.3 Off-axis focussed fields: Focal intensity

In section 2.3 it was noted that the focal intensity of an array decreases as it is steered away from the central axis of the array (figure 2.1). While it is possible to calculate the expected grating lobes angle from the equations for a 1-D array, calculation of the expected focal intensity for a steered field is more complex. The pressures of the primary peak and the grating lobes are contained within an envelope (which is defined by equation 2.14 for the case of a 1-D linear array), with the result that the focal pressure decreases as it the focal region is moved away from the central axis. As the focus is moved laterally, the amplitude gain of the array must be reduced in order to keep the focus in the same \( x, y \) plane. The focal intensity is therefore not defined purely by the diffraction envelope.

Comparison can be made between the simulated and experimentally measured peak focal intensities as the focus is steered away from the central axis for simulation and experiment, as shown in table 6.4. The table shows that the decrease in focal intensity with steering angle was smaller for the experimental results than the simulation results, which indicates the presence of an experimental effect which is not present in the simulations.
Table 6.4: Comparison between the experimentally measured and the simulated peak focal intensity, for fields focussed at distances of 0, 10 and 20 mm away from the central axis of the array. The experimental values represent the median and standard deviation of the measurements at the focal peak.

<table>
<thead>
<tr>
<th>Distance away from the central axis (mm)</th>
<th>Peak focal intensity relative to the on-axis peak focal intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
</tr>
<tr>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>10</td>
<td>1.07 ± 0.18</td>
</tr>
<tr>
<td>20</td>
<td>0.82 ± 0.14</td>
</tr>
</tbody>
</table>

6.6 Focussed field pressure distributions

6.6.1 Comparison between and experimental and simulated pressure distributions

It was noted in sections 6.4.1 and 6.5 that the focal regions in the experimental profiles are closer to the surface of the fifteen element array than they are in the simulations. Another prominent difference between the simulated and experimental profiles is that numerous local intensity maxima are present between the transducer surface and the focal zone in the experimental profiles, but are absent from the simulated fields. These maxima can be clearly seen both in the experimental profiles of fields focussed at various depths on the central axis of the array (figure 6.7) and in the experimental profiles of fields focussed away from the central axis (figure 6.10).

It is important to note that the positions and intensities of these maxima are likely to be highly sensitive to the exact choice of plane through which the field is measured, and to variation in the physical and material factors which affect the behaviour of each element in the array. Because of this, obtaining good agreement between experimental measurements and simulated field profiles in terms of the positions, geometries and intensities of the maxima is not a realistic expectation.

A more appropriate measure for comparison between simulation and experiment is to consider the distribution of the RMS pressures within the near-field of the
array (where the near-field is defined as the region between the surface of the array and the focal zone). Considering the distribution of pressures allows the near-field as a whole, rather than the features within the near-field, to be characterised.

For the fifteen element array, the pressure distributions were obtained from the simulated and measured 2-D field profiles using the technique outlined in section 5.5.2. The region of interest was defined as the region of the field bounded in the \( x \) direction by the edges of the array, and between the array surface and a depth of half the phase-defined focal distance in the \( z \) direction. A Rayleigh distribution was fitted to each pressure distribution, again using the technique outlined in section 5.5.2.

The experimental pressure distribution within the region of interest for a field focussed to a depth of 80 mm is shown in figure 6.13a in comparison to the Rayleigh distribution best fit to the experimental data, while figure 6.13b shows the simulated pressure distribution and the corresponding best fit Rayleigh distribution. In both of these plots the pressures are normalised relative to the peak focal pressure. In figure 6.13a the Rayleigh fit is in reasonably good agreement with the overall trend of the experimental pressure distribution, although the experimental data has a bimodal structure which results in some deviation from the fit. This bimodal structure will be considered in section 6.6.2. In figure 6.13b there was good agreement between the simulated pressure distribution and its Rayleigh fit.

While it can be seen qualitatively from figure 6.13 that the simulated pressure distribution contains a higher proportion of low pressure regions than the experimental pressure distribution, the Rayleigh fits enable this difference to be quantified. The values of \( \sigma \) obtained for the Rayleigh fits to experiment and simulation are shown in figure 6.14 for fields focussed to depths of 40, 60, 80, 100 and 120 mm. As described in section 5.5.2, \( \sigma \) defines the position of the peak in the Rayleigh distribution. Over the range of focal depths studied here, \( \sigma \) has a mean value of 0.33 ± 0.03 and 0.19 ± 0.02 times the peak focal pressure for experiment and simulation respectively. The best fit straight line and 95% confidence band for the fit are shown in figure 6.14 for both the experimental and simulation results, clearly showing the
Figure 6.13: (a) Measured and (b) simulated pressure distributions in the region of the field bounded by the outermost edges of the fifteen element array and half the focal distance of 80 mm, in comparison to the best fit Rayleigh distributions. The Rayleigh distribution fits are defined by values of 0.33 and 0.19 for experiment and simulation respectively. The pressures are normalised relative to the peak focal pressure.

It should be noted that the best fit straight lines through the data in figure 6.14 suggest a possible relationship between and the focal depth. However, this trend cannot be said to be statistically significant since a horizontal line fit (representing no relationship between and depth) can also be contained within the band.

6.6.2 The bimodal nature of the experimental pressure distributions

Figure 6.13a demonstrated that the experimental pressure distribution for a field focussed at a depth of 80 mm had a bimodal structure that was not predicted by simulation. Figure 6.15 demonstrates that the same bimodal structure was present in the pressure distributions obtained from fields focussed at other depths (from 40 mm to 120 mm). This -axis of this figure is labelled as the hydrophone output voltage (which is proportional to the RMS pressure) to highlight the fact that the two peaks (labelled A and B) occurred at the same position in each distribution.
The results therefore indicate that the experimental measurements are affected by some factor which is absent from the simulations.

Two potential sources of origin of the bimodal structure can be identified for investigation:

1. The peaks could be a result of array behaviour which is not predicted by simulation, just as the difference in the position of the focus, the presence of local intensity maxima in the near-field, and the difference in the focal intensity of fields steered away from the central axis may be caused by unexpected array behaviour.

2. The two peaks may be an artefact that appears as a result of non-ideal behaviour of the measurement system.

The first of these potential causes of the bimodal distributions is investigated in the sensitivity analysis in chapter 7. As will be described in that chapter, although the other field characteristics could be reproduced by incorporating non-ideal array behaviours into the simulations, the bimodal pressure distributions could not. While the possibility remains that the bimodal distributions are caused by some other array behaviour that has not been considered by the analysis, non-ideal behaviour of the
Figure 6.15: Experimentally measured pressure distributions for fields focussed on the central axis of the array to depths of 40, 60, 80, 100 and 120 mm. The distribution of pressures within the region of the field bounded by the outermost edges of the array, and at depths of less than half the focal distance is shown. The hydrophone output is proportional to pressure, with peaks A and B corresponding to RMS pressures of 5300 and 9270 Pa respectively.

Within the measurement system there are a number of factors which could impact on the shape of the measured pressure distributions. In order for the distribution of measured signals to accurately reflect the distribution of pressures within the field under test the behaviour of several parts of the apparatus must be linear: the movement of the hydrophone positioning system, the response of the hydrophone with pressure, and the response of the oscilloscope to an input signal.

To investigate the nature of the problem, field profiles were plotted to identify whether the pixels associated with the peaks were clustered within a particular region of the field or were randomly spread. Figure 6.16 illustrates the distribution of the pixels in peak A for the case where the array was focussed to a depth of 80 mm. A similarly even spread was seen for peak B. The results demonstrate that the pixels associated with each peak are spread throughout the region of interest without forming any localised clusters. Similar plots of the field at other focal depths were consistent with this result, demonstrating that the peaks are not associated with a cluster of similar hydrophone output voltage measurements within
Figure 6.16: Plots showing the measured intensity profile with the array focussed to a depth of 80 mm. A rectangle encloses the region of interest used to obtain the pressure distributions. The scale to the right of plot (a) indicates the RMS hydrophone output in mV, which is proportional to pressure. In plot (b) the pixels belonging to peak A in figure 6.15 are highlighted in black.

If measurements of the field produced by the fifteen element array were made while driving the array at a higher drive voltage, it would be expected that the pressures in the field would increase linearly with the drive voltage, as was the case...
for a single element (section 6.2). Also, the geometry of the field ought to remain unchanged, since that was also the case for a single element. As a result, the peaks in the pressure distribution ought to shift to higher pressures if they are physically real. If however the peaks in the pressure distribution remained at the same hydrophone output value as the drive voltage was increased, then this would confirm that the source of the problem is in the measurement equipment. Unfortunately, making these measurements was not possible within the present work as a modified version of the array drive electronics is required for the higher transducer drive voltages.

Another potential test would be to measure field profiles produced by other arrays and look for peaks in the pressure distribution at the same hydrophone outputs. If the measurement equipment was the source of the problem then peaks ought to occur at the same two hydrophone outputs as for the fifteen element array. These measurements could not be made as part of the present work as no other suitable array was available. While it should also be possible to analyse the field profiles of individual elements for these two peaks, in practice doing so was impractical since the smaller number of measurements involved in single element profiles limited the resolution of the pressure profiles and made it impossible to identify clearly whether the peaks were present or not.

As a result, the exact origin of the bimodal structure of the experimental pressure distributions is not known.

6.7 Summary

The primary aim of the experimental work reported in this chapter was to provide data which could be compared against results obtained by simulation, in order to verify that the simulation model provides physically meaningful results. The results discussed in this chapter have demonstrated that the simulations show good agreement with the experimental results in certain aspects, while in other aspects there are differences between the two.

The aspects in which there was good agreement between the simulation and
experimental results included:

1. The geometry of the field for a single element within the fifteen element array, although there were several elements where the geometry of the experimentally measured field differed from the simulations.

2. The relationship between drive voltage and intensity at a point in the far field of a single element within the fifteen element array, where the intensity is proportional to the square of the drive voltage.

3. The geometry of the focus within focussed fields.

4. The relationship between focal intensity and the number of active elements within the array, where the intensity is proportional to the number of elements within the array.

5. The existence of high intensity regions at the surface of the array directly beneath each element.

6. The position of the grating lobes within a focussed field, in terms of the angle between the grating lobes and the focal region.

The good agreement between experiment and simulation for these aspects provides validation for the work described in chapter 3. The results demonstrate that the geometry of the focal region is predicted well by the simulation tool, giving confidence in the validity of the models describing the focal geometry produced by an idealised array (section 3.4.2) and the effect of practical considerations (in particular, element size) upon these models (section 3.5.1). The good agreement between the experimental and simulation results in the other characteristics of focussed fields (such as the position of the grating lobes) gives confidence in the ability of the simulation software to model arbitrary array geometries, both for fields focussed on and off the central axis of the array.

The secondary aim of the experimental work was to identify any aspects in which there was poor agreement between the experiment and simulated results. These discrepancies point to array behaviour which is not predicted by the sim-
ulations and which requires further investigation to understand and characterise. Aspects in which the experimental results differed from simulation included:

1. The positioning of the focus several millimetres closer to the transducer in the experimental fields in comparison to the simulated fields.

2. The existence of numerous local maxima between the focal region and the transducer surface in the experimental focussed fields, which is illustrated by the larger proportion of higher pressure amplitudes in the experimental pressure distributions in comparison to the simulated distributions.

3. The bimodal nature of the experimental pressure distributions in comparison to the simulated distributions.

4. The intensity of the focal region in the experimental fields decreased less as the focus was steered away from the central axis of the array than predicted by the simulated fields.

The differences between the experimental and simulated fields suggest that there are factors at work in the operation of the real array which are absent in the simulation. However, while these factors affect the field characteristics mentioned above, the impact on the geometry of the focal region for a field focussed on the central axis of the array is sufficiently small that the experimental results still fit the models regarding the focal geometry. Nevertheless, further investigation is required to identify the potential cause of the above differences, and the sensitivity analysis in section 7 describes work which considers this problem.

In addition to these differences between simulation and experiment, the experimental work characterised one factor which is known to be present to some degree within all phased arrays but which is neglected within the simulation models used in this work: that of the inter-element cross-coupling. The results demonstrated that cross-coupling within the array is relatively weak in comparison to the magnitude of the drive signal to each element. However, the experimental results do not provide any insight into the impact this level of cross-coupling may have on the field produced by the array, and this too is investigated in the sensitivity analysis.
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Sensitivity Analysis

7.1 Objectives

In chapter 6, four aspects in which the experimental results differed from the simulation results were highlighted: [i] The difference in the position of the focal region; [ii] The existence of numerous maxima between the transducer surface and the focal zone in the experimental data, but not in the simulated fields; [iii] The bimodal nature of the experimental pressure distributions in the near-field region; [iv] The difference in the focal intensity for fields focussed away from the central axis of the array.

One clear difference between simulation and experiment is that the simulations were performed using a sinusoidal drive signal whereas the measured results were obtained using a square-wave drive signal. The impact of this on the field produced by the array is considered in section 7.2, where it will be shown that the square-wave drive signal cannot account for the discrepancies between the measured and simulated profiles.

An investigation of the impact of other factors on the field produced by the array was therefore required to identify the origin of the difference between the measured and simulated fields. This was done by performing a two stage sensitivity analysis using Ultrasim (sections 7.3 - 7.4). The aim of the first stage was to identify which factors affect the field characteristics of interest. Once identified, the second stage was to investigate the important factors in more detail to obtain an improved fit between the experimental data and the modified simulations, allowing simulations
Figure 7.1: The shape of the ultrasound waveform produced by a single 4 mm diameter element, measured at a distance of 8mm directly in front of the element. The least-squares best fit sine wave is plotted for comparison. The coefficient of determination $R^2 > 0.95$ for the fit.

to be performed to study the likely impact on arrays composed of a larger number of elements.

7.2 Analysis of the impact of a square-wave drive signal

In section 5.2 it was noted that the drive signal to each element of the fifteen element array took the form of a square-wave. Despite this, the shape of the pressure wave produced by each element was approximately sinusoidal, as illustrated in figure 7.1. While this may suggest that the ultrasound source was vibrating under simple harmonic motion, it is worth describing simulations which investigate the potential impact of square-wave drive conditions on the fifteen element array, before describing the sensitivity analysis where the impact of other factors on the field produced by the array will be investigated.

While Ultrasim cannot directly simulate fields originating from sources where the vibration is not sinusoidal, such simulations are possible using the following method. The Fourier series must first be calculated for the desired waveform, enabling simulations to be performed for each frequency in the Fourier series, such that the pressure contributions from each frequency may be summed to compute
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The first five terms in the Fourier series for a square-wave are given in equation 7.1, where $\omega$ is the fundamental angular frequency. Figure 7.2 illustrates the waveform produced by these five terms, approximating a square-wave. Simulations of the fifteen element array were performed for these five frequencies to study the potential impact of these harmonics on the field produced by the array.

$$f(t) = \sin(\omega t) + \frac{\sin(3\omega t)}{3} + \frac{\sin(5\omega t)}{5} + \frac{\sin(7\omega t)}{7} + \frac{\sin(9\omega t)}{9} + \ldots$$  \hspace{1cm} (7.1)

Figure 7.3 illustrates the simulation results for the individual frequencies within the Fourier series, with plots a, b and c showing the pressure profiles corresponding to the first (1 MHz), second (3 MHz) and third (5 MHz) terms in the Fourier series respectively. Three observations can be noted from these plots: [i] The fields produced by the higher frequency terms are very weak in comparison to that produced by the 1 MHz term, which is partly a consequence of the $\frac{1}{3}$ and $\frac{1}{5}$ multipliers in the Fourier series. Since the intensity is proportional to the square of the pressure amplitude (equation 2.15), the contribution to the overall intensity from the higher frequency harmonics will be small; [ii] At the higher frequencies, each element is much more directional than at 1 MHz. This increased directionality means that higher frequency terms in the Fourier series have little impact on the resultant pressure field.

Figure 7.2: An illustration of a square-wave approximation obtained from the first five terms of the square-wave Fourier series.
regions of the field not directly in front of the elements; [iii] At the higher frequencies the field does not exhibit a focal region at the focal depth of 80 mm. This is because $\Delta P_{\text{Path}} \approx \frac{1}{2}$ for the harmonic frequencies greater than 1 MHz, therefore exceeding the limit on $\Delta P_{\text{Path}}$ described in equation 3.7.

To calculate the pressure field that would result from a square-wave drive signal, the (complex) pressure fields corresponding to the first five terms in the Fourier series were summed, and the amplitudes of the resultant pressures were computed.

Figure 7.4 compares the simulation results for the sinusoidal and square-wave drive conditions. Plots (a) and (b) illustrate the simulated 2-D intensity profiles for the sinusoidal and square-wave drive conditions respectively. Visually, the field in figure 7.4b appears very similar to that of figure 7.4a, but has a more textured, ‘rippling’ appearance. It is clear that the square-wave drive condition has not prompted the appearance of intensity ‘hot-spots’ in the near-field.

Due to the increased directionality of the field produced at the higher harmonics by each element, it might be expected that the intensity of the high intensity

---

**Figure 7.3:** Simulation results illustrating the field produced by high frequency harmonics. Plots (a), (b) and (c) illustrate the simulated 2-D pressure profiles for the first ($\sin(\omega t)$), second ($\frac{\sin(3\omega t)}{3}$) and third ($\frac{\sin(5\omega t)}{5}$) terms in the square-wave Fourier series (equation 7.1) respectively. The simulation data has been scaled by fitting the 1 MHz simulated field to the experimental data using the procedure outlined in section 5.5.1, and then by scaling the 3 MHz and 5 MHz simulated fields accordingly. The colours in the plots indicate the RMS pressures in kPa. Note that the pressure scales in plots (b) and (c) are much smaller than in plot (a).
regions which are located directly in front of each element in the array would be increased. In fact, the impact in this area was negligible as can be seen from figure 7.4. This is partly a consequence of the low amplitude of the pressure contributions from the higher harmonics, but it is also because the local pressure maximum in the region directly in front of each element moves further from the array as the frequency is increased.

Plot 7.5a compares the simulated 1D intensity profiles along the central axis of the array for sinusoidal and square-wave drive conditions, showing that no change in the position of the focal region has arisen from the addition of the higher frequency harmonics.

Plot 7.5b illustrates the distribution of pressures in the near-field for the sinusoidal and square-wave drive conditions. The Rayleigh distribution fits to these pressure distributions yield $\sigma$ values of 0.189 and 0.185 respectively, confirming that there was no change in the distribution of pressures in the near-field region caused by the addition of the higher frequency harmonics. This is consistent with the observation made from plot 7.3b, since the directional nature of the high frequency contributions to the pressure field will have little impact on field regions not directly

Figure 7.4: Simulation results illustrating the potential impact of square-wave drive conditions. Plots (a) and (b) illustrate the simulated 2-D intensity profiles for the sine and square-wave drive conditions respectively, where the square-wave has been approximated using the sum of the first five terms in the square-wave Fourier series (equation 7.1). The colours indicate the intensities in mWcm$^2$. 
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Figure 7.5: Simulation results illustrating the potential impact of square-wave drive conditions. Plot (a) compares the simulated 1D intensity profiles along the central axis of the array for sine and square-wave drive conditions; Plot (b) illustrates the distribution of pressures in the near-field for sine and square-wave drive conditions. The Rayleigh distribution fits to these pressure distributions yielded $\sigma$ values of 0.189 and 0.185 respectively.

In summary, simulations indicate that higher frequency harmonics (which may or may not be present in the real array) would have little impact on the position of the focal region produced by the fifteen element array, or on the distribution of pressures in the near-field. This result confirms that, even if higher frequency harmonics were present, the Rayleigh distribution would remain a suitable function to describe the distribution of pressures in the simulated ultrasound fields.

7.3 Sensitivity analysis stage one: Identification of the significant factors

7.3.1 Design of experiment

The first stage of the analysis was to identify which factors have the potential to impact on the behaviour of the fifteen element array and affect the field characteristics
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of interest. A review of the assumptions upon which the original simulations were based (section 3.2.2) together with the processes used in the manufacture of the array (section 4.3) and the limitations of the drive electronics (section 5.2) allowed the following five factors to be identified as potentially impacting on the behaviour of the real array: variation in the amplitude of the output from each element; the effect of including a secondary mode of vibration in each element; quantisation of the phase differences between elements; errors in the spatial positioning of each element; and inter-element cross-coupling. Each of these will now be considered in turn:

1. Element drive amplitude variation:

   Variation in the drive amplitude of each element was included in the sensitivity analysis since the measurements made on individual elements in the array showed a large range in output between elements. In the measurements shown in figure 6.1d, the intensities produced by each element varied by up to a factor of four at the intended focal depth of 60 to 100mm, corresponding to a pressure variation of up to a factor of two. Two situations were included in the sensitivity analysis: the default case, where each element was driven with an equal amplitude; and the modified case where each element in the array was driven at a different amplitude, chosen to match the experimental measurements on corresponding elements in the real array.

2. Mode of vibration:

   The simulations considered so far have assumed that each PZT element behaves as a piston, with all points on the element surface vibrating in phase. However, non piston-like vibration of piezoceramic elements has been identified previously [Koyuncu, 1980]. It has been shown that these non piston-like vibrational modes can affect the geometry of the field produced by a single disc radiator in a number of ways depending on the particular mode involved [Hutchins et al., 1986], but the impact on the field produced by phased arrays is not well understood. In addition, Huang et al. [2004] demonstrated that a
large number of possible modes exist for a circular element. The work of Guo and Cawley [1991] used finite element methods to investigate the transient motion of the surface of circular elements under the application of a drive voltage pulse, and noted that while the motion of elements with a diameter to thickness ratio which is either large (>~20:1) or very small was approximately piston-like, elements with intermediate diameter to thickness ratios were likely to exhibit non piston-like behaviour. It is therefore likely that the elements within the present array, which also have an intermediate diameter to thickness ratio (2:1), may exhibit non piston-like vibration. However, non piston-like behaviour is complex and the vibrational modes are critically dependent on the element geometry, method of mounting and drive conditions. To fully characterise the modes a finite element analysis including all these factors would be required. Indeed, it is likely that the elements within the array will not all vibrate with the same mode given the slight differences in mounting that will exist for each element, and the variation seen in the shape of the 2-D experimental intensity profiles for each of the individual elements (section 6.2.1) is evidence towards this. However, simulations which model the effect of non piston-like element vibration will be useful in identifying the likely effects of this on the field, even if a simplifying assumption is made that the same mode of vibration is present in each element.

The non piston-like mode considered here is axisymmetric about the central axis of the element. An axisymmetric mode would be expected where the following conditions are satisfied: that the PZT and surrounding materials are each homogeneous; that the bond between the PZT and the surrounding materials is uniform around the entire edge of the element; and that the drive force is the same (in both phase and magnitude) across all points on the element surface. In practice however, for any element within a real array all three of these conditions will never be met perfectly, and even if they were, crosstalk from other elements within the array (however weak) would disturb the symmetry of the system. Further, the modes suggested by Huang et al.
[2004] are not axisymmetric. However, studying an axisymmetric case will be sufficient to demonstrate the likely effect that non piston-like motion of the elements would have on the field produced by an array, without detailed study of more complex non-axisymmetric modes.

There are many possible axisymmetric modes for a circular vibrating element which could be considered, each of which are defined by both the amplitude and relative phase of vibration across the surface of the element. Some modes may contain nodes, positions on the surface which undergo no net motion, at which the amplitude of vibration will be zero. A simple vibrational mode was considered here, where a uniform amplitude of vibration was applied across the entire element surface such that there were no nodes. As such, only the variation in phase across the surface of an element was required to define the mode.

The chosen mode corresponded to the addition of a surface Rayleigh wave originating at the element centre and propagating radially, forming concentric surface ripples moving away from the element centre. For this mode to be physically possible requires the assumption that the wave is not reflected at the element boundary, but continues into the material surrounding the element. While this proposed mode may not correspond to the actual mode of vibration of the elements within the fifteen element array, the simulations will be sufficient to investigate the potential impact of non piston-like vibration of the elements on the field produced by the array.

Figure 7.6 shows the particular mode that was considered, where a sinusoidal variation in the phase was applied across the surface of each element within the fifteen element array with the centre leading the edge by $0.5\lambda$. Varying the magnitude of the phase variation in the simulation allowed the relative strength of this secondary mode of vibration to be varied, and hence the effect of this on the ultrasound field to be studied. However, for the sensitivity analysis only two modes of vibration were studied: Ideal piston-like behaviour (the default case), and the case illustrated in figure 7.6, where the centre of
3. Phase quantisation:

In our experimental set-up (described in section 5.2), the phase of the drive signal was quantised into 8-bits. The simulation software was modified to allow the phase applied to each element in an array to be quantised, with the number of bits being defined by the user. Two situations were considered for the sensitivity analysis: no phase quantisation (the default case); and 6-bit phase quantisation. A coarser phase quantisation was chosen than the 8-bits used in the experimental set-up to amplify the effect of the quantisation in the simulations, as well as to allow for errors in the timing of the drive electronics which would give rise to a phase error greater than that due to 8-bit quantisation alone.

4. Element positioning:

Element positioning was included in the sensitivity analysis to investigate the impact of construction tolerances in the field produced by the array. A random spatial positioning error for each element in the array was generated based on a normal distribution with a defined standard deviation, $\sigma$. Two situations were included in the sensitivity analysis: $\sigma = 0.0$ mm (the default case) and $\sigma = 0.5$
mm, since this was considered to be the ‘worst-case’ machining tolerance for the positioning of the holes holding the PZT elements in the perspex frame.

5. Inter-element cross-coupling:

Measurements in section 6.3 showed that the crosstalk within the fifteen element array was primarily due to electrical coupling between elements, while acoustic coupling was negligible. To investigate the impact of this electrical coupling on the field produced by the array, the sensitivity analysis allowed each element’s drive signal to be modified by adding a component relating to the crosstalk signals picked up from the other elements in the array.

The waveform of the crosstalk signal due to electrical coupling was complex, containing frequencies higher than the 1 MHz drive signal (as was shown by the sample waveform in figure 6.3a). Since the total effective drive voltage of a single element within the array can be calculated by taking the sum of its own drive signal (which for the purposes of simulation is assumed to be sinusoidal) and the contributions due to crosstalk from each of the other elements in the array (which for electrical crosstalk are not sinusoidal), the total effective drive voltage will be in the form of a sine wave with high frequency components added to it.

However, the simulation software required that the vibration of each point source was sinusoidal, and it was necessary to consider a much simpler situation to allow crosstalk to be considered within the sensitivity analysis. Within the simulations, a simplifying assumption was therefore made that the waveform due to electrical crosstalk was sinusoidal, with the result that the drive signal to an individual element could be modified by the addition of crosstalk waveforms to produce an effective drive signal which was also sinusoidal. Equation 7.2 describes how the original sinusoidal drive signal on an element $V_{\text{drive}}$ is modified by a sinusoidal crosstalk signal from each of the other 14 elements in the array to give the effective drive signal $V_{\text{effective}}$. The crosstalk contribution from element $n$ is given by the product of $b_n$, a number between 0 and
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1 representing the strength of the crosstalk signal from that element, and $V_n$, the drive signal applied to element $n$. Equation 7.2 considers each voltage as a vector, allowing the phase of each to be included in the consideration.

$$\mathbf{V}_{\text{effective}} = \mathbf{V}_{\text{drive}} + \sum_{n=1}^{14} b_n \mathbf{V}_n$$

(7.2)

Since the crosstalk in the fifteen element array was due to electrical coupling between elements, the phase of the crosstalk signal $b_n \mathbf{V}_n$ was assumed to be the same as the phase of $\mathbf{V}_n$. In contrast, had the crosstalk been due to acoustic coupling, a phase delay would have been required to take account of the propagation time of the acoustic signal between the two coupled elements.

As regards the strength of the cross-coupling $b_n$ between element pairs, the experimental measurements on the fifteen element array discussed in section 6.3.1 showed that when a 40 V drive signal was applied there was some variation in the strength of the cross-coupling depending on the particular choice of element pair. However, the general trend was that the strength of the cross-coupling was almost independent of the inter-element pitch (figure 6.3b). For the sensitivity analysis simulations, the random variation in $b_n$ was neglected for simplicity, and $b_n$ was assumed to be constant and independent of the inter-element pitch.

The sensitivity analysis considered two situations: The default case where there was no crosstalk ($b_n = 0\%$) and the case where the coupling between elements was 5% of the drive signal ($b_n = 5\%$). The value of 5% used within the sensitivity analysis was an order of magnitude larger than strength of the crosstalk in the experimental measurements (in section 6.3.1) in order to allow the effects of the crosstalk on the field produced by the array to be easily identified.

In addition to these five factors, the impact of non-linear propagation is another potential source of discrepancies between experimental and simulation results. In section 2.5 the example was given of a spherically focussed transducer of similar
dimensions to the fifteen element array with a focal intensity of 1 \( \text{Wcm}^{-2} \), and in that case non-linear propagation resulted in distortion of the waveform at the focus. However, the intensities involved in the present work are much lower than this: In comparison, the peak focal intensity produced by the fifteen element array at a depth of 60 mm was 23 \( \text{mWcm}^{-2} \) (section 6.4.1). Non-linear wave propagation was therefore not included as a factor in the sensitivity analysis due to the low intensities involved.

While one of the aims of the sensitivity analysis was to investigate the impact of each of the five factors individually, the ability to identify any significant interactions between them was also desirable, since the observed field characteristics may not be caused by a single factor but by an interaction between multiple factors. A full-factorial experimental design was therefore a suitable approach to use, as it allows effects arising from any combination of the five factors to be identified. For each of the five factors, the full-factorial design considered two situations: one where that particular factor was included, and one where it was not. As such, the sensitivity analysis produced \( 2^5 \) (32) distinct simulation results.

The analysis of the simulation results was performed in two parts. First, the impact of each of the five factors acting independently was investigated, and this will be described in section 7.3.2. Following this, all combinations of the five factors were studied to check for any interactions between factors, and this will be described in section 7.3.3.

The stimulus for the sensitivity analysis was to identify the cause of the four discrepancies between the experimental and simulation results described at the beginning of this section. However, to minimise the number of simulations, the investigation was initially limited to fields focussed on the central axis of the array. Analysis of these results therefore concentrated on the position of the focal region, and on the distribution of pressures in the near-field region. Once the relevant causative factors had been identified from this analysis, the second stage of the sensitivity analysis (in section 7.4) looked at these causative factors in greater detail, and this included an investigation of fields focussed away from the central axis of
the array.

7.3.2 Stage one results: The independent impact of each factor

Pressure distribution in the near-field

Figure 7.7 illustrates a selection of the 32 pressure distributions obtained from the sensitivity analysis in comparison to the experimental result, to illustrate the effect of each of the factors investigated upon the pressure distributions in the near-field. The plots indicate that variation in the amplitude of the output from each element (figure 7.7a), quantisation of the phase differences between elements (figure 7.7c), errors in the spatial positioning of each element (figure 7.7d) and inter-element cross-coupling (figure 7.7e) have little effect on the pressure distribution in the region of the field considered here, since there is no clear difference between the distributions where the factor was not applied (solid line) and those where the factor was applied (dashed line). That is, these factors cannot produce the large change in shape of the simulated pressure distribution required to match the experimental result, and therefore are unlikely to be the cause of the numerous maxima and minima seen in the near-field of the experimental profiles. However, the inclusion of variation in the phase of vibration across the face of each element did produce the large scale change in shape of the pressure distribution required to match the experimental profile, as evidenced by figure 7.7b where there is a clear difference between the distribution where the factor was not applied (solid line) and that where the factor was applied (dashed line).

While the graphs in figure 7.7 show qualitatively that, of the five factors considered, the variation in the phase of vibration across the face of each element was the primary factor responsible for the change in the shape of the pressure distribution required to match the experimental distribution, an analysis that quantifies the effect of each factor is desirable. Previous workers have not investigated the pressure distributions in the near-field of a phased array quantitatively, and therefore an appropriate method of analysis had to be developed within this project.

To do this, Rayleigh distributions were fitted to each of the 32 pressure
Figure 7.7: Pressure distributions in the region of the field bounded by the outermost edges of the array, and at depths of less than half the focal distance of 80mm. Each plot shows the experimental result, the default simulation result, and the simulation result which included the following factor: (a) Variation in the drive amplitude between each element; (b) Variation in the phase of vibration across the face of each element; (c) Phase quantisation; (d) Element position variation; (e) Inter-element crosstalk.
Figure 7.8: Graphs comparing the Rayleigh distribution fits against the pressure distributions in the region of the field bounded by the outermost edges of the array, and at depths of less than half the focal distance of 80mm. (a) The experimental result. (b) The default simulation result. (c) The simulation result where the only factor included in the simulation was the variation in the phase of vibration across the face of each element.

distributions obtained from the sensitivity analysis. The rational for the use of the Rayleigh distribution in this situation and a description of the technique used to obtain the fits to the simulated pressure fields are discussed in section 5.5.2. A Rayleigh distribution is defined by equation 7.3 where \( f(r) \) is the probability density of the variable \( r \) and \( \sigma \) defines the mode (i.e. peak) of the function. As such the Rayleigh distribution fits corresponding to each of the 32 simulated fields could be characterised by the single parameter \( \sigma \), thereby providing a means for quantitative comparison of the 32 distributions.

\[
f(r) = \frac{r}{\sigma^2} e^{-\frac{r^2}{2\sigma^2}}
\]  

(7.3)

For a focal depth of 80 mm, figure 7.8 illustrates the pressure distributions and the corresponding Rayleigh distributions computed by the fitting algorithm for three examples: The experimental data; the default simulation data; and simulation data where the only factor included in the simulation was the variation in the phase of vibration across the face of each element. For these three examples, the Rayleigh distributions are defined by \( \sigma \) values of 0.33, 0.19 and 0.34 respectively. The figure demonstrates that the Rayleigh distribution fits were in good agreement with the
Chapter 7

Figure 7.9: Plot showing the effect of each of the factors in the sensitivity analysis. The points show the difference between the Rayleigh distribution $\sigma$ for experimental result and for the sensitivity analysis simulations, where each factor is included independent of any other factors. The labelled factors are: 0. Default simulation with piston-like motion of each element; 1. Variation in the drive amplitude between each element; 2. Variation in the phase of vibration across the face of each element; 3. Phase quantisation; 4. Element position variation; 5. Inter-element crosstalk.

Simulation data, confirming that an analysis based on a comparison of the Rayleigh fits is an appropriate method to use to evaluate the simulated pressure distributions.

The effect of the independent inclusion of each factor on $\sigma$ is plotted in figure 7.9. In this plot, the y-axis represents the difference between $\sigma_{Expt}$, the value obtained from the simulation results and $\sigma_{Expt}$, the value obtained experimentally. The horizontal black line at $\Delta\sigma_{Sim-Expt} = 0$ indicates the point of best agreement between the simulation and the experimental pressure distributions, at which $\sigma_{Sim}$ and $\sigma_{Expt}$ are equal. Results are shown for six simulation configurations: The default simulation is shown (labelled ‘0’), as are simulations with each of the five factors (labelled ‘1’ to ‘5’) included in the absence of all other factors.

Figure 7.9 demonstrates that the variation of the phase of vibration across the face of each element (labelled as factor ‘2’) was the only factor which caused a change in $\sigma$ that was sufficiently large to approach the experimental result. The inclusion of each of the other factors produced little change in $\sigma$ from the default simulation.
Position of the focus

While the sensitivity analysis showed that the addition of a variation in the phase of vibration across the face of each element in the array was the most significant factor in producing the observed maxima in the near field, the other effect of interest was the difference between the simulation and experimental positions of the focus.

The graphs in figure 7.10 show qualitatively that, of the factors considered, the variation in phase of vibration across the face of each element was also the primary factor responsible for the shift in the position of the focal region. Again, an analysis that quantifies the effect of each factor upon the position of the focal region is desirable.

The analysis performed on the Rayleigh pressure distributions was repeated here to look at effect on the focal position \( f \) of the addition of each factor, and the results are plotted in figure 7.11. In this figure, the y-axis represents the difference between the depth of the position of peak intensity obtained experimentally \( (f_{\text{Expt}}) \) and the depth obtained from the simulation results \( (f_{\text{Sim}}) \). Results are shown for six simulation configurations: The default simulation is shown (labelled ‘0’), and simulations (labelled ‘1’ to ‘5’) are shown where each factor of the five factors has been included in the absence of all other factors.

The spread of the results for each focal depth is greater in figure 7.11 than it was for the Rayleigh distribution \( \sigma \) (figure 7.9) because the step size of the data in the \( z \)-direction was large relative to the difference between the experimental and simulated focal position. For focal depths of 60, 80, and 100 mm the step size of the data in the \( z \)-direction was 1.47, 1.96 and 2.45 mm respectively, and therefore the values of \( \Delta f_{\text{Sim-Expt}} \) plotted in figure 7.11 are quantised in steps of the same size. As such, a shift of only 3 to 5 pixels in the simulation data was required to produce good agreement with the experimental data. In contrast, the values of \( \sigma \) obtained for each pressure distribution were not quantised.

Despite the relatively large spread in the results caused by the quantisation of the data, it is clear from figure 7.11 that the effect of including a variation of phase of vibration across the face of each element was the only factor which caused
Figure 7.10: Intensity profiles along the central axis of the array for a focal distance \( f = 80 \text{ mm} \). Each plot shows the experimental result, the default simulated profile, and the simulation result which included the following factor: (a) Variation in the drive amplitude between each element; (b) Variation in the phase of vibration across the face of each element; (c) Phase quantisation; (d) Element position variation; (e) Inter-element crosstalk.
a change in the position of the focal region that was sufficiently large to approach the experimental result.

Discussion

The difference in the position of the focal region in the experimental and simulation results initially appeared the more straightforward of the two to analyse, since it would be difficult for a simulation to reproduce the exact positions of each of the maxima within the complex structure of the near-field seen in the experimental results. However, figures 7.9 and 7.11 indicate that the use of the Rayleigh distribution to aid the analysis of the structure of the near-field actually provides a more sensitive measure than the analysis of the focal position, since it is not limited by the spatial quantisation of the positional data.

Figures 7.9 and 7.11 point to a single factor (the phase variation across the face of each element, equivalent to the addition of a secondary mode of vibration) as being responsible for both the pronounced maxima at depths of less than half the focal distance and of the positioning of the focal zone closer to the transducer than
expected.

None of the factors investigated in this analysis reproduced the bimodal nature of the pressure distribution seen in the experimental measurements, adding weight to the conjecture discussed in section 6.6.2 that these peaks could be a result of non-ideal behaviour of the measurement system rather than being intrinsic to the field.

It was perhaps surprising that the large variation in the drive amplitude of each element (which modelled the differing output of the elements shown in the experimental results of figure 6.1d) was not an important factor, as can be seen from the fact that factor #1 has no effect on either the Rayleigh distribution $\sigma$ (figure 7.9) or the position of the focal region (figure 7.11).

### 7.3.3 Stage one results: Interactions between combinations of factors

The question of whether there are any significant interactions between factors was also investigated using the results of the simulation analysis. An interaction between multiple factors occurs if the combination of factors produces an effect which is not the same as the cumulative effect of each factor on its own. The order of the interaction describes the number of factors involved, where first order involves two factors, second order involves three, etc.

**Pressure distribution in the near-field**

When testing for interactions between factors, the null hypothesis is that there are no interactions. When considering the pressure distributions in the near-field, a value for $\sigma_{null}$ can be calculated by adding the $\sigma$ values for each individual factor alone. These values of $\sigma$ can be obtained from figure 7.9. As an example, equation 7.4 defines $\sigma_{null}$ for the combination of factors #1 and #2.

\[ \sigma_{null} = \sigma_1 + \sigma_2 \]  

(7.4)
Figure 7.12: Plot of the difference between the values of the Rayleigh pressure distribution $\sigma$ obtained from simulation ($\sigma_{\text{sim}}$) and calculated from the null hypothesis ($\sigma_{\text{null}}$) for each combination of factors in the sensitivity analysis. A non-zero difference would imply the presence of an interaction between two factors. The labelled factors are: 1. Variation in the drive amplitude between each element; 2. Variation in the phase across the face of each element; 3. Phase quantisation; 4. Element position variation; 5. Inter-element crosstalk.

If an interaction exists between factors #1 and #2, then the value of $\sigma$ obtained from simulation (which shall be denoted $\sigma_{\text{sim}}$) will be given by equation 7.5.

$$\sigma_{\text{sim}} = \sigma_1 + \sigma_2 + \sigma_{12}$$

The simulations can therefore be used to test whether any interactions between factors are present by looking at $\sigma_{\text{sim}} - \sigma_{\text{null}}$, since this will equal zero if no interactions are present.

The sensitivity analysis simulation results were analysed using this technique, and the results are plotted in figure 7.12 for all possible combination of factors. The results indicate that while $\sigma_{\text{sim}} - \sigma_{\text{null}}$ is generally not zero, it is very small (never more than 4%) in comparison to the difference between $\sigma_{\text{sim}}$ and $\sigma_{\text{expt}}$. That is to say, the results indicate that the effect of interactions between factors on the Rayleigh pressure distributions are almost negligible.
Position of the focus

The same analysis was performed to look at whether the position of the focal region was affected by first-order interactions between any combination of factors. Figure 7.13 illustrates the difference between the simulated focal position ($f_{\text{sim}}$) and the null hypothesis value ($f_{\text{null}}$) for each combination of factors. The results indicate that the position of the focal region was not affected by interactions between any combination of factors, since $f_{\text{sim}} - f_{\text{null}}$ is consistent with zero given the spread of the results for the different focal depths.

7.4 Sensitivity analysis stage two: Detailed consideration of the significant factors

The first stage of the sensitivity analysis in section 7.3 indicated that, of the five factors studied, the inclusion of a phase variation across the face of each element was the only factor that had any real impact on the two field characteristics of interest (namely, the pressure distribution in the near-field of the array and the
position of the focal zone). With this factor now identified as the one having most influence on the array, another stage of the sensitivity analysis was required to provide information on the nature of the relationship between the phase variation and these two field characteristics. This investigation is discussed in section 7.4.1.

In addition, while the analysis in section 7.3 demonstrated that the impact of inter-element cross-coupling was negligible for a fifteen element array, further analysis is necessary to investigate its impact in an array composed of a greater number of elements spaced more closely together where acoustic coupling will come into play. This is considered in section 7.4.2.

Since the results from stage one of the sensitivity analysis demonstrated that there were no strong interactions between any combination of factors (figures 7.12 and 7.13), the simulations within this section which investigate two of these factors more closely have been performed looking at each of the two independently.

7.4.1 Non piston-like behaviour of the PZT

Simulations of the fifteen element array were performed to investigate in more detail the effect of the non piston-like vibration of the elements within the array introduced in section 7.3. While the real vibrational mode of the elements is likely to be much more complex than that modelled by the simple sinusoidal phase variation in the present analysis, a model which can replicate the performance of the array (in terms of the field characteristics) will be useful even if it gives little insight into the actual vibrational behaviour of the elements themselves. Such a model would allow predictions to be made about the performance of other arrays which have been constructed similarly and of similar materials, but which may be based upon a different layout of elements or have different phase-defined focal depths or positions.

The present study took the mode considered in section 7.3 and looked at the impact of changing the magnitude of the phase variation across the surface while keeping the same axisymmetric sinusoidal geometry. Fifteen configurations were considered, and for each of these the phase variation across the surface of an element is shown in figure 7.14. These ranged from having phase of vibration at the
Figure 7.14: Plot of the 15 different configurations of the phase of vibration across the face of each element used in the simulations of the fifteen element array. For each configuration, the phase variation across the surface of the element was sinusoidal and axisymmetric, with the centre of the element leading or trailing the edge. The two extreme configurations are labelled: A indicates the configuration where the phase of vibration at the centre of each element trailed the edge by $0.7\lambda$, while B indicates the configuration where the phase of vibration at the centre of each element led the edge by $0.7\lambda$. The curves between A and B represent the 13 other phase configurations.

centre of each element which trailed the edge by $0.7\lambda$ (labelled A in figure 7.14) to having a phase of vibration at the centre which led the edge by $0.7\lambda$ (labelled B in figure 7.14). For each of the 15 configurations, simulations of the field produced by the fifteen element array were performed with phase-defined focal depths of 60, 80 and 100 mm.

The simulated fields were analysed using the same techniques applied to the results in section 7.3 in order to study the impact of the phase variation on the pressure distribution in the near-field and on the position of the focal zone, and the results of this analysis are summarised in figure 7.15.

Figure 7.15a illustrates the difference between $\sigma_{\text{sim}}$ (the Rayleigh distribution $\sigma$ obtained for the simulation near-field pressure distributions) and $\sigma_{\text{expt}}$ (the Rayleigh distribution $\sigma$ obtained for the experimental near-field pressure distributions) for the 15 phase configurations considered by the simulations. The horizontal black line at $\Delta\sigma_{\text{sim-expt}} = 0$ indicates the point where the simulation matches the
experimental pressure distributions, at which $\sigma_{\text{sim}}$ and $\sigma_{\text{expt}}$ are equal. The lowest value of $\sigma_{\text{sim}}$ occurred for simulations where the elements vibrated with a piston-like motion, with no variation in the phase across the element surface. At this point, $\sigma_{\text{sim}}$ was approximately 0.14 less than $\sigma_{\text{expt}}$. As the magnitude of the phase variation increased, the distribution of pressures in the near-field changed and $\sigma_{\text{sim}}$ increased until good agreement with $\sigma_{\text{expt}}$ was achieved for simulations where the phase of vibration at the centre of each element either led or trailed the edge of the element by $\lambda/2$.

Figure 7.15b shows the peak focal intensities for the 15 phase configurations considered by the simulations, showing that the addition of the secondary mode of vibration results in a decrease in the focal intensity. In fact, this reduction in the focal intensity is the underlying cause of the change in $\Delta\sigma_{\text{sim-expt}}$ shown in figure 7.15a. This can be explained as follows: If the peak focal pressure decreases then the distribution of pressures in the region of interest (shown in figure 7.8b for the default simulation) changes, because the pressures in this distribution are normalised against the peak focal pressure; The consequence of this is that $\sigma_{\text{sim}}$, which defines the Rayleigh fit to the pressure distribution, increases as the peak focal pressure decreases; This increase in $\sigma_{\text{sim}}$ brings $\sigma_{\text{sim}}$ closer to $\sigma_{\text{expt}}$, therefore causing a reduction in $\Delta\sigma_{\text{sim-expt}}$ for lower peak focal pressures.
Figure 7.15c shows the relationship between the position of the focal region and the phase variation across the element surface. In this plot, the difference between \( f_{\text{sim}} \) (the depth of the focal peak in the simulated fields) and \( f_{\text{expt}} \) (the depth of the focal peak in the experimental fields) are shown for the 15 phase configurations considered by the simulations. Again, the horizontal black line at \( \Delta f_{\text{sim}-\text{expt}} = 0 \) indicates the point where the simulation matches the experimental focal depths (i.e. the point at which \( f_{\text{sim}} = f_{\text{expt}} \)). The figure shows that the focal depth decreases approximately linearly as the phase difference between the centre and edge of each element is increased. Good agreement with \( f_{\text{expt}} \) was achieved for simulations where the phase of vibration at the centre of each element led the edge by \( \frac{\lambda}{2} \).

From figures 7.15a and 7.15c it can be observed that the experimental data was matched by the simulations in terms of both the pressure distribution and the focal position when the phase of vibration at the centre of each element led the edge by \( \frac{\lambda}{2} \). For this case, figure 7.16 illustrates the simulated field with the array focussed to a depth of 80 mm. The 2-D intensity profile (figure 7.16a) shows numerous maxima between the transducer surface and the focal zone similar to those apparent in the experimental profile (figure 6.7e), while the position of the peak is in good agreement with the experimental profile (figure 7.16b). The pressure distribution in the region of the field bounded by the outermost edges of the array, and at depths of less than half the focal distance is shown in figure 7.16c in comparison to the experimental distribution.

Finally, simulations were performed to look at the impact of non piston-like element vibration on the peak intensity as the focus is steered away from the central axis of the array, since that is the final aspect in which the default simulations differed from the experimental data (section 6.7). Simulations were performed with the phase of vibration at the centre of each element leading the edge by \( \frac{\lambda}{2} \), since that was the setting which provided the best fit to the experimental data in terms of the pressure distribution in the near-field and the on-axis focal position (figure 7.16). The results were compared against the experimental off-axis focal intensities.
Figure 7.16: (a) Simulation results for the fifteen element array where the phase at the centre of each element led the edge of the element by $\lambda/2$ in order to provide the best agreement with the experimental results. Results are shown for a focal depth of 80mm. (a) 2-D intensity profile. The array is positioned at the left hand side with the ultrasound propagating left to right. The colours indicate the intensity in mWcm$^{-2}$. (b) Intensity profile along the central axis of the array. (c) Comparison between the simulated and experimental pressure distributions in the region of the field bounded by the outermost edges of the array, and at depths of less than half the focal distance.

discussed in section 6.5, and are summarised in table 7.1. The results in the table demonstrate that the inclusion of non piston-like element vibration resulted in a smaller decrease in the focal intensity with distance steered away from the central axis of the array in comparison to the default (piston-like) simulations, giving improved agreement with the experimental data.

This analysis indicates that imperfections in the piston-like behaviour of the transducer elements are the likely origin of the intensity ‘hot-spots’ in the near-field. The behaviour of the elements is independent of the medium and therefore it is to be anticipated that the intensity ‘hot-spots’ would also also exist in an inhomogeneous tissue medium. However, the pattern of the distribution in an inhomogeneous medium could be very different from that in a homogeneous medium, and a Rayleigh distribution may no longer provide a suitable model for the distribution of pressures in tissue. In addition, it is also worth noting that real tissue contains a significant density of small inhomogeneities less than a wavelength in size, and these will scatter the ultrasound and may have the effect of averaging out the ‘hot-spots’. Future
Table 7.1: Peak focal intensity with distance steered away from the central axis of the array. The table lists the focal intensities relative to the on-axis case for fields focused to a depth of 80 mm, and to distances of 0, 10 and 20 mm away from the central axis of the array. The experimental values represent the median and standard deviation of the measurements at the focal peak. In the non piston-like simulations, the centre of each element led the edge by $\frac{\lambda}{2}$, as illustrated in figure 7.6.

<table>
<thead>
<tr>
<th>Distance away from the central axis (mm)</th>
<th>Peak focal intensity relative to the on-axis peak focal intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
</tr>
<tr>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>10</td>
<td>1.07 ± 0.18</td>
</tr>
<tr>
<td>20</td>
<td>0.82 ± 0.14</td>
</tr>
</tbody>
</table>

work will require the development of a suitable model to enable the ultrasound field within an inhomogeneous tissue medium to be computed, allowing the impact of changing from a homogeneous to an inhomogeneous field to be studied, along with the impact this will have on the performance and design of the array.

7.4.2 Inter-element crosstalk

While the first stage of the sensitivity analysis (section 7.3) indicated that the impact of inter-element crosstalk on the field produced by the fifteen element array was negligible, the question remained as to whether the effect of crosstalk would become significant in arrays with a greater number of elements. To investigate this, simulations were run to investigate the impact of crosstalk within an array of 60 elements each of radius 2 mm, randomly distributed within an array radius of 22 mm.

Figure 7.17a illustrates the layout of the simulated array (which is the same layout as that used for the random array in section 3.5.3), while figures 7.17b and 7.17c illustrate the probability density of inter-element pitches and angles respectively, demonstrating the lack of periodicity in the array. The elements were spaced
close together with a minimum inter-element pitch of 4.3 mm. As shown by the experimental results discussed in section 6.3.2, such a small element spacing results in acoustic coupling between adjacent elements. The method of including crosstalk in the simulations therefore needs to be modified from that used in section 7.3, which related to electrical coupling, to a new method suitable for acoustic coupling.

As described in section 7.3.1, to take crosstalk into account the vibration of a single element within the array can be calculated by taking the sum of its own drive signal and the contributions from each of the other elements in the array. Equation 7.2 described the calculation of the effective drive voltage on an element when crosstalk from other elements in the array was due to electrical coupling alone. If the crosstalk is due to acoustic rather than electrical coupling then this equation must be modified to take into account an additional phase delay due to the time taken for the acoustic wave to propagate between the pair of elements in question. For the case where crosstalk from other elements in the array is due to acoustic coupling alone, the effective drive voltage $V_{\text{effective}}$ on an element can be calculated as shown in equation 7.6, where the original drive signal to the element $V_{\text{drive}}$ is modified by the acoustic crosstalk signal from each of the $N$ elements. The crosstalk contribution from element $n$ is given by the product of $b_n$, a number between 0 and 1
representing the strength of the crosstalk signal from that element, and \( V_n \), the drive signal applied to element \( n \). Equation 7.6 considers each voltage as a vector, allowing the phase of each to be included in the consideration. The term \( e^{i\theta_n} \) modifies the phase of the crosstalk signal to include the delay due to the time taken for the acoustic wave to propagate between the pair of elements in question. \( \theta_n \) is defined as shown in equation 7.7, where \( f \) is the frequency of vibration, \( d_n \) is the distance between the two elements and \( c \) is the speed of sound in the material between the two elements.

\[
\vec{V}_{\text{effective}} = V_{\text{drive}} + \sum_{n=1}^{N} e^{i\theta_n} b_n V_n \tag{7.6}
\]

\[
\theta_n = 2\pi f \frac{d_n}{c} \tag{7.7}
\]

For these simulations cross-coupling was included between pairs of elements where the inter-element pitch was no greater than 8 mm, while cross-coupling between pairs of elements where the inter-element pitch was greater than 8 mm was neglected. This was done to approximate the finding from the experimental crosstalk measurements (section 6.3), that the electrical coupling between pairs of elements with a pitch greater than 8 mm was small in comparison with the acoustic coupling between pairs of elements with a pitch less than 8 mm. For each element within the 60 element array, an average of 6.1 neighbouring elements lay within this 8 mm distance.

For element pairs spaced less than 8 mm apart the simulations assumed that the strength of the cross-coupling was independent of distance. While this is not strictly true (figure 6.3b suggests that the coupling is stronger at shorter element spacings) the large range in the strength of the cross-coupling for pairs of elements with the same inter-element pitch means that obtaining a meaningful relationship between pitch and the strength of the cross-coupling is difficult. The assumption that the strength of the cross-coupling between closely spaced elements is independent of distance allows the situation to be simplified, yet will still provide an insight into the effect of acoustic coupling on the field produced by the array.
Figure 7.18: Plot showing the strength of the simulated crosstalk between pairs of elements against the inter-element pitch. The plot is divided into three regions: In region A there is no data, since the array contains no element-pairs with a pitch of less than 4 mm (which is twice the element radius of 2 mm); In region B, which extends from inter-element pitches of 4 to 8 mm, the magnitude of the received crosstalk signal is constant, and for this example is equal to 6% of the drive signal; In region C, which comprises of inter-element pitches greater than 8 mm, no crosstalk was applied.

Figure 7.18 summarises the crosstalk configuration used in these simulations. For element pairs with an inter-element pitch between 4 and 8 mm the magnitude of the crosstalk was constant, as can be seen in region B in the figure. Simulations were performed to investigate the impact of four different strengths of acoustic cross-coupling with region B: 0%, 2%, 4% and 6%. In comparison, the experimental measured acoustic crosstalk between closely spaced elements (section 6.3.2) was at most 1.5% of the drive signal. The range of simulated crosstalk magnitudes therefore studied crosstalk up to a level somewhat greater than that measured experimentally.

Simulations were performed for fields focussed to depths of 60, 80 and 100 mm on the central axis of the array, and the results were analysed to look at the effect of acoustic crosstalk on the pressure distribution close to the array surface and on the depth of the focal region. The results of this analysis are illustrated in figure 7.19. It was found that the crosstalk had little effect on the pressure distribution close to the array surface, since there was little change in the Rayleigh distribution $\sigma$ as the strength of the crosstalk was increased (figure 7.19a). Figure 7.19b illustrates
that there was also little change in the depth of the focal region as the strength of the crosstalk increased. Figure 7.19c indicates that the focal intensity decreased as the strength of the crosstalk increased, but that the change was small. When the strength of the cross-coupling was 6%, which is significantly stronger than the acoustic crosstalk measured experimentally in section 6.3, the focal intensity was only between 1 and 3% lower (depending on focal depth) than in the simulations with no crosstalk.

In summary, the results indicate that crosstalk at levels similar to those measured experimentally will have little effect on the field produced by an array composed of a greater number of elements.

7.5 Summary

In summary, simulations were performed to investigate the origin of the differences between the experimentally measured and the simulated fields which were highlighted in chapter 6. While the impact of several factors was investigated, the characteristics of the experimental data could only be reproduced in the simulations by incorporating non piston-like vibration of the elements.

Further simulations investigated the addition of non piston-like vibration in greater detail, demonstrating that the inclusion of this factor can provide good
agreement between the simulated and experimentally measured fields in terms of the focal position, the distribution of pressures in the near-field, and the focal intensity for fields focussed away from the central axis of the array. While the non piston-like vibrational mode considered here is one possible mode that may affect the elements in the physical array, it may not be the same as the actual vibrational mode(s). However, it does enable the simulation tool to model the performance of the actual array, providing a means of predicting the behaviour of other arrays based on a similar structural design. In chapter 8 this is done to consider potential array designs and drive requirements for a device suitable for use in a clinical context.

Finally, results indicate that crosstalk at levels similar to the crosstalk measurements described in section 6.3 will have negligible effect on the field produced by an array composed of a greater number of elements.
Chapter 8

Feasibility for *in-vivo* applications

8.1 Introduction

The simulation and experimental results discussed so far have been limited to relatively low intensity focussed fields in a water medium. In this chapter, the feasibility of developing an array based on the same design scheme but intended for *in-vivo* applications will be considered.

8.2 Prediction of the focal intensity in tissue

The measurements of the focal intensity produced the fifteen element array in chapter 6 were made in a water-filled acoustic tank, and are therefore greater than the intensities that would be produced in deep tissue due to the difference in the attenuation coefficients for the two media. However, the feasibility of developing a device intended for clinical use based on the same design scheme as the fifteen element array can be investigated by using the measured intensity in water as a baseline from which predictions can be made of the intensities that could be achieved in tissue.

Many of the ultrasound transducers reported by other workers are aimed at HIFU applications, where the focal intensities are typically in the region of 1 kWcm$^{-2}$ [ter Harr, 1999] in order to raise tissue temperatures rapidly (within 1-2 seconds) to greater than 60 °C to ablate selected volumes of tissue. For hyperthermia
to be used in conjunction with chemotherapy or radiotherapy such high temperatures and rapid temperature rises are not required, and therefore lower intensities are more suitable. ter Harr [1999] gave the example that an intensity of 1 Wcm$^{-2}$ at 1 MHz would lead to a temperature rise in liver of 2.88 °Cmin$^{-1}$, assuming that all attenuation is due to absorption and neglecting heat transport away from the tissue. In practice, heat conduction and blood flow will mean that a greater intensity is required to produce the same rate of temperature rise in-vivo. In addition, the focus will need to be steered around the tumour volume to ensure uniform heating, and this will necessitate still further increase in the focal intensity if the same rate of temperature rise is to be achieved throughout the tumour volume. To account for these factors, values of between 50 and 300 Wcm$^{-2}$ (predicted by simulation) [Ibbini et al., 1987; Ju et al., 2003] have been proposed for the required focal intensity.

The peak focal intensity achieved by the fifteen element array when driven by a 1 MHz, 40 V peak-to-peak square wave was 23 mWcm$^{-2}$ at a depth of 60 mm in water. Taking into account the different attenuation coefficients of water and tissue (which are 0.0022 dBcm$^{-1}$ and approximately 0.5 dBcm$^{-1}$ respectively, as described in section 2.4), simulation shows that the fifteen element array would be capable of producing a peak focal intensity in tissue in the region of 11 mWcm$^{-2}$ when driven with the same drive conditions.

Clearly, this is well below the range of intensities suitable for hyperthermia. However, the experimental work described in chapter 6 demonstrated two straightforward routes by which the focal intensity can be increased without impacting on the geometry of the focal region:

1. Figure 6.2 demonstrated that the intensity measured in the far-field of a single element is proportional to the square of the drive voltage. Increasing the drive voltage of all elements in an array will therefore result in an increase in the focal intensity proportional to the square of the drive voltage increase.

2. Figure 6.9 showed that the focal intensity is proportional to the square of the number of elements. An additional benefit of this is that the intensities directly in front of each element at the array surface are reduced relative to
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the focal intensity.

The focal intensity that could be achieved in tissue by an array composed of a large number of elements and driven by a high drive voltage can be predicted from these relationships, taking as a baseline the focal intensity of 11 mWcm$^{-2}$ for the fifteen element array described above. As an example, a planar array of 60 circular elements, each of radius 2 mm and made of the same PZT-8 material, within an overall array radius of 22 mm would provide a peak focal intensity of 50 Wcm$^{-2}$ at a depth of 60 mm in tissue ($\mu = 0.5$ dBcm$^{-1}$) when driven by a square wave drive signal in the region of 675 V peak-to-peak. This example demonstrates that it should be possible to reach the lower end of the values reported for in-vivo hyperthermia using a practical array with a similar design to the fifteen element array, assuming that the medium remains linear and homogeneous at the higher field intensities.

However, other approaches would be needed to provide further increase in the focal intensity. Increasing the number of elements to greater than 60 becomes impractical if a random distribution of elements to be maintained, although a maximum of 91 elements is possible using a regular close-packed layout. Also, the prediction requires that the intensity is proportional to the square of the drive voltage at voltages up to 675 V, although in section 6.2 the relationship was confirmed only up to 280 V since that was the maximum that could be supplied by the present equipment. The use of drive voltages of a similar range has been reported by other workers such as Sokka and Hynynen [2000], who reported an intra-cavitary ultrasound array intended for prostate ablation where the device was designed to handle drive voltages of up to 500 V peak-to-peak.

Other potential routes towards increasing the focal intensity include the following:

1. Increasing the size of the elements in the array would increase the focal intensity (if the number of elements remains constant), since the focal intensity is proportional to square of the individual element area (equation 3.8). This
would require the array radius to be modified in order to satisfy equation 3.7, which would in turn result in an increase in the volume of the focal region according to the equations in 3.2. While the desirability of an increase in the dimensions of the focal region depends upon the geometry of the region being treated, a larger focal volume would make it easier to achieve hyperthermia due to the increase in the total power deposited in the tissue. The relationship between the element size and the geometry of the focal region will be discussed further in section 8.3.

2. Modification of the array construction design to inhibit non piston-like modes of vibration would be beneficial. As indicated in 7.15b the inclusion of non piston-like vibration (with the centre of each element leading the edge by 0.5\(\lambda\)) resulted in the focal intensity decreasing by approximately 60%. Further work would be required to look at the feasibility of this.

3. The addition of electrical impedance matching could improve the efficiency of the system and reduce the drive voltage requirements. Further experimental work would be required to quantify the potential benefits of this. However, impedance matching does have the disadvantage of making precise phase control of the drive signals more difficult. However, the results of the sensitivity analysis (section 7.3.2) suggest that the field produced by a phased array is likely to be tolerant of errors of \(\sim 1\%\) in the phase of the drive signals, since 6-bit quantisation of the phase had no impact on the field.

### 8.3 Proposed design improvements

The experimental results discussed in section 6.5 showed that while the fifteen element array was capable of creating a focus away from the central axis of the array, the intensity of the focus decreased the further off-axis it was moved. In addition, under steering the grating lobes became more prominent in comparison to the focus. This behaviour is not ideal as it will complicate the control mechanism required to maintain a constant temperature within the target region, since the intensity and
geometry of the focal region depends not only on depth, but also on steering angle. Removing this dependency on steering angle will reduce the complexity of the control problem.

The array design can be modified to ensure that the focal intensity and shape remain constant under steering, without any increase in the grating lobe intensities, by following the design approach illustrated in figure 8.1. Figure 8.1 illustrates a planar array of circular elements with an overall array diameter larger than that required for focussing to the target depth, and with the elements distributed randomly across the face of the array. To produce a focussed field, only a subset of the elements within the array would be driven. Figure 8.1a illustrates the subsets of elements that would be driven for focussing to depths of 60, 80 and 100 mm along the central axis of the array. Only the elements within a radius $a_{sub}$ from the projection of the focal position onto the array surface are included within the subset, where $a_{sub}$ is defined by equation 8.1 for a focal depth $f$, element radius $a_{el}$, and ultrasonic wavelength $\lambda$ with the medium. (Equation 8.1 can be derived from equation 3.6 by substituting $a_{sub}$ for $a_{arr}$ and setting $\Delta Path_{max} = \frac{\lambda}{2}$.)

$$a_{sub} = \frac{\lambda f}{\sqrt{4a_{el}^2 - \lambda^2}}$$  \hspace{1cm} (8.1)

This design approach is similar to that described by Seip et al. [2003] in their discussion of arrays for intra-cavitary HIFU applications. They reported simulations of an array where depth control and steering along the longitudinal axis of their array was achieved by driving only a subset of elements, which they called a ‘sub-aperture’, with their objective being to eliminate off-axis steering gain loss. However, a similar approach for a 2-D extra-corporeal would provide additional benefits which will be described in the present section.

For focussing away from the central axis of the array, a different subset of elements would be selected, as indicated in figure 8.1b for a focal position 10 mm to the side of the array’s central axis of symmetry at depths of 60, 80 and 100 mm. The advantages of this design approach are that under steering, the intensity and geometry of the focal region and the intensity and geometry of the grating lobes
Figure 8.1: Proposed design approach for a planar array where the focal geometry is independent of the focal position. In this example, the array radius $a_{arr}$ is 47 mm, the element radius $a_{el}$ is 2 mm and the total number elements in the array is 250. A limited subset of the elements is activated depending on the required position of the focal region: the elements within the blue (inner), green (middle) and red (outer) circles correspond to the active elements for focusing to depths of 60, 80 and 100 mm respectively. The subset of selected elements is different for (a) on-axis focusing and (b) off-axis focusing (in this case, to a position 10 mm off-axis).
remain constant. In addition, for an array in a non-attenuating medium the focal
dimensions are unaffected by focal depth. Instead, the focal dimensions are defined
by the element radius alone as shown in equations 8.2 and 8.3 for the -3 dB length
\( L_{-3dB} \) and width \( W_{-3dB} \) of the focal region respectively. As an example, for
an array designed to create a focal region region within a hypothetical tumour of
diameter 40 mm (as described in section 1.4), equation 8.2 can be used to indicate
that an element radius of approximately 3 mm or less should be used.

\[
L_{-3dB} \approx 8.1 \left( \frac{a_{el}^3}{\lambda} \right)^{\frac{1}{2}} \\
W_{-3dB} \approx 1.1 \left( \frac{a_{el}^3}{\lambda} \right)^{\frac{1}{4}}
\]

(8.2)

(8.3)

The geometry of the field close to the array surface will be affected by steer-
ing, due to the selection of different subsets of elements for each focal position.
That is, the positions of the local maxima and minima close to the array surface
will change according to the particular subset of elements in use. This would be
beneficial since it would make the heating in this region more uniform, rather than
being concentrated in a number of fixed locations.

The maximum focal depth \( f_z \) of the array is limited by the array geometry
as shown in equation 8.4, while the lateral steering distance from the central axis \( f_x \)
is limited by equation 8.5, where \( a_{arr} \) is the overall array radius. These equations
indicate that the focus can be positioned anywhere within a cone whose base is given
by the array edge and whose peak is given by the maximum focal depth \( f_{z,max} \). Inside
this cone, the geometry of the focal region is independent of the focal position, while
the intensity is dependent only on the focal depth \( f_z \). Steering to positions outwith
the cone is possible, but will result in a deterioration of the focal geometry and
intensity similar to the changes under steering that were described in section 6.5.

\[
f_z \leq \frac{a_{arr}}{\lambda} \sqrt{4a_{el}^2 - \lambda^2} 
\]

(8.4)
Simulations were performed for the array illustrated in figure 8.1 to investigate the relationships between the focal intensity and the focal depth, and the focal intensity and the density of elements in the array. The simulations included the effect of non piston-like behaviour using the technique discussed in section 7.4.1, such that the phase at the centre of each element led the edge sinusoidally by $\frac{\lambda}{2}$, and were performed for two homogeneous media: water and tissue. Figure 8.2 shows how the simulated peak focal intensities varied with element density and with focal depth in water (figure 8.2a) and tissue (figure 8.2b). The results demonstrate the focal intensity is greater at deeper focal depths, and this is a consequence of fact that a larger number of elements can be included within the active subset for deeper focussing.

The major disadvantage of this design approach is that the large number of elements in the array would require drive electronics providing a large number of drive channels. However, the number of elements could be reduced somewhat from
that of the example illustrated in figure 8.1 by increasing the element diameter, depending on the required focal dimensions. Also, drive electronics could be designed with a total number channels less than the total number of elements in the array, since only a subset of elements would be active at any one time.
Chapter 9

Conclusions

The research presented in this thesis has identified the scientific foundations that have the potential to lead to a transducer suitable for the creation of mild hyperthermia in deep body tumours. Several areas have been considered, and the main conclusions from each will be described here.

In chapter 3 simulation was used to determine the relationship between the design of a phased array and the characteristics of the field produced by the array. This study was necessary because although much research has been carried out by other workers in the field of transducer design (section 1.3.2), many of the conclusions from those studies apply specifically to the particular array design in question and cannot be applied more generally to other array configurations. Within this thesis, distinction has been made between two different types of parameter which define phased arrays: [i] Fundamental array parameters (such as the array diameter, radius of curvature and operating frequency); and [ii] Secondary array parameters (such as the individual element size, number density and layout geometry). Consideration of the fundamental array parameters alone has provided a new set of general equations which enable the geometry of the field produced by an idealised array to be related to the parameters which define the overall array geometry, keeping separate the impact of the secondary design parameters. These secondary parameters modify the field from the idealised case, and further simulations enabled the impact of these factors to be examined. This approach has led to the definition of a new upper limit which can be placed on the element size within an array (equation 3.7), providing a general rule which is applicable to any planar phased array. In addition, the simula-
tions have demonstrated the benefits of distributing the elements randomly within the array, confirming the observations of Goss et al. [1996] and Gavrilov and Hand [2000] that a random layout minimises the intensities of the grating lobes under steering. The results reported in section 3.5.4 also demonstrated that increasing the number density of elements also provides a reduction in the intensities of the grating lobes relative to the focal region, while having no impact on the geometry of the focal region.

The construction of a fifteen element phased array based on the design principles established within the simulation work was described in chapter 4, demonstrating a method of constructing robust arrays which are potentially suitable for clinical applications. In contrast to many of the transducer designs of other workers (discussed in section 1.3.2), the construction process described in the present work is relatively simple, requiring no machining of the PZT to form the elements in the array. Measurement of the inter-element cross-coupling (section 6.3) demonstrated that the crosstalk within the fifteen element array was primarily due to electrical coupling, while closer element spacings would lead to acoustic coupling becoming dominant. However, the crosstalk measured between pairs of closely spaced elements was typically less than 1.5% of the drive signal, and would have negligible impact on the field produced by large arrays manufactured using the same construction process (section 7.4.2).

In chapter 6 comparison was made between experimentally measured and simulated fields from the fifteen element array, demonstrating that there was good agreement in certain aspects (such as in the geometries of the focal region and grating lobes), while also revealing several differences between measured and simulated fields. In particular, the focal region was closer to the surface of the physical transducer in the measured fields compared to the simulation results, and there were numerous small high intensity regions between the surface of the transducer and the focus which were absent from the simulation fields. Since there is no existing standard technique of analysing the region of the field between the surface of the array and the focal zone, a new method was devised to characterise the distribution
of pressures by fitting a Rayleigh distribution to the data (section 5.5.2). Section 6.6 demonstrated the use of this technique as a method of quantitative comparison between experimental and simulated pressure distributions.

No standard methods have been reported for the investigation of the origin of differences between experimentally measured and simulated fields. In chapter 7 of this thesis the sensitivity of the array to a number of factors has been investigated through a simulated factorial experiment, in order to identify the factors which have the potential to cause the effects observed in the experimental data. This analysis indicated that the presence of a secondary vibrational mode within the elements of the array was the principal cause for both the shift in the position of the focus and for the unwanted maxima close to the surface of the array. While the impact of non piston-like vibrational modes on the field produced by single elements has been studied in the past [Hutchins et al., 1986], the impact of such modes on phased arrays has not.

Finally, the feasibility of the design approach described in this thesis for clinical applications was demonstrated. Extrapolation of the experimental results indicated that an array of 60 elements, based on the design described, driven by 675 V peak-to-peak pulses would be capable of producing a peak focal intensity of 50 Wcm$^{-2}$ at a depth of 60 mm in tissue, which is within the lower range of intensities appropriate for mild hyperthermia. Possible modifications to the array design have also been proposed, describing a design approach similar to that suggested by Seip et al. [2003] for intra-cavitary applications, using a large array where only limited subsets of elements are activated at any one time. In addition to the observation made by Seip et al. [2003] that such a design eliminates off-axis steering gain loss, the present work also demonstrated other improvements in field characteristics, in terms of a constant focal geometry being maintained independent of the position of the focus, and the avoidance of grating lobes under steering.

In summary, the research presented in this thesis has examined the underlying principles governing the characteristics of the field produced by phased array transducers. Experimental measurements have verified these relationships, and cal-
ulations based on the experimental results have demonstrated the feasibility of constructing an array suitable for clinical application of mild hyperthermia in deep tumours.
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