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Abstract:

Thermal management plays a critical role in battery operations to improve safety and prolong battery life, especially in high power applications such as electric vehicles. A lumped parameter (LP) battery thermal model (BTM) is usually preferred for real-time thermal management due to its simple structure and ease of implementation. Considering the time-varying model parameters (e.g., the varying convective heat dissipation coefficient under different cooling conditions), an online parameter estimation scheme is needed to improve modelling accuracy. In this paper, a new formulation of adaptive LP BTM is proposed. Unlike the conventional LP BTMs that only consider convection heat transfer, the radiative heat transfer is also considered in the proposed model to better approximate the physical heat dissipation process, which leads to an improved modelling accuracy. On the other hand, the radiative heat transfer introduces nonlinearity to the BTM and poses challenge to online parameter estimation. To tackle this problem, the simplified refined instrumental variable approach is proposed for real-time parameter estimation by reformulating the nonlinear model equations into a linear-in-the-parameter manner. Finally, test data are collected using a Li ion battery. The experimental results have verified the accuracy of the proposed BTM and the effectiveness of the proposed online parameter estimation algorithm.
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<td>BMS</td>
<td>Battery Management System</td>
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<tr>
<td>BTM</td>
<td>Battery Thermal Model</td>
</tr>
<tr>
<td>CRTM</td>
<td>Convection &amp; Radiation Base Thermal Model</td>
</tr>
<tr>
<td>CTM</td>
<td>Convection Based Thermal Model</td>
</tr>
<tr>
<td>EV</td>
<td>Electric Vehicle</td>
</tr>
<tr>
<td>ECM</td>
<td>Equivalent Circuit Model</td>
</tr>
<tr>
<td>LS</td>
<td>Least Square</td>
</tr>
<tr>
<td>LFP</td>
<td>LifePO4</td>
</tr>
<tr>
<td>LIB</td>
<td>Lithium Ion Batteries</td>
</tr>
<tr>
<td>LECTM</td>
<td>Lumped Equivalent Circuit Based Thermal Model</td>
</tr>
<tr>
<td>LP</td>
<td>Lumped Parameter</td>
</tr>
<tr>
<td>MSE</td>
<td>Mean Square Error</td>
</tr>
<tr>
<td>OCV</td>
<td>Open Circuit Voltage</td>
</tr>
<tr>
<td>RLS</td>
<td>Recursive Least Square</td>
</tr>
<tr>
<td>SRIVC</td>
<td>Simplified Refined Instrumental Variable Method for Continuous-Time Models</td>
</tr>
<tr>
<td>SoC</td>
<td>State of Charge</td>
</tr>
</tbody>
</table>

List of Symbols

<table>
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<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>Bulk Cell Density [kg m$^{-3}$]</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Bulk Specific Heat Capacity [kJ kg$^{-1}$ K$^{-1}$]</td>
</tr>
<tr>
<td>$T(t)$</td>
<td>Cell Temperature [°C]</td>
</tr>
</tbody>
</table>
\[ Q_c \text{ Convective Heat Transfer [W]} \]
\[ h \text{ Convective Transfer Coefficient [W} \cdot \text{m}^2 \cdot \text{K}^{-1}] \]
\[ Q_e \text{ Electrolyte Phase Potential [V]} \]
\[ \varepsilon \text{ Emissivity Coefficient} \]
\[ Q_{\text{loss}} \text{ Exchanged Heat Rate [W]} \]
\[ Q_{\text{gen}} \text{ Heat Generation Rate [W]} \]
\[ T_m(t) \text{ Measured Cell Temperature [°C]} \]
\[ OCV \text{ Open Circuit Voltage [V]} \]
\[ Q_r \text{ Radiative Heat Transfer [W]} \]
\[ h_r \text{ Radiative Transfer Coefficient [W} \cdot \text{m}^2 \cdot \text{K}^{-1}] \]
\[ Q_s \text{ Solid Phase Potential [V]} \]
\[ \sigma \text{ Stefan –Boltzmann Constant} \]
\[ A \text{ Thermal Area [M]²} \]

**List of Subscript**

<table>
<thead>
<tr>
<th>amb</th>
<th>Refers to Ambient Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>Refers to Convection</td>
</tr>
<tr>
<td>loss</td>
<td>Refers to Dissipation</td>
</tr>
<tr>
<td>F</td>
<td>Refers to Filtered Signal By I/A</td>
</tr>
<tr>
<td>I</td>
<td>Refers to Iteration Number</td>
</tr>
<tr>
<td>On</td>
<td>Refers to Online Estimation</td>
</tr>
<tr>
<td>r</td>
<td>Refers to Radiation</td>
</tr>
</tbody>
</table>

## 1 Introduction

Lithium ion batteries (LIBs) are the technology of choice in applications ranging from consumer electronic devices to electric vehicles (EVs) due to their relatively high energy and power densities. The most significant shortcoming of LIBs, however, is the changing performance and efficiency under different operation conditions [1]. Knowing and understanding varying battery properties are crucial in defining the operational capability of the battery. One of the significant factors impacting battery performance and safety is temperature [2, 3] and therefore, observing and tracking the battery temperature is one of the key functions of the battery management system (BMS) [4]. Model-based methods are typically employed for battery temperature prediction and control.

There are different types of battery thermal models (BTMs) and each model is designed to fulfill requirements for a specific application. Models with high complexity are typically used for offline system analysis [5] while simpler models are preferred for real-time control, prediction and diagnostic applications [6-8]. Models are often classified as white, grey or black-box. The distinction is based on how much prior knowledge of the physical system is required to generate the model. The white-box model is typically derived using the first principle laws and its parameters are mostly obtained from experiments and physical properties of the system [9]. The one, two or three dimensional electrochemical-thermal models of the battery presented in [10-14] are known as white-box models. These models have already included the radiation heat transfer, for instance, in [15]. This class of models offers significant knowledge for analyzing the batteries but requires high computational cost. On the other hand, the black-box modelling approach requires little physical principles of the battery and relies on data-driven statistical estimation theory [9]. There are different approaches within this class such as artificial neural networks [16, 17]. These black-box models can give accurate temperature prediction provided that sufficient data are available for model training, but at the cost of losing physical relevance of model parameters such as the thermal capacity and thermal conductivity. Grey-box model is a compromise of white-box model and data-driven black-box model. One such ‘grey’ approach is the reduced-order thermal model derived from the partial differential equations used in the electrochemical-thermal models. The order reduction occurs, for example, in the discretisation stage where each control volume or element is considered to be a first-order sub-model. In other approaches such as the frequency-based method in [18], the transcendental transfer function is obtained and then reduced to a selected-
order rational transfer function. The challenge when using reduced-order models is that although the computational time is relatively less than the time required by the electrochemical model, it is still not sufficiently efficient for online control applications [18, 19].

Another type of grey-box models is lumped-parameter (LP) model, which can be considered to be the most efficient approach in real-time thermal management applications [7, 8] due to the simplicity of parametrisation and ease of implementation. The model structure is derived based on physical knowledge, while the model parameters are estimated using test data. Different types of LP BTMs have been proposed in the literature [8, 9] [20-22] [6]. For example, [20-22] [6] proposed a lumped equivalent circuit-based thermal model (LECTM) for batteries. The model can be used not only for capturing the evolution of the surface temperature, but also for the battery internal temperature prediction and estimation. The LECTM is suitable for on-board thermal management applications due to the simple model structure, low computational complexity, ease of parametrisation, and acceptable accuracy. One limitation of the LECTM is that only the convective heat dissipation is considered in the heat transfer sub-model, while the heat radiation is normally neglected. The convective transfer is governed by the ambient temperature surrounding the battery while the radiative transfer is governed by the surface geometry and depends on the material, colour, and texture of the surface. In reality, this heat radiation can account for a large percentage in the overall battery heat dissipation when the ambient temperature is close to the cell temperature [6, 7, 23-25]. The contribution of the radiative heat transfer can be significant and even becomes dominant with respect to convective heat transfer as the operating temperature becomes higher [26]. A study on heat dissipation [27] showed that radiative heat from cells can constitute up to 50% of total heat dissipation during oven exposure testing. Therefore, the radiative heat transfer needs to be considered in the LECTM to better approximate the physical heat dissipation process and to improve the model accuracy. Furthermore, by including the radiative heat transfer in the BTM, the estimated convective term better represents the actual physical phenomenon, as will be explained by the experimental results in the later section.

Another key issue in the LECTM is that the model parameters depend on the environment temperature which is influenced by the ambient temperature or the flow rate of the cooling liquid. From a control aspect, the thermal management is requested, on one hand, to drive the battery within the optimal working temperature range and, on the other, to maximise the energy saving through thermal control by minimising the forced convection so that the use of the natural convection is maximised [28]. In the case of forced convection, the convective coefficient varies with the coolant mass and flow rate and is a key factor for designing the cooling system. Therefore, an online parameter estimation scheme is needed to track varying parameters of the battery model in order to improve the model accuracy for control applications.

Once the model structure is determined, the next step is to estimate the parameters. The simplified refined instrumental variable method in continuous-time domain (SRIVC) has been employed to estimate the parameters [29]. The SRIVC is the direct parameter estimation approach employing a filter and instrumental variables (IVs) to provide an optimal statistical solution of parameter estimation for the selected thermal model with noises. To deal with the problem of time-varying model parameters of the LECTM, The adaptive SRIVC method is adopted, which can, in iterative manner, optimise the filter parameters and generates estimates that are asymptotically efficient (minimum variance) and consistent. The resulted optimal filter is therefore more adaptable compared to the user-defined ones in the traditional approaches, such as the state variable filter or generalised Poisson moment functional methods. Moreover, the SRIVC method offers a rapid convergence, providing consistent and asymptotically unbiased parameter estimates even facing with non-uniform white noises [30, 31].

The novelties and contributions are summarised as follows. First, to improve the modelling accuracy, the radiative heat transfer term is integrated in the proposed BTM. Consequently, the estimated model parameters become more representative of the physical thermal phenomena of the battery. Second, to deal with the parameter estimation problem with model nonlinearity introduced by the radiative heat term, the SRIVC is adopted to estimate the model parameters directly from observable data such as the current, voltage and battery surface temperature. Third, an online parameter estimation scheme is proposed to keep track of the varying parameters based on the nonlinear model. This is achieved by reformulating the original nonlinear model equations to a multi-input single-output linear-in-the-parameter structure. This adaptability improves the prediction accuracy of the model. Finally, experimental test data are collected using a 10Ah 3.2V prismatic LiFePO4 cell, under two different heat dissipation conditions, i.e., natural and forced air convections. The effectiveness of the proposed model and the online parameter estimation algorithm is validated by the experimental results.
This paper is organised as follows, Sections 2 addresses the thermal model derivation from first principle while Section 3 shows the reformulation for describing the model in a linear-in-the-parameter way. The simplified refined instrumental variable methods for off-line and online parameter estimation are addressed in Section 4 and 5, respectively. The experimental data is presented in Section 6 and this data is used for model parameter estimation using the method given in Sections 3 and 4. The results of off-line model comparison and online parameter estimation are discussed in Section 7. Finally, conclusions and further work are presented in Section 8.

2 Lumped Parameter Simplified Heat Transfer Model Description

Conservation of energy for a Li-ion cell with lumped thermal capacity balances accumulation, heat dissipation, and heat generation terms as:

\[ c \frac{dT(t)}{dt} = Q_{gen}(t) - Q_{loss}(t) \]  

which describes the evolution of cell temperature \( T \), with time. In (1), \( c = \rho C_p \) is the battery thermal capacity, where \( \rho \) is the bulk cell density [kg\cdotm^{-3}], \( C_p \) the bulk specific heat capacity [kJ\cdotkg^{-1}\cdotK^{-1}], \( Q_{gen}(t) \) is the heat generation rate in the battery [W] and \( Q_{loss}(t) \) the heat exchanged with the surrounding environment, which is given by the sum of the convective and radiative heat transfer terms. The convective heat transfer term is expressed through Newton’s law as:

\[ Q_c(t) = h_c (T(t) - T_{amb}(t)) \]  

where \( T_{amb}(t) \) is the ambient temperature and \( h_c = hA \), where \( h \) is the convective transfer coefficient [W\cdotm^{-2}\cdotK^{-1}] and \( A \) the thermal area [m^2]. The radiative heat transfer follows the Stefan-Boltzmann law, expressed as follows:

\[ Q_r(t) = \varepsilon \sigma A (T^4(t) - T_{amb}^4(t)) \]  

where \( \varepsilon = \varepsilon \sigma A \), where \( \varepsilon \) is the emissivity coefficient which defines how efficiently the surface emits energy relative to a blackbody and \( \sigma \) the Stefan–Boltzmann constant \( (5.67 \times 10^{-8} \text{ [W\cdotm}^{-2}\cdot\text{K}^{-4}]) \).

There are four sources of heat generation in a lithium ion battery under charging/discharging operations, including: heat generated from resistive dissipation (Joule heating), the entropy of the cell reaction, side reactions and the heat of mixing [32]. As shown by Uddin et al. [33], in operation, Joule heating dominates heat generation. Physically, this contribution to heat generation represents the irreversible resistive dissipation caused by the deviation of the surface over-potential, which is the difference between the solid phase potential \( Q_s(t) \) and electrolyte phase potential \( Q_e(t) \), from the volume averaged open circuit voltage (OCV) due to a resistance of the passage of current \( (i) \) and is expressed as:

\[ Q_{gen}(t) = i(t)(\nu(t) - OCV(t)) \]  

where \( i(t) \) and \( \nu(t) \) are the measurable current and terminal voltage respectively. \( OCV(t) \) is the battery OCV that can be obtained from Galvanostatic Intermittent Titration Tests [34] and is a function of state of charge (SoC). It is assumed that the battery SOC (and thus OCV) is obtained through coulomb counting or other existing techniques such as those presented in [1, 35, 36].

This paper considers two scenarios for heat dissipation, \( Q_{loss}(t) \). The first model only considers the convective heat dissipation, i.e., \( Q_{loss}(t) = Q_c(t) \) in (1) and is termed convection-based thermal model (CTM) while the second model considers both radiation and convection in heat dissipation, i.e., \( Q_{loss}(t) = Q_c(t) + Q_r(t) \) in (1) and is known as convection and radiation-based thermal model (CRTM).
3 Problem Reformulation

The CRTM is the nonlinear model with respect to cell temperature, due to the fourth order temperature terms arising from the radiative heat transfer defined in (3). This may lead to problems with commutative properties of the filter with the nonlinear ordinary differential equations, see [37]. To deal with this problem, the CRTM is reformulated to be a linear-in-the-parameters model. Hence, the CRTM in (1) can be described by the multi-input single-output ordinary differential equation, expressed in a polynomial form as:

\[
Q_{gen}(t) = i \left[ v(t) - OCV(t) \right]
\]
\[
K_r(t) = T^4(t) - T_\text{amb}^4
\]
\[
A(D)T(t) = b_3 Q_{gen}(t) - b_2 K_r(t) + a_0 T_\text{amb}
\]
\[
T_m(t) = T(t) + e(t)
\]

where \(T_m(t)\) is the measured temperature, \(e(t)\) represents the measuring noise which is assumed to be white (zero mean) noise, the ambient temperature \(T_\text{amb}\) is assumed constant and the nonlinear term \(T^4(t)\) can be approximated as \(T^4(t) \approx T_m^4(t)\) [37] (because the signal to noise ratio is large in the case of the \(T_m(t)\)). \(A(D)\) is the output polynomial obtained from (1) and (2), and expressed as:

\[
A(D) = D + a_0
\]

where \(a_0 = \frac{b_3}{c}, b_2 = \frac{b_3}{c}, b_r = \frac{b_3}{c}\) and the differential operator \(D\) is defined such that \(D = \frac{d}{dt}\). It can be noted that the derivative term of the ambient temperature (\(DT_\text{amb}\)) is neglected because the ambient temperature is assumed to be constant.

The CTM is a special case of the CRTM when \(b_r = K_r = 0\). This leads to the removal of all the radiative terms in (5).

4 SRIVC Method for Thermal Model

In this section, the SRIVC method is adopted for the model parameter estimation. The minimised error function is given by:

\[
\epsilon_T(t) = T_m(t) - \frac{b_3}{A(D)} Q_{gen}(t) - \frac{b_2}{A(D)} K_r(t) + \frac{a_0}{A(D)} T_\text{amb}
\]

where the ambient temperature \(T_\text{amb}\) is assumed to be constant. Considering zero initial conditions, the Laplace transform of (7) is given as:

\[
\epsilon_T(s) = T_m(s) - \frac{b_3}{A(s)} Q_{gen}(s) - \frac{b_2}{A(s)} K_r(s) + \frac{a_0}{A(s)} T_\text{amb}(s)
\]

where \(T_\text{amb}(s) = \frac{1}{s} T_\text{amb}\) and the Laplace transform of the output polynomial is expressed as:

\[
A(s) = s + a_0
\]

To approximate the derivative terms, while retaining \(\epsilon_T(s)\) on the left-hand side of (8) without filtering, a filter \(\frac{1}{A(s)}\) is introduced in the first term on the right-hand side of (8). This leads to the introduction of an output polynomial \(A(s)\) in the first term of (8) as follows:
\[ e_r(s) = A(s) \frac{1}{A(s)} T_m(s) - b_g \frac{1}{A(s)} Q_{gen}(s) - b_r \frac{1}{A(s)} K_r(s) + a_{0} \frac{1}{A(s)} T_{amb}(s) \] (10)

Equation (10) can then be transformed back to the time-domain as:

\[ e_r(t) = A(D) \frac{1}{A(D)} T_m(t) - b_g \frac{1}{A(D)} Q_{gen}(t) - b_r \frac{1}{A(D)} K_r(t) + a_{0} \frac{1}{A(D)} T_{amb} \] (11)

Equation (11) can be expressed in the filtered form as:

\[ \varepsilon(t) = A(D)T_{m,f}(t) + b_g (D)Q_{gen,f}(t) - b_r (D)K_{r,f}(t) + a_{0}T_{amb,f}(t) \] (12)

where

\[ T_{m,f}(t) = \frac{1}{A(D)} T_m(t) \]

\[ Q_{gen,f}(t) = \frac{1}{A(D)} Q_{gen}(t) \]

\[ K_{r,f}(t) = \frac{1}{A(D)} K_r(t) \]

\[ T_{amb,f}(t) = \frac{1}{A(D)} T_{amb} \] (13)

Subsequently, the expression (12) is re-arranged into a pseudo-regression form, which can be solved using the least squares (LS) solution:

\[ DT_{m,f}(t_k) = \varphi^T_{f}(t_k) \theta + \varepsilon(t_k) \] (14)

where the index ‘k’ indicates the sample number and thus \( T_{m,f}(t_k) \) is the sampled form of \( T_{m,f}(t) \), the \( \varepsilon(t_k) \) is the modelling error, and \( \varphi^T_{f} \) and \( \theta \) are in turn the regression and parameter vectors given as:

\[ \varphi^T_{f}(t_k) = \begin{bmatrix} T_{amb,f}(t_k) & -T_{m,f}(t_k) & Q_{gen,f}(t_k) & -K_{r,f}(t_k) \end{bmatrix}^T \] (15)

\[ \theta = \begin{bmatrix} a_{0} & b_g & b_r \end{bmatrix} \] (16)
The block diagram of the filter in (13) which can be mapped into Simulink is given in Figure 1. Figure 1 shows how the filter can generate the \( T_{m,f}(t_k) \) signal and their derivatives from \( T_m(t_k) \).

The SRIVC method is implemented as a two-stage algorithm provided below:

Stage 1: The initial model parameters of the output polynomial need to be obtained for the purpose of deducing the time derivatives of the output signals, which are subsequently used in stage 2. Several existing techniques such as state variable filtering can be applied for this purpose. The obtained initial parameters are used by the stable filter, whose the denominator has the same order as the output polynomial \( A(D) \), i.e.,

\[
F = \frac{1}{D + 1} \tag{17}
\]

The parameters in (16) can be initialised as \( \hat{b}_g(\theta_0) = 1, \hat{b}_r(\theta_0) = 0 \), and \( \hat{a}_0(\theta_0) = 1 \), where hatted symbols represent the estimated values.

Stage 2: Iteratively repeat steps (I) to (IV), defined below, until the sum of the square difference between \( \hat{\theta}_l \) and \( \hat{\theta}_{l-1} \) is satisfactorily small, for example \( \sum \left( \hat{\theta}_l - \hat{\theta}_{l-1} \right)^2 < 10^{-3} \) where the subscript \( l \) indicates the current iteration step and \( l - 1 \) indicates the previous iteration step.

I. Generate the simulated output to be instrumental variable:

\[
\hat{T}(t) = \frac{\hat{b}_g(\theta_{l-1})}{A(D, \theta_{l-1})} Q_{gen}(t) - \frac{\hat{b}_r(\theta_{l-1})}{A(D, \theta_{l-1})} K_r(t) + \frac{\hat{a}_0(\theta_{l-1})}{A(D, \theta_{l-1})} T_{amb} \tag{18}
\]

II. Pre-filter \( T_m, \hat{T}, Q_{gen}, K_r, \) and \( T_{amb} \) using \( A(D, \theta) \) in (13) and Figure 1.

III. Extract the parameters using an instrumental variable LS procedure:

\[
\theta_l = \left[ \frac{1}{N} \sum_{k=1}^{N} \hat{\phi}_r(t_k) \phi_r^T(t_k) \right]^{-1} \frac{1}{N} \sum_{k=1}^{N} \hat{\phi}_r(t_k) DT_{m,f}(t_k) \tag{19}
\]
where the regression vector $q_f^T$ is obtained by (15) and the regression vector of instrumental variables, 

$$\hat{\phi}_f(t_k),$$

is defined as follows:

$$\hat{\phi}_f(t_k) = \begin{bmatrix} T_{amb,F} - \hat{T}_f(t_k) & Q_{gen,F}(t) & -\hat{K}_{r,f}(t) \end{bmatrix}$$ (20)

IV. Update $\hat{b}_f(\theta_l), \hat{b}_r(\theta_l), \hat{A}(D, \theta_l)$ and $\hat{a}_0(\theta_l)$.

The above procedure identifies offline the model parameters, which will further be used as initialization of the online parameter estimation procedure in the next section.

5 Online Parameter Estimation and Updating

This section presents how the convective coefficient can be online tracked, as this convective coefficient depends on the heat dissipation condition, i.e., natural or forced air convection. On the other hand, both the thermal capacitance and the radiative coefficient are assumed to be constant [38] and obtained from off-line model estimation using the experimental data.

The regression vector in (14) is reformulated and expressed as:

$$y(t_k) = \varphi_{On,F}^T(t_k) \theta_{On} + \varepsilon(t_k)$$ (21)

where the subscript $On$ refers to online and $\theta_{On} = \theta_0$, \( \varphi_{On,F}^T(t_k) = T_{amb,F} - T_{m,F}(t_k) \) and the output $y(t_k)$ is calculated using heat generations and the estimated radiative heat transfer as:

$$y(t_k) = DT_{m,F}(t_k) - \hat{b}_f Q_{gen,F}(t_k) + \hat{b}_r K_{r,f}(t) t_k$$ (22)

Following the classical derivation of the recursive LS (RLS) algorithm with an inherent mechanism for tracking time-varying parameters, the general form of the RLS is expressed as [31]:

$$L(t_k) = P(t_k) \varphi_{On,F}^T(t_k) \left( 1 + \varphi_{On,F}^T(t_k) P(t_k) \varphi_{On,F}(t_k) \right)^{-1}$$

$$\hat{\theta}_{On}(t_k) = \hat{\theta}_{On}(t_k) + L(t_k) (y(t_k) - \varphi_{On,F}(t_k) \hat{\theta}_{On}(t_k))$$ (23)

$$P(t_k) = \frac{1}{\lambda} \left( P(t_k) - L(t_k) \varphi_{On,F}^T(t_k) P(t_{k-1}) \right)$$

where $P$ is the parameter covariance matrix. The initial values of $P(0)$ are selected as $P(0) = \mu I$ where $\mu > 0$ and $I$ is an identity matrix while $\lambda$ is the forgetting factor. In this paper, these parameters are selected such as $\lambda = 0.9999$ to avoid parameter fluctuation [31] and $P(0) = 10^{-3} \times I$. This is because $\theta_{On}(0)$ is the estimated vector, $\hat{\theta}_{On}(t_k) \big|_{t_k=0} = \hat{\theta}_{On}(0)$, derived from the off-line SRIVC estimation ($t$ represents the iteration number and $t = 1$ in the case of the initial value). This means there is no need for large corrections.

The iterative online estimation process at each time $t_k$ is summarised as follows:

I. Set $l = 1$, $\hat{\theta}_{On}(t_k) = \hat{\theta}_{On}(t_{k-1})$.

II. Update $\hat{A}(D, \hat{\theta}_{On,l-1}(t_k))$ in (13).

III. Filter $T_m$, $Q_{gen}$, $K$, and $T_{amb}$ using $\hat{A}(D, \hat{\theta}_{On,l-1}(t_k))$ as given in (13).

IV. Obtain the estimated parameters $\hat{\theta}_{On}(t_k)$ using RLS given in (23).

V. Update $l$, $l = l + 1$. 8
VI. Steps II to V are repeated for four iterations where convergence of the parameter is very rapid. It requires two or three iterations, for convergence analysis, see [39].

VII. Set \( \hat{\theta}_{th}(t_k) = \hat{\theta}_{th,k} \).

6 Experimental Setup

In this work, commercially available Li-ion prismatic cells with a LiFePO\(_4\) (LFP) cathode and LiC\(_6\) (graphite) anode were used. An electronic charger and an electronic load were used to cycle the battery. The test procedure was controlled by a National Instruments Compact-RIO system, which also logged the test data, including the voltage, current and temperature measurements. The rated capacity and nominal voltage of the cells are 10 Ah and 3.2V, respectively. The battery casing is made of Aluminium with dimensions 13.0 x 6.8 x 1.8 cm. Two thermocouples were attached to the battery shell surface, as illustrated in Figure 2. In order to isolate the effect of fluctuating ambient temperatures, all the tests were carried out at 25°C within an environmental chamber. The battery was cycled using a programmable charger and an electronic load (with associated monitoring and control software) to generate the DC load profile. The difference between the two temperature measurements was within 2 °C and therefore, either one could be selected as the approximate overall cell temperature. The maximum current rate is 3C, i.e., 30A, and the limit voltage for charging and discharging are 3.65V and 2.5V, respectively.

The experiments were conducted at the EV and Smart Grid Lab, Queen’s University Belfast and experimental data under two different heat dissipation scenarios were collected for comparison. Each test dataset consisted of a sequence of charging/discharging at different rates, and two self-heat tests using 3C pulsed charging-discharging were also applied to raise the cell temperature to a higher level. The sampling interval is 0.5 [s] for the current, voltage and temperature measurements.

The test data are collected under two different heat dissipation conditions. Datasets 1 and 2, illustrated in Figure 3, were collected under natural air convection. One data set was used for modelling training processes and the other one was used for validation. While forced air convection using a fan was employed when collecting test data set 3, as shown in Figure 4. Due to the different heat dissipation conditions, the thermal model parameters will be different. This data set was then used for investigating the online parameter estimation scheme presented in Section 5.

Figure 2: A schematic diagram of the battery cell.
Figure 3: Two natural convection data sets, one for modelling and the other for validation, are presented in black solid and grey solid lines, respectively where (A) shows current profile, (B) shows measured voltage (C) gives approximated SoC using coulomb counting approach given in [36] and (D) shows heat generation profile corresponding to (4) and self-heat test part is from 7.8-8.4 [hr] in (A, B and D) and zoomed in under each figure.
Figure 4: Forced convection data is presented in (A) the current profile, (B) the measured voltage (C) the approximated SoC and (D) the heat generation profile corresponding to (4) and self-heat test part is from 7.8-8.4 [hr] in (A, B and D) and zoomed in under each figure.
7 Results and Discussion

The model evaluation process can be divided into different phases as summarised below:

i. Experimental phase: this phase is to collect a set of data including the battery current, voltage and temperature for natural and forcing convection scenarios (Section 6)

ii. Offline modelling and validation: the collected data under the natural convection (datasets 1 and 2) is used for the offline parameter estimation of CTM and CRTM and model validation, using the algorithm in Section 4.

iii. Online modelling: The test data under the forced convection (dataset 3) is used for validating the online parameter estimation scheme. Here, the offline estimated CRTM parameters are used as parameter initialization for the online estimation.

iv. The results obtained from ii and iii are then discussed.

7.1 Offline model parameter estimation results

This section presents a comparison of the modelling accuracy between the CTM and CRTM. The parameters of CTM and CRTM have been estimated offline using the first dataset under the natural air convection as shown in Figure 3 by the SRIVC method presented in Section 4. The resulted parameters of both models are given as follows,

\[
\begin{align*}
\text{CTM} & \Rightarrow \begin{cases} 
\hat{c} = 399.7922 \\
\hat{h} = 13.0121 
\end{cases} \\
\text{CRTM} & \Rightarrow \begin{cases} 
\hat{c} = 418.1638 \\
\hat{h} = 8.0887 \\
\hat{h}_c = 9.9136 \times 10^{-10}
\end{cases}
\end{align*}
\]

The total exposed battery surface area is \( A \approx 0.0248 \text{ m}^2 \). Therefore, the estimated radiative coefficient \( h = 9.9136 \times 10^{-10} \text{ W.K}^{-1} \) gives rise to the battery surface emissivity, an amount of \( \varepsilon = \frac{h}{A\sigma} = \frac{9.9136 \times 10^{-10}}{0.0248 \times 5.67 \times 10^{-3}} = 0.705 \), which is in line with the range of reported emissivity values for the surface of lithium ion batteries [27]. Another critical result is the convective coefficient \( \hat{h} \). According to physical analysis [38, 40, 41], typical values for natural convection coefficients with air lie between \([-10 \text{ W.m}^{-2}.\text{K}^{-1}]\). Therefore, compared to the traditional CTM, the CRTM gives rise to the modelling accuracy in term of representing the physical thermal convective process. To sum up, the estimated parameters of the CRTM model are more in accordance with the physical interpretation, which can be therefore effectively support the online thermal estimation using the proposed approach.

The training results of both the models are then plotted in Figure 5. The results show the good performance of both models. The peak errors were observed during the fast temperature changes, which was probably caused by the model order reduction from the physical process. However, the modelling errors of the CTM and CRTM were in turn less than 1.2 and 1°C, which were acceptable for battery applications.

In terms of the modelling accuracy, the CRTM showed the better performance compared to that of the CTM, as analysed in Figure 5 (B). The mean square error (MSE) generated by the CTM was 0.2452°C\(^2\) while it was more
than three times lower for the CRTM, 0.0724°C². This was expected since the latter was the higher fidelity model accounting for the radiation factor.

Next, the models with the trained parameter sets were validated using the second data set (Figure 3). The similar performance were then obtained as shown in Figure 6. The corresponding MSEs were 0.3434°C² and 0.1889°C² for the CTM and CRTM, respectively.

It also can be observed from Figure 5 and 6 (as indicated by the ‘red’ boxes) that the CRTM could fit the heat dissipation nonlinearity during the temperature relaxation process more accurately than the CTM model. This implies the effectiveness of considering the radiative heat generation in designing the thermal model.

Figure 5: Modelling performance of CTM and CRTM for temperature prediction where (A) shows the actual temperature, predicted temperature using CTM and predicted temperature using CRTM, presented in dotted-black line, solid grey and solid black lines, respectively; and (B) presents the difference between the actual and predicted temperature using CTM in grey solid line and using CRTM in black solid line.

Figure 6: Model validation results of the CTM and CRTM where (A) shows the actual temperature, predicted temperature using CTM and predicted temperature using CRTM, presented in dotted-black line, solid grey and solid black lines,
respectively; and (B) presents the difference between the actual and predicted temperature using CTM in grey solid line and using CRTM in black solid line.
7.2 Online estimation of the convective coefficient

The test dataset 3 under forced air convection is used here to validate the adaptive parameter estimation scheme presented in Section 6. The CRTM model parameters offline estimated using dataset 1 under natural convection, \( \hat{c} = 418.1638, \hat{h} = 8.0887, \hat{\zeta} = 9.9136 \times 10^{-10} \) as presented in Section 7.1, were used to initialise the parameter estimation. The heat conductivity under forced air convection \( \hat{h} \) will become higher compared with natural convection. The online estimation scheme for the convective coefficient was integrated such that the evolution of \( h = \frac{\hat{h}}{A} \) of the thermal model in (2) can be well forecasted in order to improve the accuracy of the thermal prediction. The goal is to achieve a smooth parameter convergence with a small error rather than fast convergence with a lot of fluctuations. The battery temperature prediction was carried out using both the CTM and CRTM models and the results were plotted in Figure 7 (A).

As seen in this figure, the prediction performance using the CTM was very poor with more than 20°C modelling error (black dashed line in Figure 7 (A)). The main reason was the CTM model with its fixed parameters was derived from the different cooling condition. Hence to improve the thermal prediction accuracy, it is necessary to update the model parameters online to adapt to the condition changes. This could be well addressed using the developed online parameter estimation approach.

For the CRTM model, the convective coefficient was online one-step-ahead regulated based on the prediction error. As the result, the prediction performance was significantly improved compared to that of the constant-parameter CTM. The maximum prediction error in this case was only around 1.5°C. Figure 7 (C) shows how the convective coefficient behaved under the forced cooling scenario. The initial value of the convection coefficient, \( \hat{h}(t) = \frac{h}{A} = 8.09 \text{[W m}^{-1} \text{K}^{-1}] \), was derived under the nature convection condition. It can be seen from Figure 7 (D) that there was a large convergence of \( \hat{h}(t) \) toward \( 52 \text{[W m}^{-2} \text{K}^{-1}] \) in the first 10 minutes which then settled to \( \hat{h}(t) \approx 48 \text{[W m}^{-2} \text{K}^{-1}] \). The increase in the convective coefficient is due to the increase in the air fluid velocity and this matches the forced convective description given in [42]. The peak value of \( \hat{h} \) was at \( t \approx 0.2 \text{[hr]} \) and the rapid convergence was due to the large error at the initiation shown in Figure 7 (B), which represents the transient stage. When the modelling error occurs as shown in Figure 7 (B), there is a corresponding correction of the model parameter from RLS as illustrated in Figure 7 (D). This can be noted at around \( t \approx 0.15 \text{[hr]}, 1.3 \text{[hr]}, 2.3 \text{[hr]}, 5.8 \text{[hr]} \) and \( 6.2 \text{[hr]} \).
Figure 7: The results of online estimation of the convective coefficient and temperature prediction of thermal model using test data set 3, shown in Figure 4 where (A) shows the actual temperature profile in black solid line, predictive using the offline model in black dashed line and predicted using online model with using the online estimated convection coefficient presented in (D); (B) gives the error between the actual and online estimated temperature; (C) presents the error between the actual and offline estimated temperature and (D) presents the online estimation of the estimated convection coefficient.
7.3 Radiation and convection heat transfer analysis

To show the necessity of including the radiative term in the thermal model, the quantities of the radiation and convection heat transfer were compared. Figure 8 (A,B) show that the radiative heat transfer was relatively significant compared with the convective heat transfer in case of the natural convection. Values for the estimated radiative coefficient (9.9136 ×10⁻⁴ W.K⁻¹) give rise to a calculated battery surface emissivity value of 0.702 which is in line with the range of reported emissivity values for the surface of lithium ion batteries [27]. Under forced air convection, the conductivity coefficient increased noticeably, leading to a reduced portion of the radiation transfer in the overall heat dissipation, as shown in Figure 8 (C).

The rise in the estimated convective coefficient, shown in Figure 7 (C) in the first half an hour, causes a large decrease in the importance of the radiative heat transfer relative to the forced convection. Nevertheless, as the estimated convective coefficient converged to approximately 0.9 during the remaining simulation time, as shown in Figure 8 (C) the radiative heat transfer term becomes more significant.

Therefore, this proposed model can be significant for prediction and monitoring applications in the case of natural convection, low forced convection or natural-forced convection, where the radiative heat dissipation plays a significant part. Furthermore, the online estimation of the convective coefficient offers a better modelling performance for the control and management applications when it is not always under a constant forced convection.

Figure 8: Estimated convection and radiation heat transfer, given in (2) and (3), are presented in black-sold and grey-slid lines, respectively, where (A) shows the estimated convection and radiation heat transfer with natural convection for modelling data, (B) shows the estimated convection and radiation heat transfer with natural convection for validation data and (C) presents the estimated convection and radiation heat transfer of the online estimation.
8 Conclusions and further work

8.1 Conclusions

In this paper, a novel algorithm is proposed that directly estimates the model parameters of a nonlinear lumped BTM from observed cell-level data. The parameter estimation algorithm extends the simplified refined instrumental variable method to estimate the parameters by reformulating the original equations to be described as a multi-input/single-output linear model. The recursive form SRIVC is used for online parameter estimation of the proposed model. The online estimation is used to track the variation of the convective coefficient due to forced convection, leading to more accurate temperature estimations.

The suitability of the models presented in this paper is application and environment dependent. The proposed radiation coupled model is shown to be more accurate in the case of natural convection, low forced convection or natural-forced convection. The online estimation of the convective coefficient offers a better performance for the control and management applications when it is not always under a constant convection.

8.2 Further work

The models developed did not consider the non-uniform temperature distribution and the conduction heat transfer inside the battery. Further work thus will focus on improving the proposed model to take these factors into consideration by simplification of the classical thermal governing equations. There is a potential to use the fractional order transfer function to approximate the transcendental transfer function of the thermal system by assuming the conductive coefficient to be constant.
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