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The use of pulse-compression thermography for detecting defects in paintings
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Abstract—Interest in the conservation of paintings grows year by year. Their periodic inspection is essential for their conservation over the time. Thermographic non-destructive inspection is one technique useful for paintings, but it is essential to be able to detect buried defects while minimising the level of thermal stimulus. This paper describes a pulse-compression infrared thermography technique whereby defect detection is optimised while minimising the rise in temperature. To accomplish this task, LED lamps driven by a coded waveform based on a linear frequency modulated chirp signal have been used on paintings on both a wooden panel and a canvas layer. These specimens contained artificially fabricated defects. Although the physical condition of each painting was different, the experimental results show that the proposed signal processing procedure is able to detect defects using a low temperature contrast.

Keywords—Thermography; Coded Excitation; Pulse-compression; Paintings.

1. INTRODUCTION

Active Thermography (AT) is a Non-Destructive Evaluation (NDE) technique widely used in different fields of research and industrials applications, as in material characterization [1], food inspection [2] and in cultural heritage diagnostic [3]. AT always relies on exciting the sample with a heating stimulus to achieve the required thermal contrast, though many different measurement schemes and post-processing algorithms can be employed [4]. For cultural heritage objects, AT is commonly implemented using Pulsed Thermography (PT), where the sample e.g. a bookbinding [5], bronze statue [6] or painting [7] is excited by an impulse from a flash-lamp. Additional thermal stimuli that have been reported include hot air [8], cold air [9], quartz lamps linear systems [10], heating plates [11], halogen lamps [12] and laser heating [13]. Information about defects and other structural changes are retrieved by analysing both the heating and cooling response as a function of time and location.

Although PT is relatively simple to use, care should be taken when applying a pulsed stimulus to cultural objects such as paintings. This is because abrupt variations of the sample temperature could create thermal shocks and hence damage to the sample, although these can be anticipated using numerical simulations centred on heat transfer phenomena [14,15]. In particular, colour changes (known as thermochromism) may result,
where a particular pigment may react to long (or repetitive) exposures to high temperatures, leading to degradation of the perceived colour. In addition, an exposed area may drift to another shade of colour. Certain colours formed by pigments are more susceptible to this drift [16]. For example, in vivianite ($\text{Fe}_3\text{(PO}_4\text{)}_2\cdot8\text{H}_2\text{O}$, blue), heat-related damage can be observed at temperatures as low as 70 °C, causing colour changes in both pure vivianite [17] and oil paint layers containing it [18]. Thus, minimising the temperature variation is of primary importance. The use of low-power excitation is therefore desirable in such cases, but this leads to a significant reduction of the Signal to Noise Ratio (SNR) that could affect the effectiveness of the PT analysis. Fortunately, techniques have been developed capable of improving the SNR of AT measurements in case of low-power sources. One approach is Lock-in Thermography (LT), where the heating stimulus is modulated at a specific frequency [19]. The acquired thermograms are then processed in the frequency domain, thus obtaining phase and magnitude images of the investigated item at that frequency [20]. LT is widely adopted as it provides a significant gain of SNR. However, the depth of penetration is set by the modulation frequency, and the amount of information retrieved is lower than that from PT, which excites a greater measurement bandwidth [21]. Therefore, efforts have been made to combine the advantages of both schemes, leading for example to Pulse Phase Thermography [22], and the more complex Multi-Frequency Lock-in Thermography [23].

Another possible approach is to exploit the positive features of pulse-compression techniques [24]. The application of coded excitation signals and pulse-compression for studying thermal phenomena was pioneered by several research groups led by Mandelis [25–27] and Mulaveesala [28–30]. Subsequently, various PuCT procedures have been proposed [31–33]. In fact, the Pulse Compression (PuC) algorithm outputs an accurate impulse response estimate that is very similar to that obtainable from PT, even when low-power sources are used. The modulated heating stimulus is in the form of a coded excitation, where the bandwidth $B$ and the duration $T$ of the signal are uncorrelated. Hence, the frequency content of the coded signal can be tailored to suit the investigation of a given sample, while $T$ can be increased almost arbitrarily to achieve the desired SNR [34–37]. These properties can be usefully applied to inspect paintings, using low-power heating sources to keep surface temperatures relatively low. Moreover, the use of coded excitations and PuC allows both frequency and time domain analyses to be performed. A frequency domain analysis can be carried out directly on the raw acquired data; the time domain analysis can be executed after the application of the PuC algorithm. It is worth noting that the use of pseudo-random modulated heating stimulus has been used in infrared thermography [25], and recently applied in AT for cultural heritage diagnostic by Candoré et al [38]. However, here the thermal impulse response was estimated using an Auto Regressive Moving Average algorithm (ARMA) to model the process. In PuCT, the thermal impulse response is estimated by applying a deterministic procedure based on application of a matched filter. In addition, in [38] the thermal source consisted of halogen lamps driven by a pseudo-random code while in the present paper the heating stimulus is realized with LEDs driven by a chirp signal.

Here we extend the above by investigating the use of PuCT for the NDE of paintings. PuCT has been performed on two different specimens, fabricated specifically for this project, representing two painting types: one being a painted wooden panel [39,40], the other a painting on canvas [41,42], both containing artificial defects. It should be noted that each of these samples aims to mimic the painting technique of a specific artistic period. In particular, the panel painting was constructed following the Cennino Cennini’s rules [43], thus mimicking a painting technique often used during the XV century. The painting on canvas is close to contemporary art where acrylic-based paint is used [44]. Therefore, the artistic period to which they refer is completely different. For the current setup, the heating source consisted of eight LED chips which provided an overall power of 110W, low enough to avoid overheating of the sample. The coded waveform used for this work was chosen carefully so as to minimise damage to the paintings. It was a linear frequency-modulated chirp signal, a sinusoidal signal whose frequency varies linearly as time elapses [45,46], where the instantaneous chirp amplitude varies smoothly with time. Thus, the combined use of PuC and a well-designed
linear chirp was able to damp any thermal shock to the paintings (especially when compared to PT), while minimizing increases in the sample temperature.

II. DESCRIPTION OF THE SAMPLES

II. A Painting on canvas

Here, a linen canvas was used as support, and after a preliminary treatment (sizing), the canvas was fixed onto a wooden frame. An outline charcoal crayon sketch was drawn on the canvas (Fig. 1(a)). Two Mylar defects were then placed between the size and the ground layers, see Fig. 1(b) and (d). Defect A (4.5 x 1 cm) consisted of two superimposed Mylar layers, and defect B (4 x 1 cm) was formed from one layer. Acrylic paint and varnish layers were then applied over the defects and the canvas was both embroidered (see the arrows in Fig. 1(c)), and other repairs simulated using a crochet-hook. The final appearance of the painting is shown in Fig. 1(e).

Fig. 1 Painting on canvas: (a) the preparatory drawing, (b) defects A, B, (c) back view with embroideries, (d) the layers constituting the sample, and (e) front view of the final sample.

II. B wooden panel painting

The panel painting, based on a poplar wood substrate with dimensions (20 x 25 x 2 cm), is shown in Fig. 2(a) along with the positions of the defects (labelled C-D). Poplar was frequently used for the fabrication of panel paintings in the Italian schools [43]. Splitting areas were simulated by inserting a Mylar sheet (defect C) and a thin sponge covered with Mylar (defect D) at different depths beneath the paint layer. The gilding layer was not applied in this case, while oil colours where used to finalize the sample. Other satellite defects were also possibly present due to the nature of poplar wood, which is normally soft, weak, fine-grained, diffuse-porous, with small pores in term of size [47].
III. THEORETICAL BACKGROUND

Heat transfer is a very complex phenomenon for which many references can be found in literature. The reader is referred to [48–50] for a detailed mathematical description of the heat transfer within a body when AT is performed, particularly for the case of PuCT [28-33]. The following subsections are aimed at showing the basic mathematical theory at the heart of PuCT, its pros and cons with respect to standard pulsed excitation, and how to correctly apply this technique for NDE. Moreover, the main features of the employed linear chirp signal are also shown.

III.A Pulse-Compression basic theory

PuC is a measurement technique employed to estimate the impulse response $h(t)$ of Linear Time Invariant (LTI) systems in poor SNR conditions. In standard PT, flash lamps are usually exploited to heat the sample within a time significantly shorter than the typical cooling time of the sample itself. Thus, the heating stimulus exciting the LTI system can be modelled as a Dirac’s Delta function $\delta(t)$ so that the corresponding impulse response $h(j_x, j_y, t)$ is directly retrieved as the pixel temperature/emissivity time trend (see Fig. 3(a)). Useful information about the sample are obtained by analysing both the heating and the cooling of the $\{h(j_x, j_y, t)\}$ within a chosen range of interest $T_h$. PuCT requires further processing steps to be performed, as it relies on the existence of two signals $\{s(t), \Psi(t)\}$ such that their convolution $\tilde{\delta}(t)$ approximates the Dirac’s Delta Function $\delta(t)$:

$$s(t) * \Psi(t) = \tilde{\delta}(t) \approx \delta(t)$$

where $*$ denotes a convolution, $s(t)$ is the coded excitation of duration $T$ and bandwidth $B$, and $\Psi(t)$ is the so-called matched filter. If Eq.(1) holds, an estimate $\tilde{h}(j_x, j_y, t)$ of the $h(j_x, j_y, t)$ is obtained by exciting the LTI
system with \( s(t) \) and then by convolving the acquired system output \( y(j_x, j_y, t) \) with \( \Psi(t) \), see Fig. 3(b). This is demonstrated in Eq. (2) for a single pixel of the acquired image, where also the presence of an Additive-White-Gaussian-Noise (AWGN) as the \( e(t) \) term, uncorrelated to \( \Psi(t) \), is considered.

\[
\hat{h}(t) = y(t) * \Psi(t) = h(t) * s(t) * \Psi(t) + e(t) * \Psi(t) = \underbrace{h(t) * \delta(t)}_{=\hat{\delta}(t)} + e(t) \approx h(t) + e(t)
\]

The use of PuC instead of pulsed excitation results in an estimate \( \hat{h}(t) \) of the \( h(t) \) having an increased SNR. The SNR gain is proportional to the \( T \cdot B \) product, i.e. it can be enhanced almost arbitrarily by increasing either the time duration or the bandwidth of the coded waveform. Under the hypothesis of AWGN noise, the use of a matched filter defined as \( \Psi(t) = s(-t) \) maximizes the SNR for a given setup [51]. Drawbacks of the use of PuC arise from the practically-limited \( T \) and \( B \) values that lead to an approximated reconstruction of the real impulse response \( h(t) \) [52]. Only an approximation \( \hat{h}(j_x, j_y, t) \) can be retrieved after PuC, the quality of this
approximation being dependent on the level of sidelobes associated with \( \delta(t) \). Therefore, it is important to reduce the magnitude of the sidelobes, as they can reduce the defect detection capability. Many studies can be found showing different approaches for optimizing the design of both the coded waveform and the matched filter, either for decreasing their magnitude or for maximizing the SNR gain. Although an exhaustive investigation lies beyond the scope of the present work, it has been observed that replacing the standard matched filter with a Wiener filter helps on minimizing sidelobe amplitudes [51-54]. Finally, the quality of reconstructing \( \delta(t) \) depends strictly on the correct implementation of the convolution procedure. The reader is referred to [31-37,55–61] for further details.

III.B. Linear Chirp Signal and Optimized Wiener Filter

A linear chirp signal is a frequency modulated signal whose instantaneous frequency varies linearly within a chosen range. A general mathematical definition of a chirp is given here:

\[
s(t) = \cos(\phi(t))
\]

with \( \phi(t) \) the instantaneous signal phase. The design of a chirp strictly depends from the definition of the instantaneous frequency \( f_{ist}(t) \):

\[
f_{ist}(t) = \frac{1}{2\pi} \frac{d\phi(t)}{dt}
\]

(4)

For a linear chirp signal, the phase is a quadratic function \( \phi(t) = f_0 t + \frac{B}{2T} t^2 \), leading to an expression for \( f_{ist}(t) \) that is a linear function of time:

\[
f_{ist}(t) = f_0 + \frac{B}{T} t,
\]

(5)

where \( B \) is the bandwidth \( B = f_1 - f_0 \), being the difference between the initial and the final value of the instantaneous chirp frequency. Note that if \( f_1 > f_0 \) and \( B > 0 \), \( f_{ist}(t) \) increases as time elapses and the chirp is called “up” linear chirp; otherwise if \( f_1 < f_0 \), \( f_{ist}(t) \) decreases as time elapses and the chirp is a “down” linear chirp. Although an “up” linear chirp could also be employed, hereinafter a “down” chirp signal is considered, spanning the frequency range within \( f_1 = 0 \) Hz and \( f_0 = 1 \) Hz for an overall duration of \( T = 52 \) s, as depicted in Fig. 4(a). Please note that the selected frequency range has been chosen so as to guarantee sufficiently-large thermal diffusion lengths, thus allowing an increased penetration within the inspected sample; in addition the \( T \cdot B \) product is high enough to provide a sufficient SNR value [35,58,62,63]. Finally, the extended duration of the coded signal, together with its smooth instantaneous amplitude transition (Fig. 4(a)), helps to avoid any thermal shock.

As mentioned above, Wiener Filtering suppresses the magnitude of \( \delta(t) \) sidelobes by up to 30dB with respect to what is achievable by employing a matched filter \( \Psi(t) = s(-t) \) [26]. Applying a Wiener filter simply consists of substituting \( \Psi(t) \) with a new matched filter \( \Psi_w(t) \), defined as in Eq.(6):

\[
\Psi_w(t) = IFFT\left(\frac{\Psi(f)}{|\Psi(f)|^2 + a + b |f|}\right) = IFFT\left(\frac{s^*(f)}{|s(f)|^2 + a + b |f|}\right),
\]

(6)

where IFFT stands for Inverse Fast Fourier Transform operator, \( a \) and \( b \) are two regularization parameters, the former regulating the filter effect over the entire bandwidth and the latter penalizing the high frequencies.
The values used for the regularization parameters were \( a = 0 \) and \( b = 0.1 \). Eq. (6) shows that \( \Psi_W(t) \) has the same phase profile of the \( \Psi(t) \), but with a modified spectrum amplitude. Fig. 4(b) depicts both the standard \( \Psi(t) \) and the optimized \( \Psi_W(t) \), whilst a comparison between the obtained \( \tilde{\delta}(t) \) with the said matched filters is shown in Fig. 4(c). Fig. 4(c) shows that the use of Wiener filter \( \Psi_W(t) \) leaves the main lobe amplitude almost unaltered with respect to use the standard \( \Psi(t) \), while providing a significant sidelobe reduction. Therefore, the resulting \( \tilde{\delta}(t) \) quality is improved, leading to a better \( \tilde{h}(t) \) estimate.

IV. THE USE OF PULSE COMPRESSION IN ACTIVE THERMOGRAPHY

From the above, it will be apparent that the quality of the estimated \( \tilde{h}(t) \) of the real impulse response \( h(t) \) obtained by performing PuC depends not only on the correct choice of the coded signal parameters and the related matched filter (both discussed above), but also on the correct implementation of the convolution procedure, where issues will arise from the difficulty in realizing a bipolar heating source. Therefore, an offset must be applied to the chirp signal \( s(t) \) so as to create the correct heating source (which must be monopolar). It thus follows that the real employed excitation signal \( s_{TR}(t) = s(t) + s_{SQ}(t) \) is the superposition of a chirp signal \( s(t) \) and a square pulse \( s_{SQ}(t) = C\{\vartheta(t) - \vartheta(t - T)\} \) where \( \vartheta(t) \) is the Heaviside step function. Thus, the true acquired output signal (Eq. (7)) will be:

\[
y_{TR}(t) = h(t) * s(t) + h(t) * s_{SQ}(t) + e(t) = y(t) + y_{SQ}(t) + e(t)
\]  

Consequently, the contribution of \( y_{SQ}(t) \) from \( y(t) \) must be removed before finalizing the PuC algorithm via convolution with the matched filter. For clarity, this requirement can be realized by comparing Eq. (7) with Eq. (2).
Recently, Silipigni et al. [33] proposed a procedure for proper implementing PuC in AT based on extending the \( s_{SQ}(t) \) contribution for some time after \( T \). It has been shown that this helps to design an optimized non-linear fitting algorithm, capable of correctly removing the contribution \( y_{SQ}(t) \) from \( y(t) \).

In summary, the PuCT procedure should use the following steps:

1) Excite the sample with a chirped heating stimulus of time duration \( T \) and with an additional \( s_{SQ}(t) \) contribution for \( T_{SQ} = T + T_h > T \). In the present work, \( T_{SQ} = 82s \), \( T = 52s \) and \( T_h = 30s \). Thus, the sample is kept heated for 30 seconds after the end of the coded stimulus.

2) Acquire thermograms for an overall time interval \( T_{SQ} \).

3) Remove the \( y_{SQ}(t) \) contribution from each pixel of the acquired thermographic sequence, thus obtaining \( y(t) \).

4) Perform a pixel-by-pixel convolution of each \( y(t) \) with the optimized \( \Psi_W(t) \), i.e. retrieving the \( \Psi_{j_x,j_y,t} \).

The true output signals are reported in Fig.5 where the role of the step-heating is also highlighted.
A sketch of the experimental setup is shown in Fig. 6.

A National Instrument PCI-6711 Arbitrary Waveform Generator (AWG) board and a National Instrument 1433 Camera Link Frame Grabber were connected to a PC. The AWG board provided both the wanted linear chirp excitation and a reference clock signal (CLK) for triggering the IR camera acquisition. The coded signal was input into a TDK Lambda GEN 750W power supply that fed eight LED chips placed at about 30 cm from the sample under test.

The Xenics Onca-MWIR-InSb IR camera. The thermograms were acquired at 40 FPS.
VI. RESULTS

As already pointed out, it is important to keep the painting temperature increase as low as possible during the inspection. Preliminary results show that a temperature increment of \( \sim 1 \, ^\circ \text{C} \) occurred at the sample surface. This is illustrated in Fig. 7, where the temperature profile averaged over a line of pixels (1-2) crossing the panel painting surface is plotted as the time elapsed.

![Temperature profile](image)

Fig. 7. Averaged temperature time handling of a line of pixels (1-2) crossing the panel painting surface while subject to the employed heating stimulus. Maximum (\( T_{\text{max}} \)), minimum (\( T_{\text{min}} \)) and standard deviation (\( T_{\text{STD}} \)) values are reported inside the plot.

Figs. 8 and 9 show the effect of the overall PuC procedure on defect detection and resolution by reporting a graphical comparison between thermograms collected during both the application of the chirp excitation (Figs. 8(a) and 9(a)) and after PuC (Figs. 8(b) and 9(b)). An improvement in the SNR of the image is clearly visible after PuC with respect to the acquired raw data. Also, areas containing defects appeared as bright pixels areas on the sliced thermogram sequences after PuC (Figs. 8(b) and 9(b)).
Fig. 8 (a) Comparison between thermograms collected at different times during the application of the chirp excitation; (b) thermograms retrieved after pulse compression, panel painting.

Fig. 9 (a) Comparison between thermograms collected at different times during the application of the chirp excitation; (b) thermograms retrieved after pulse compression, canvas painting.
Fig. 10 depicts two frames selected for both the canvas (Fig. 10(a)) and the panel sample (Fig. 10(b)) in which the defected areas detected are highlighted by yellow markers. These frames have been selected after a qualitative analysis of the recovered thermograms after PuC, i.e. by selecting the frames at which the defected areas appear to be clearly visible. The subsurface embroideries realized in the canvas layer of the painting on canvas are also detectable. They are indicated by arrows in Fig. 10(a).

![Fig. 10 Selected best frames after PuC for the (a) canvas and (b) panel painting. Yellow markers show defect A-B-C-D and embroideries.](image)

The use of a coded heating stimulus provides the possibility of performing a simultaneous frequency and time analysis directly on the raw data (see Fig. 8(a)). In order to have a comparison of the results obtained with PuCT and another AT technique, a LT experiment was conducted. Since the selection of the optimal modulation frequency in LT is essential, a FFT analysis on the raw PuCT data was performed to qualitatively select the best frame and its corresponding frequency for each SUT. In particular, it has been found that the best frame is obtained at around 0.15 Hz for canvas and around 0.19 Hz for the panel. Therefore, LT was carried out using a sinusoid modulation at these frequencies using the same 110 W LED setup for 82 seconds, so as to be consistent with T_{SQ}, see Section IV. Results obtained from FFT analysis (magnitude) on both the acquired raw PuCT data (Fig. 11) and LT results (Fig. 12) on both samples can be compared, where differences are apparent, which are discussed below.
Embroideries are the most difficult defects to be detected due to their tiny dimension and the similarity to the surrounding canvas texture. Fig. 13 shows the LT phase image of the canvas sample.

Fig. 11 Selected best frames after FFT (magnitude) for the (a) canvas at 0.15 Hz and (b) panel painting at 0.19 Hz.

Fig. 12 Selected best frames (magnitude) after LT for the (a) canvas at 0.15 Hz and (b) panel painting at 0.19 Hz.
VII. DISCUSSION

The results obtained using the proposed PuCT approach are qualitatively comparable to the ones obtained by LT technique. This can be seen if Fig.10(a) and Fig.10(b) are compared with Fig.12(a) and Fig.12(b) respectively. In addition, it should be noted that the modulation frequency value used for LT should have been known a priori for the best result, whilst it has been chosen here after an FFT analysis of the PuCT raw data. The quality of the phase image obtained with LT on the canvas (Fig.13) is qualitatively comparable with the one obtained with PuCT on the same sample in time domain (Fig.10(a)). Indeed, in both cases all the defects in the canvas are clearly visible. Finally, the thermograms obtained from PuCT in Fig.8(b) and Fig.9(b) shows that a time analysis of the sample investigated features can be performed, as is also possible in PT.

VIII. CONCLUSIONS

In this work, the PuCT technique was applied on paintings with the aim to detect subsurface defects. In addition, the well-known LT technique was used for comparative purposes. The PuCT technique was able to detect splitting areas located beneath two different paint layers that were applied on panel and canvas supports, respectively. Strategies adopted were able to improve the performance of the pulse-compression active thermography, and the experimental results demonstrated the gain provided by such procedures. The thermal impulse response of the inspected samples was reconstructed using an improved SNR and enhanced fidelity. A very low temperature difference causing a reasonable thermal stress on the upper layers was taken into account during thermographic inspections. Also, the type of penetration of the thermal waves appears sufficient to detect thin defects, such as crochet-work stitched areas created in the canvas. Future work intends to investigate coded excitations with an arbitrary power spectrum, intended to further increase the SNR of the deepest defects and reducing sidelobe levels.
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