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Calibration of source-code similarity detection tools for objective comparisons
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Abstract - Today there are many source-code similarity detection tools. These tools are used for many purposes and one of them is plagiarism detection, in which context this paper is written. Every time a new tool is developed authors want to show that it is better than existing ones, and so they perform comparisons. Often these comparisons tend to be unfair towards the existing tools, for which there can be multiple reasons, such as the lack of calibration of existing tools. Almost all tools have configuration parameters, but often they are not calibrated before the comparison. The paper presents a way of calibrating the tools to keep the comparison more objective.
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I. INTRODUCTION

Similarity detection is a process of finding similarities in a set of documents. These documents can be pure text, source-code, binary files, etc. There are different reasons for using similarity detection, and the process, techniques, and similarities differ depending on the contexts. But whatever the context, to speed up the detection similarity detection tools (short: tools) are built to analyse the files and generate a report.

For each context, multiple tools exist, which then lead to many comparisons. Researchers compare the tools to find out which exhibit improved performance focusing on a single property of the tool, such as speed of execution, allocation of memory, precision of task execution, or some combination of two of more of those properties, depending on the tools and the context.

For comparisons to be valid and useful they need to be objective and not biased. One factor that influences the comparisons is the configuration of the tools being compared. Similarity detection tools mostly have some kind of configuration parameters (short: parameters), which enable the user to modify the different aspects of the detection to get better results.

Sometimes the best configuration for a particular context is known, but often it is not. To have an objective comparison the tools need to be used with their best configuration, and this raises a question: “Is it possible to have an objective comparison of similarity detection tools when there is no knowledge of the best configuration for a tool involved?”

In this article a method is proposed that enables a more objective comparison when the best configuration is now known for one or more tools involved. Although the tools are built for a specific purpose and all perform similarity detection, they may be quite different, and so only tools in the same context can be compared.

To demonstrate the method we need to set up the context in which similarity detection is used, and in this article we focus on source-code plagiarism detection in student programming assignments.

The rest of the article is structured as follows. Section 2 describes the related work. Section 3 and Section 4 describe the tool calibration method and the metric needed to do it. Section 5 demonstrates the use of the method on real examples with two tools, and Section 6 discusses the result of the example. Section 7 describes possible future work and Section 8 concludes.

II. RELATED WORK

Source-code plagiarism detection is not new. Already in 1981 Donaldson et al. [1] built a plagiarism detection system which could be used for programs written in FORTRAN, COBOL or Basic. Since then over 100 similarity detection tools have been built mainly for the purpose of plagiarism detection, examples of which include MOSS [2], JPlag [3], YAP3 [4], Sherlock [5], SIM [6].

Most of these tools were built for specific programming languages so when deciding which tool to use it is important to know if the chosen tool supports the target programming language. Also not all tools can be used offline, and not all tools are free. For help one can consult review articles like [7], [8] which compare the tools by their features and list such information for selected tools.

Every time a new tool is developed it is usually compared by the authors. Sometimes authors make feature comparisons [9] and sometimes they use experiments [10], but comparisons are also performed by others (like [11], [12]) not just the authors who have developed a tool.

Many experimental comparisons have already been performed, each one with some parameter configurations of the tools involved, however, it is often unknown what the specific configuration was [13]. Sometimes it is not directly specified, such as in [14] where the authors simply write they are using JPlag and the SOCO dataset, and from this one can look up (for example) [15] and find out that the parameter configuration is the default configuration.
When the configuration is not specified one can assume that the tool was then used with the default parameter configuration (if there is one), but cannot know for sure. Also, since the datasets and/or tools are not often available, it is impossible to repeat the experiment to identify the parameters.

The problems for not publishing the configuration parameters are obvious: authors could have manipulated them so that a tool appears better, the data used in different studies cannot be compared, and future users do not know how to set up the tool for best performance.

Sometimes it is also a problem if two tools have the same name. For example there is Sherlock from the University of Warwick [5] and Sherlock from the University of Sydney [16], or SIM from Grune [6] and SIM from Gitchell and Tran [17]. In such cases it may happen that a comparison is accidentally made to the wrong tool, or worse, authors cite one tool and use the other.

Another problem is that even if published research states the parameters, one could ask what the best configuration is. Ragkhitwetsagul et al. [11] tried to solve this by searching for the optimal configurations for 30 tools, among which are four plagiarism detection tools. The results of this research can now be used when comparing tool, but one then needs to be careful that the results depend on the datasets used during the comparisons. It could be that for a different dataset a different configuration would be better, and thus it is preferable to refer to an “optimal” configuration rather than a “best” configuration.

III. TOOL CALIBRATION METHOD

From [11] we now know the optimal parameters for some tools, but many tools are not covered in [11] and in some instances the parameters may not yield satisfactory results for the current dataset. How can two tools in such circumstances be compared objectively?

We propose calibrating the tools, for which there are two approaches. The first approach is to take a dataset for which the similarities between files are known, and to try various combinations of parameters and find the most suitable. With this approach one could – in principle – find the optimal parameter configurations.

The problem with this approach is that the similarities need to be known for each pair and this is not really possible unless it is an exact copy. One could ask experts to evaluate the source-code and quantify the similarity – this may be possible with programs with (say) ten lines but infeasible for programs with 100 or more lines, for which it would be unreasonable to expect to get an accurate number from an expert. Also, we would then need to establish how many experts would be needed, who the experts should be, and whether sufficiently many of them can be found. Also, this approach with experts is used when we just want to evaluate whether something is or is not a plagiarism [15], rather than quantifying precisely the degree of similarity for each pair.

The second approach is a calibration method, performed using the tools themselves to calibrate each other. There is no need to know the similarities in advance, instead one tool (the base tool) is used to calculate the similarities, and other tool (the calibrated tool) is used to get as close as possible on the same dataset (the calibration dataset – CD). The base tool should ideally be a tool for which the optimal parameter configuration is already known, and is similar to the jury concept [18]. This approach has a potential problem, illustrated by the following example. Suppose there are two cases (c_0) in the calibration dataset, where a case is a set of two files which are compared. Formula 1 defines CD as a set of n cases of pairs. Let say that similarity calculated using the base tool is 50% similarity for the first case and 60% similarity for the second case. A tool that needs to be calibrated is run and the results are the following. For the first case with 50% similarity, one configuration is optimal, but for the second case with 60% similarity a totally different configuration is optimal.

\[
CD = \{c_p, i = 1...n\}
\]  

This problem we have solved by using a metric that we called Calibration Difference Sum (CDS).

IV. CALIBRATION DIFFERENCE SUM

Calibration Difference Sum (CDS) is a metric invented to solve the problem of the second approach. The idea is to sum up the differences for each case with each configuration and then see which parameter configuration comes closest for both cases. Formula 2 defines a difference of case (c_i) as absolute difference of similarity for tool A with parameter (a (t_A^i)) and similarity for tool B with parameter (b (t_B^i)), where “a” and “b” are sets of allowed parameter values in tools which have only one configuration parameter.

\[
diff (c_i, t_A^a, t_B^b) = | sim (c_i, t_A^a) - sim (c_i, t_B^b) | 
\]

In Table I a theoretical calibration example is given (using the two cases introduced above). The two cases prefer different configurations but configuration 1 misses case 2 only for 5% while configuration 2 misses case 1 for 20%, and therefore configuration 1 is better.

The sum of differences for all cases between the base tool and one configuration of the calibrated tool is what we refer to as the Calibration Difference Sum. Formula 3 defines CDS value for tool A with parameter a calibrating

<table>
<thead>
<tr>
<th>Tool</th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base tool</td>
<td>50%</td>
<td>60%</td>
</tr>
<tr>
<td>Calibrated tool – Configuration 1</td>
<td>50%</td>
<td>55%</td>
</tr>
<tr>
<td>Calibrated tool – Configuration 2</td>
<td>30%</td>
<td>60%</td>
</tr>
</tbody>
</table>
tool B with parameter b as a sum of differences for all cases.

$$CDS_{ab}^{SB} = \sum_{i=1}^{n} \text{diff} (c_i, a_i^b, b_i),$$

$$a = \{a_{1}, \ldots, a_{n}\}, b = \{b_{1}, \ldots, b_{n}\}$$

(3)

The benefit of using CDS is that it can be used with two or more base tools. In the above scenario of two base tools, the CDS values for the first base tool are calculated, the CDS values for the second base tool are calculated, and then the CDS values for the same configuration are summed (we called that Total CDS). Finally, a configuration with the lowest Total CDS value is selected.

Another possibility is when there are multiple tools that need to be calibrated. In this scenario the suggestion is to calibrate the tools one by one, and then use each calibrated tool as a base tool to calibrate the next. For example, there are three tools where first is the base tool and others need to be calibrated. The second tool is calibrated with the first tool, and the third tool is calibrated with the first tool and the second tool.

All scenarios require a base tool, but what if there is no base tool, for example when the optimal parameters are not known for any of the tools involved? The answer is mutual calibration. The idea this time is to set one tool as base tool, set one configuration (one parameter value), and then calibrate the other tool and calculate CDS (Formula 3).

The configuration (parameter value) of the base tool is then changed, and the other tool re-calibrated and a new CDS values calculated (Formula 3), and this process repeated that for as many configurations as necessary. To be able to terminate the process one should experiment with the parameters to find out what range of values give meaningful results. Often above some parameter value tool marks most cases in the dataset with equal values for similarity, for example everything is marked close to 100% similarity or 0% similarity.

The roles are then switched (the base tool becomes the calibrated tool, and vice versa) and the whole process repeated. Formula 4 defines CDS value for tool B with parameter b calibrating tool A with parameter a as a sum of differences for all cases.

$$CDS_{ab}^{SB} = \sum_{i=1}^{n} \text{diff} (c_i, a_i^b, b_i),$$

$$b = \{b_{1}, \ldots, b_{n}\}, a = \{a_{1}, \ldots, a_{n}\}$$

(4)

Once all CDS values are known the minimum CDS in both iterations can be found. If the minimal CDS values are achieved with the same parameters we are getting the so called optimal CDS (CDS\text{opt}) as defined in Formula 5.

$$CDS_{\text{opt}} = \min (CDS_{\text{opt}1}, \min (CDS_{\text{opt}1}^{SB}), \min (CDS_{\text{opt}2}^{SB})),$$

$$a_1 = a_2, b_1 = b_2$$

(5)

To better explain the last scenario and to demonstrate the calibration approach, in the next Section two tools will be calibrated this way: SIM (from Dick Grune) and JPlag. These tools were selected since both tools have been evaluated in [11] and give us the possibility to compare how different our results will be from the optimal parameter values reported in [11].

V. MUTUAL CALIBRATION OF SIM AND JPLAG

To demonstrate tool calibration, SIM and JPlag are used. The programming assignments used are all written in Java since both tools can work with the Java programming language. Both tools enable textual comparison and Java comparison. The main difference between the comparison approaches is that Java comparison uses tokens instead of the original text. Tokens are created so that instead of using a real value for some variable, the value is replaced by a name (such as "value") or the real type (such as "int" or "float") is just replaced by a name (such as "type"). In this way modifications like variable renaming have no influence on finding similarities.

Since Java comparisons are specific for programs written in Java it is natural to use the Java version, and this is assumed for the rest of this paper.

Both SIM and JPlag have one parameter to influence the comparison mechanism. SIM has the parameter minimum run length (r) and JPlag has the parameter minimum token match (t). In both cases the lower the value the more sensitive the tool is to similarities, which means it is more probable that a false similarity is reported.

In [11] it is reported that the optimal values for SIM are r=22 and for JPlag t=3, which differ from the default values for JPlag, which is t=9, and for SIM, which has default value r=24. This already confirms that default configuration is not always optimal. These values will serve us as guides and help us see how different the calibration will be from the reported values and from the default values.

A. Calibration dataset

The programming assignments we have used are written in Java, and the dataset contains a total of 18 cases. One case contains one pair of files which are compared to each other. Two kinds of cases are present, the first are manually created, and the second are cases created from the SOurce CODe Reuse (SOCO) PAN track from the FIRE competition dataset. A detailed description of the SOCO dataset can be found in [15].

For the calibration from the SOCO dataset the cases from the training collection have been used where the cases were labelled manually by three experts as plagiarized and non-plagiarized. Ten SOCO cases were constructed by selecting two files for each case whereby three cases are made of plagiarized files and seven are made of non-plagiarized files.

To demonstrate tool calibration, SIM and JPlag are used. The programming assignments used are all written in Java since both tools can work with the Java programming language. Both tools enable textual comparison and Java comparison. The main difference between the comparison approaches is that Java comparison uses tokens instead of the original text. Tokens are created so that instead of using a real value for some variable, the value is replaced by a name (such as "value") or the real type (such as "int" or "float") is just replaced by a name (such as "type"). In this way modifications like variable renaming have no influence on finding similarities.

Since Java comparisons are specific for programs written in Java it is natural to use the Java version, and this is assumed for the rest of this paper.

Both SIM and JPlag have one parameter to influence the comparison mechanism. SIM has the parameter minimum run length (r) and JPlag has the parameter minimum token match (t). In both cases the lower the value the more sensitive the tool is to similarities, which means it is more probable that a false similarity is reported.

In [11] it is reported that the optimal values for SIM are r=22 and for JPlag t=3, which differ from the default values for JPlag, which is t=9, and for SIM, which has default value r=24. This already confirms that default configuration is not always optimal. These values will serve us as guides and help us see how different the calibration will be from the reported values and from the default values.

A. Calibration dataset

The programming assignments we have used are written in Java, and the dataset contains a total of 18 cases. One case contains one pair of files which are compared to each other. Two kinds of cases are present, the first are manually created, and the second are cases created from the SOurce CODe Reuse (SOCO) PAN track from the FIRE competition dataset. A detailed description of the SOCO dataset can be found in [15].

For the calibration from the SOCO dataset the cases from the training collection have been used where the cases were labelled manually by three experts as plagiarized and non-plagiarized. Ten SOCO cases were constructed by selecting two files for each case whereby three cases are made of plagiarized files and seven are made of non-plagiarized files.
The eight manually created cases were made in three versions. The first two cases contain two files where the similarity should be 0%. They are different as much as possible, although similarities can occur in a programming language just because of the syntax. The next three manual cases contain two files which are direct copies, but different changes (so called obfuscation) are made on two out of three cases. The obfuscations are simple replacements and insertion of dummy lines with the idea to confuse the detectors. The two modified cases have different obfuscations. The last three cases are cases which have around 50% similarity. Again two out of each three statements have been modified with different obfuscations.

Of course, for none of the 18 cases we actually do not know the exact similarity, but for the manually created cases we at least know approximately what can be expected, for example for the 100% cases it is not expected to get a similarity of 10%.

B. Test of the optimal calibration

Before the actual experiment a simple test was performed with the optimal values for each tool reported in [11]. The idea was to find out how JPlag and SIM differ in similarities on individual cases.

For all manually created cases both tools gave quite similar results, the maximum difference being 11%. In SOCO cases they reported more different similarities. For example, in one case JPlag reported 50% and SIM reported 0% similarity, and an analysis has established that JPlag was wrong since the two source files are completely different. The full reason for the 50% similarity reported by JPlag is beyond the scope of this article, but a simple answer is that the t value is too small and therefore JPlag was too sensitive and reported parts as similar which are not semantically similar but because of the syntax they were found similar.

It is of no surprise that SIM performed better since in [11] it was ranked much higher than JPlag. In the next section we shall see if calibration will generate more similar results.

C. Calibration of SIM using JPlag

As a first step of mutual calibration, SIM is calibrated using JPlag. In the simplest case one can use t=3 which we know is optimal [11] and find out which value of r will give the lowest CDS. The lowest CDS in this case was with r=9.

TABLE II. CALIBRATION RESULTS OF SIM (BASE TOOL: JPLAG)

<table>
<thead>
<tr>
<th>JPlag (t)</th>
<th>SIM (optimal – t)</th>
<th>CDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>9</td>
<td>158.7</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>106.0</td>
</tr>
<tr>
<td>7</td>
<td>21</td>
<td>105.5</td>
</tr>
<tr>
<td>8</td>
<td>22</td>
<td>93.5</td>
</tr>
<tr>
<td>9</td>
<td>22</td>
<td>84.1</td>
</tr>
<tr>
<td>10</td>
<td>26</td>
<td>89.8</td>
</tr>
<tr>
<td>11</td>
<td>26</td>
<td>95.4</td>
</tr>
<tr>
<td>12</td>
<td>26</td>
<td>112.6</td>
</tr>
</tbody>
</table>

TABLE III. CALIBRATION RESULTS OF JPLAG (BASE TOOL: SIM)

<table>
<thead>
<tr>
<th>SIM (r)</th>
<th>JPlag (optimal – t)</th>
<th>CDS</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>3</td>
<td>159.0</td>
</tr>
<tr>
<td>19</td>
<td>9</td>
<td>106.5</td>
</tr>
<tr>
<td>20</td>
<td>9</td>
<td>102.1</td>
</tr>
<tr>
<td>21</td>
<td>9</td>
<td>94.6</td>
</tr>
<tr>
<td>22</td>
<td>9</td>
<td>84.1</td>
</tr>
<tr>
<td>23</td>
<td>9</td>
<td>86.4</td>
</tr>
<tr>
<td>24</td>
<td>9</td>
<td>86.4</td>
</tr>
<tr>
<td>25</td>
<td>9</td>
<td>86.4</td>
</tr>
</tbody>
</table>

However, in order to find out whether a lesser CDS is possible, t was set to 1 and then the optimal parameter value for SIM was calculated. SIM’s parameter r was tested in the range [1-30], and for every r value the CDS metric was calculated. The t value which caused the lowest CDS is taken and it is presented in Table II. This is repeated for every t value in the range of [1-30]. In Table II all the optimal values of t (with the lowest CDS value) for different parameter values of t are presented and only the most interesting parameter values of t that were used to calibrate SIM are presented. It is evident from Table II that the lowest CDS was with t=9 and r=22.

D. Calibration of JPlag using SIM

We could stop with the calibration if JPlag would be our base tool. But in our case we do not want to use JPlag or SIM as the base tool so the next step is to calibrate JPlag using SIM.

The test was exactly the same as it was when SIM was calibrated. The only difference is that now for every value of SIM’s parameter r in the range of [1-30] the lowest CDS for JPlag’s t value was searched. The tested t values for every r value were again in the range of [1-30].

Table III presents the results. Again the most interesting r values used to calibrate JPlag with the lowest CDS are presented, and it is evident that the lowest CDS value is for t=9 and r=22.

VI. DISCUSSION OF THE RESULTS

From Table II and Table III one can see that the optimal results reported in [11] are equal for SIM but different for JPlag.

In this mutual calibration a “perfect” result has been achieved since calibrations in both directions have produced the same result. In such a case one can trust the results. The result of this calibration (that the parameter value r of SIM is 22) is the same as reported elsewhere, and this fact gives us extra confidence that the chosen configuration is as optimal as possible.

It would be foolish to believe that every time mutual calibration is used, both calibrations yield the same results. If that happens one should have a plan how to objectively decide which configuration to use. In our case the plan was that since we know SIM ranked better than JPlag in [11] we would chose SIM as the base tool rather
than JPlag. Another reasoning that one could chose is that JPlag is much more used than SIM so it would be acceptable to use JPlag as base tool. Also, there is maybe a possibility to use a third tool to arbitrate.

Even though calibration is not perfect, it is still more objective than simply using default values. From our demonstration, if one would use the default values for SIM (r=24) and JPlag (t=9), the result would not be as optimal as with r=22 and t=9 (although – at least for SIM and JPlag – the difference would not be substantial). However in the case presented in [11] the difference from the defaults would be much greater.

The execution time in the cases of SIM and JPlag, and with a dataset of 18 cases, was around 3 minutes. But the execution time depends on the tool used and on the dataset used. The impact of the dataset is twofold. First there is the number of cases in the dataset and the length of each file. In the 18 cases used in the experiment there were files that contained from 50 up to 750 lines of code.

One could argue how the parameter values gotten from the calibration are valid to be used for real detection. We have done some simple validation (Table IV) on four cases which came from real student assignments where we knew what the approximate similarity was. The cases consist of files from 1200 up to 2500 lines of code.

It is impossible to know the exact similarity as a percentage since it depends on an expert (a teacher for example) to confirm it. In our case we performed a similarity check using a tool Sherlock [5] and a process described in [12] in 2016. The cases were analysed by teachers on the course. The first two cases were plagiarized and the students were accused of plagiarism and admitted doing it. The second two were cases which were not plagiarized.

The last case is the most interesting one, since it has 50 percent similarity but it is not a plagiarized case. This happened because template code was used and a lot of code was generated by the NetBeans IDE for web services and Object Relational Mappings, ORM. Actually, in all four cases some similarity comes from using template code and using some generation functions of the NetBeans IDE but this was not relevant for calibration.

One could argue how the parameter values gotten from the calibration are valid to be used for real detection. We have done some simple validation (Table IV) on four cases which came from real student assignments where we knew what the approximate similarity was. The cases consist of files from 1200 up to 2500 lines of code.

It is impossible to know the exact similarity as a percentage since it depends on an expert (a teacher for example) to confirm it. In our case we performed a similarity check using a tool Sherlock [5] and a process described in [12] in 2016. The cases were analysed by teachers on the course. The first two cases were plagiarized and the students were accused of plagiarism and admitted doing it. The second two were cases which were not plagiarized.

The last case is the most interesting one, since it has 50 percent similarity but it is not a plagiarized case. This happened because template code was used and a lot of code was generated by the NetBeans IDE for web services and Object Relational Mappings, ORM. Actually, in all four cases some similarity comes from using template code and using some generation functions of the NetBeans IDE but this was not relevant for calibration.

TABLE IV. VALIDATION OF CALIBRATED PARAMETERS

<table>
<thead>
<tr>
<th></th>
<th>JPlag</th>
<th>SIM</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>83.0</td>
<td>86.0</td>
<td>90.0</td>
</tr>
<tr>
<td>Case 2</td>
<td>77.2</td>
<td>78.5</td>
<td>75.0</td>
</tr>
<tr>
<td>Case 3</td>
<td>25.7</td>
<td>26.0</td>
<td>25.0</td>
</tr>
<tr>
<td>Case 4</td>
<td>47.7</td>
<td>50.5</td>
<td>50.0</td>
</tr>
</tbody>
</table>

From Table IV one can conclude that the similarities calculated using the calibrated parameters are good for SIM and JPlag. There are some differences, such as for case 1, but similarities gotten from both tools are very close to each other and also to the expected result.

However, it needs to be noted that both tools are known to be very good tools for plagiarism detection, so good results were expected. Suppose that a very bad tool were to be calibrated and which gives a combination of bad results. In such situation, the calibration would not improve the bad results, but the results would be more comparable than in a case where the calibration is not used. Also, if a bad tool is calibrated with a very good tool than the calibrated parameters for the bad tool would probably be the best parameters that one can get when comparing such a tool to the very good tool. The similarity calculated by the tools is then not relevant because the important thing is the equality for comparison.

At this point, it is useful to remind the reader that the intention of the calibration technique presented in this article is to put two or more tools in a more equal position for comparisons. It is not the intention of the calibration to find the best parameters for one tool, and it is possible that with different parameters some other tool would perform better.

VII. FUTURE WORK

One could spent a large amount of time calibrating tools and using a variety of datasets, and this would be valuable research helping us understand the detailed performance issues for the individual tools and the algorithms they use.

But the goal is often different, and calibrating (synchronizing) tools may be a precursor to performing an experiment, and be sufficient to ensure objectivity of the real experiment (insofar this is feasible).

Both SIM and JPlag had one parameter for configuration. Another problem arises when a tool has multiple configuration parameters (such as Sherlock, from the University of Warwick, which has 8 parameters). In such cases one needs to learn how the different parameters affect the results, and how to limit the number of combinations of the parameters. The limitation is needed to be able to finish the calibration in a practical amount of time. In future work we plan to experiment with Sherlock and other tools that have multiple configuration parameters.

VIII. CONCLUSION

The research question stated at the beginning was: “Is it possible to have an objective comparison of similarity detection tools when there is no knowledge of the best configuration for a tool involved?”

As was presented in Section 5, using mutual calibration one can get optimal parameter configuration in cases when there is no knowledge of the best configuration for a tool. By using calibration one can get a more objective comparison by putting both tools in an equal starting position, although it will probably never be 100% fair. Although it is possible that the approach will still favor one tool, it will surely be more objective than using just the default parameter configurations for both tools, except when there is proof that the default configuration is the optimal.
To be able to perform the tool calibration method, a metric is needed which enables comparison of parameter results on multiple calibration cases. For this reason we have created the metric called Calibration Difference Sum (CDS), which we seek to minimize.

It is possible that the parameter configuration differs for different datasets, and that in some cases there is no best parameter configuration. For that reason we justify our comment in the Introduction that we should refer to a calibration giving an optimal configuration rather than a best configuration.

In situations when there is knowledge of the optimal configurations for some similarity detection tool that was used in a published experiment, one should question if the parameter configuration is also optimal for some new experiment. In case of doubt, if the configuration for one tool can then be fixed, a calibration can then be performed and can yield insights into the problem. The calibration method gives an easy way of checking the applicability of parameters from existing research in new experiments.

The new calibration method described in this article is a new way of ensuring more objective comparisons by using a simple CDS metric. Besides the textual description, formulas are given as the formal presentation of the method.
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