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Abstract

This thesis presents an experimental and theoretical examination of five polymeric quantum magnets. The first of these is Cu(pyrazine)(glycinate)ClO$_4$, an exchange-coupled spin-dimer system that undergoes a powerful and continuous magnetocaloric effect (MCE) in a rapidly changing magnetic field $H$. The evolution of the sample temperature $T$ with $H$ must be accounted for in order to reconcile an apparent discrepancy between the results of magnetometry measurements performed in quasistatic and pulsed magnetic fields, and the MCE is likely to be an important consideration for pulsed-field experiments performed on similar insulating materials. Heat capacity measurements of Cu(pyrazine)(glycinate)ClO$_4$ are perturbed by zero-point fluctuations for $T > 400$ mK, and these data further suggest that this system exhibits possible two-dimensional universal behaviour.

The results of single crystal x-ray diffraction measurements of a second material [H$_2$F$_2$][NiF$_2$(3-fluoropyridine)$_4$][SbF$_6$]$_2$ at 100 K indicate that the Ni$^{2+}$ ions of this complex are arranged on the vertices of a two-dimensional kagome lattice, wherein the spin $S = 1$ ions are bridged via charge-assisted Ni-F···H-F-H···F-Ni linkages. However, a density-functional theory study indicates that a positional disorder of the H$_2$F$^+$ moieties within these bridges suppresses the intraplane spin-exchange interactions. Powder muon spin-rotation measurements imply that the system is paramagnetic for $T > 19$ mK, while polycrystalline electron spin-resonance (ESR), magnetization $M(H)$, and heat capacity experiments together indicate that the uniaxial and rhombohedral single-ion anisotropy of the Ni$^{2+}$ ions are approximately $D/k_B = 8.3(4)$ K and $E/k_B = 1.2(3)$ K respectively.

Lastly, neutron powder diffraction measurements of three isostructural compounds [M(HF$_2$)(pyrazine)$_2$SbF$_6$ ($M$ = Cu$^{2+}$, Ni$^{2+}$ or Co$^{2+}$)] reveal that each system is tetragonal ($P4/nmm$) and that the spin-exchange interactions facilitated by the pyrazine ($J_{pyz}$) and bifluoride ($J_{fhf}$) ligands are antiferromagnetic. The Cu$^{2+}$ congener is a quasi-two-dimensional Heisenberg $S = 1/2$ antiferromagnet, which displays an ordered moment of 0.6(1)$\mu_B$ per ion that is reduced from its paramagnetic value by quantum fluctuations. For the $S = 1$ Ni$^{2+}$ complex, powder $M(H)$ measurements suggest that $D$ has an easy-plane character while inelastic neutron scattering experiments determine $D/k_B = 13.3(3)$ K, $J_{fhf}/k_B = 10.4(3)$ K and $J_{pyz}/k_B = 1.4(2)$ K. The $S = 3/2$ Co$^{2+}$ system adopts an Ising-like antiferromagnetic ground state below 7.1(1) K, and its magnetic properties are parameterized with an effective spin-1/2 Hamiltonian for $T < 50$ K.
Chapter 1

Introduction

1.1 Chapter overview

The aim of this chapter is to introduce some aspects of the current understanding of magnetism in condensed matter systems, which regards bulk magnetic properties as phenomena that emerge out of the short-range electronic interactions between individual spin quanta in a material. The next section provides an historical overview of the research into quantum spin systems and highlights that the concept of bulk magnetism as an emergent characteristic arose out of the collective effort of several individual physicists, culminating in an increased motivation to develop new magnetic materials that persists today. Section 1.3 presents coordination polymers (i.e. self-assembling crystalline compounds that consist of transition metal ions linked via molecular ligands) as designer materials for the exploration of quantum magnetism, and this section provides a brief survey of some of the key molecule-based magnets that have been developed to date before introducing the five polymeric systems that are investigated in this thesis. Following this, Section 1.4 provides definitions of the thermodynamic properties of magnetic complexes that are probed in the experimental investigations of this project and, finally, Section 1.5 elaborates upon the scope of this thesis, which is to research the quantum phenomena exhibited by molecular magnets; that is, the finite temperature observable characteristics of magnetic materials that cannot be explained semi-classically.

1.2 The historical interest in solid state magnetism

The modern day applications of magnetic materials as the functional components of technological devices such as power generators, hard-drives, loudspeakers, and
sensors are just some of the achievements of a sustained theoretical and experimental effort to obtain a microscopic understanding of magnetism. Early progress towards a quantitative model of magnetism took steps forward in the late 1800s when Pierre Curie firstly formulated the argument that the ferromagnetic properties of permanent magnets spontaneously develop below a critical temperature [1] before Zeeman went on to make a Nobel prize winning discovery that an externally applied magnetic field $H$ modulated the wavelength of the spectral lines emitted by sodium vapour [2], which would later be understood in terms of the magnetic moment of individual Na ions coupling to the direction of $H$. In 1907 Weiss hypothesized that the individual moments of a large ensemble will each naturally orientate to the “mean field” produced by all of the other moments in the system [3], and thus introduced the idea that the bulk magnetic properties of a solid could be supported by the mutual interactions between moments on a microscopic level (e.g. Ref. [4]).

Further advancements in the understanding of the origins of solid state magnetism came about through the investigations led by Sommerfeld [5, 6], Stern-Gerlach [7] and Pauli [8] in the early 20th century. Collectively, their work concluded that a stable transition metal or rare-earth ion has a magnetic moment that is parameterized by its total electronic spin and orbital angular momentum. In 1928, Heisenberg used this concept to explain the tendency for the orientations of individual spins in a material to adopt an ordered configuration with a short-range electronic interaction [9]. He posited that a direct spatial overlap of the wave-functions of two electrons from neighbouring ions in a material results in a finite probability for the electrons to be exchanged, which causes the electrons’ spin angular momentum to align collinearly. Anderson later formulated a description of a superexchange interaction [10], whereby the electronic exchange between two spin centres is mediated by an intervening ion and similarly causes neighbouring moments to orientate in a cooperative arrangement to lower the Coulomb energy of the system. Quantitatively, Anderson’s electronic superexchange model considers two spins $S_1, 2$ interacting via a term in the magnetic Hamiltonian $\mathcal{H}$ of the form

$$\mathcal{H} = J S_1 \cdot S_2,$$

(1.1)

where $J$ is the Heisenberg spin-exchange constant.

Néel extended the concept of ordered spin states to include antiferromagnets (AFMs) in 1932 [11]. These are magnetically ordered materials for which there is no net bulk magnetic moment since pairs of neighbouring spins preferentially adopt an antiparallel alignment. By 1949, such a spin configuration was observed with neutron diffraction experiments performed on the ionic compound MnO [12]. Here,
the Mn$^{2+}$ spins order antiferromagnetically below 116 K and this was readily explained by a superexchange interaction (with $J > 0$) mediated by the O$^{2-}$ ions. An interest surrounding AFMs that possess spin-exchange interactions in a low number of spatial dimensions grew with the realization that these materials often exhibited other exotic cooperative electronic phenomena, such as high temperature superconductivity in the cuprates (e.g. Refs. [13, 14]) and, more generally, materials that are predicted to exhibit zero-temperature phase transitions at a quantum critical point [15,16]. Spin networks in low-dimensional spatial geometries captured the attention of Kosterlitz and Thouless [17,18], who collaborated to lead the investigation of two-dimensional systems with uniaxial symmetry, along with Haldane [19,20], who established a physical grounding for the magnetic properties of integer-spin chains, and the far-reaching implications of their work earned them the award of the 2016 Nobel Prize [21].

As the predictions for exotic magnetic phenomena grew, so too did the desire to find new materials to study these properties. However, the applicability of naturally occurring inorganic solid state systems to the investigation of magnetism is limited, largely, by the energy scale of their typical $J$ values, which are characteristically much greater than the experimentally accessible temperature and applied magnetic field ranges within which it is possible to study these materials. One modern research trend, that aims to open up the range of systems that are suitable for experimental studies, is to investigate the extent to which bespoke spin-exchange interactions can be methodically engineered into a system. A particularly effective strategy in this endeavour is to synthesize organic coordination polymers [4,22–24], which are designed to incorporate transition metal ions connected via molecular building blocks to mediate spin-exchange interactions. It is the application of these molecular materials to the study of quantum magnetism that is the focus of this thesis.

1.3 Coordination polymers: designer materials for the study of quantum magnetism

1.3.1 Introduction to coordination polymers

Utilizing organic coordination polymers as a route to develop new quantum magnets exploits the flexibility of carbon chemistry to produce networks of spin quanta in a wide range of crystalline architectures. This approach takes inspiration from the numerous examples of naturally occurring biological polymers that exhibit di-
verse functional properties despite containing relatively few ingredients [22]. Synthetic molecular materials have been developed to facilitate research in several condensed matter disciplines, which includes the use of organic materials as light emitting diodes that have a particularly low energy consumption [25]; organic systems that display ambient pressure superconductivity for critical temperatures as high as 38 K [26, 27]; and porous polymeric compounds that are employed as reusable gas separation devices [28], but it the application of coordination polymers to the study fundamental magnetism to which this section is dedicated.

The discussion of molecular magnets in the remainder of this section is organized into four parts: (i) a description of the single-ion physics of transition metals in octahedral coordination geometries; (ii) an introduction to spin-exchange interactions mediated by molecular ligands; (iii) a review of some of the key molecular magnets that have been used for the investigation of low-dimensional spin networks; and (iv) an overview of the five polymeric magnets studied in this thesis.

1.3.2 Transition metal ions in octahedral environments

(a) Section overview: Homometallic molecular magnets are a subset of coordination polymers designed around a single species of transition metal ion [24] and this section outlines two properties of transition metal ions in octahedral coordination environments that act as two degrees of freedom in the design of new magnets. Firstly, the choice of ion dictates its spin quantum number \(S\) via Hund’s rules and secondly, individual ionic moments with \(S \geq 1\) have anisotropic properties that are acquired from an electromagnetic interaction between their constituent electrons and a crystalline electric field (CEF) in addition to the spin-orbit coupling interaction. These two properties are discussed, in turn, below with reference to the specific examples of octahedrally coordinated \(\text{Cu}^{2+}, \text{Ni}^{2+}\) and \(\text{Co}^{2+}\) ions, which are relevant to the materials studied in this project.

(b) Spin quantum number and orbital quenching: Electrons have an intrinsic spin \((s = 1/2)\), and an individual transition metal ion acquires its magnetic moment from the total spin \((S)\) and orbital \((L)\) angular momentum of unpaired electrons within its atomic orbitals. The \(z\)-component of the total spin \(m_s\) adopts half-integer values since \(S\) is derived from a fixed number of electrons. Each free-ion orbital furthermore consists of \(2L + 1\) degenerate suborbitals labelled by \(m_L\), the quantized \(z\)-component of \(L\), where \(m_L\) takes integer values in the range \(-L \leq m_L \leq L\) (e.g. Refs. [29–31]). To see why this is the case it is instructive to firstly consider the action of \(\mathbf{L} = (\hat{L}^x, \hat{L}^y, \hat{L}^z)\) operators on a free-ion electronic wavefunction \(|L, m_L, S, m_s\rangle\).
For instance, by writing $\hat{L}_x = \frac{1}{2}(\hat{L}^+ + \hat{L}^-)$, where $\hat{L}^+/\hat{L}^-$ are the raising/lowering operators (e.g. Ref. [31]), the matrix element $\langle L, m'_L, S, m'_S | \hat{L}_x | L, m_L, S, m_s \rangle \neq 0$ providing $|m_L - m'_L| = 1$ and $m_s = m'_s$ and thus the operator is interpreted as transferring electrons between degenerate $m_L$-suborbitals without changing the electron’s spin. In effect, $\mathbf{L}$ operators rotate the spatial probability distribution electrons giving rise to the analogy of “orbital” motion [31]. The condition that $m_l$ takes integer values ensures that rotation operations such as $e^{2\pi i L_z} |L, m_L\rangle = e^{2\pi i m_L} |L, m_L\rangle$ are equivalent to unitary transformations [31] and that the azimuthal part of the electronic wavefunction is single-valued [32].

Each $m_L$-suborbital has a maximum occupancy of two electrons, which must have opposite signs of $s$ owing to Pauli’s exclusion principle [33]. For a particular ion, electrons preferentially fill the orbitals with the lowest potential energy and Hund’s rules for filling suborbitals apply if there is an insufficient number of electrons to fully occupy the highest energy level. These are summarized as [30]: (i) maximize $S$, which amounts to occupying separate $m_L$-suborbitals before electrons are paired up. This lowers spatial overlap of the electrons’ wavefunctions, thereby lowering the extent to which electrons screen each other from the attractive nuclear charge; (ii) maximize $L$, which again lowers the total Coulomb energy of the system; and (iii) minimize the energy of the spin-orbit coupling interaction (that is, if the orbital is less than half full the total angular momentum is $|L - S|$, else it is $L + S$).

Stable transition metal ions commonly have unpaired electrons in $d$-orbitals ($L = 2$) for which there are five degenerate suborbitals [Fig. 1.1(a)] that each provide an electron with a unique spatial probability distribution. In coordination complexes, six molecular ligands individually donate a lone pair of electrons to a transition metal ion to form a coordination bond, usually, such that there is metal-ligand bond of this type along each of the Cartesian axes centred on the ion [Fig. 1.1(b)]. The negative charge density of the bonds around the ion generates a CEF that lifts the degeneracy of the ion’s $d$-orbitals. In this coordination configuration, the Coulomb potentials of both the $d_{z^2}$ and $d_{y^2}$ suborbitals [Fig. 1.1(a), red lobes] are raised, as electrons in these states are likely to be distributed along the Cartesian axes, towards the ligands. The $d_{xy}$, $d_{yz}$ and $d_{zx}$ suborbitals (blue lobes), meanwhile, become lower in energy as negatively charged electrons in these states have a relatively high probability to occupy the spaces between the Cartesian axes.

For Cu$^{2+}$ ($3d^9$) [Fig. 1.1(c)], Hund’s rules result in a single unpaired electron in the highest energy suborbital and therefore $S = 1/2$. The total energy of the ion is lowered by a spontaneous Jahn-Teller distortion, which results in an elongation of the $z$-axis of the octahedra around each ion. This, in turn, reduces the Coulomb
Figure 1.1: (a) Sketches of the spatial distributions of the five atomic d-suborbitals. (b) Transition metal ions (red sphere) ligated to six molecules (blue spheres) via coordination bonds (pale-blue lines) form octahedral environments. (c) \( \text{Cu}^{2+} (3d^9) \) has one unpaired electron in the \( d_{x^2-y^2} \) orbital owing to a spontaneous Jahn-Teller elongation of the surrounding octahedra (see text); (d) \( \text{Ni}^{2+} (3d^8) \) has two unpaired electrons in each of the \( e_g \) orbitals; (e) High-spin \( \text{Co}^{2+} (3d^{7}) \) has two unpaired electrons in each \( e_g \) orbital and one unpaired electron in the \( t_{2g} \) orbitals. Figures adapted from Refs. [22,29]

potential of the doubly occupied \( d_{z^2} \) orbital at the expense of the singly occupied \( d_{x^2-y^2} \) orbital. For \( \text{Ni}^{2+} (3d^8) \) [Fig. 1.1(d)], Hund’s rules dictate that there are two unpaired electrons with one in each of the \( d_{x^2-y^2} \) and \( d_{z^2} \) orbitals. Consequently the spin \( S = 1 \) for this ion and the system is not Jahn-Teller active. For \( \text{Co}^{2+} (3d^7) \), the first five electrons occupy individual d-orbitals and then one of two cases occurs: (i) if the Coulomb energy cost of pairing two electrons \( E_p \) exceeds the CEF splitting of the d-orbitals \( \Delta E \), the ion adopts a high-spin configuration with three unpaired electrons and \( S = 3/2 \) [Fig. 1.1(e)]; or (ii) if \( \Delta E > E_p \) a low-spin (\( S = 1/2 \)) configuration is preferable.

The orbital contribution to the \( \text{Cu}^{2+} \), \( \text{Ni}^{2+} \) and \( \text{Co}^{2+} \) ion’s total magnetic moment is deduced by considering the effect of \( \mathbf{L} \) operators acting on the spin states.
depicted in Fig. 1.1. For octahedrally coordinated Cu$^{2+}$ moments, the Jahn-Teller distortion means there are no degenerate $d$-orbitals that the unpaired electron can be transferred to by the action of an orbital angular momentum operator and therefore the orbital motion is quenched ($L = 0$ as a first order approximation). In Ni$^{2+}$ the unpaired electrons occupy one of two degenerate orbitals, however $L$ operators cannot transfer spins between them because this would pair electrons with parallel spins so, again, $L$ is approximately zero. For $S = 3/2$ Co$^{2+}$ in perfectly symmetric octahedra, electrons can be transferred between $d$-orbitals within the low lying triplet and, thus, the orbital motion is not necessarily quenched.

(c) Anisotropic terms in the single-ion spin Hamiltonian: As $m_L$ dictates the spatial probability distribution of electrons [e.g. Fig. 1.1(a)] it indirectly determines the strength of the electromagnetic interaction between an electron in a particular suborbital and the CEF. Therefore, $L$ adopts a preferential orientation so as to reduce the Coulomb energy of its constituent electrons in $m_L$ suborbitals. This preferred direction is transferred to $S$ so as to minimize the energy of the spin-orbital coupling interaction (e.g. Refs. [23,29,30]). For Co$^{2+}$ ions, the potential for unquenched orbital degrees of freedom oftentimes leads to a strong local anisotropy for the preferred orientation of $S$ [34]. For Cu$^{2+}$ and Ni$^{2+}$ this discussion is still relevant, as a lower than octahedral coordination symmetry around these ions in real materials may result in a partial quenching of the orbital momentum and, thus, residual spin-orbit coupling interactions. In this thesis, moments are considered as spin-only and orbital effects are incorporated into the spin Hamiltonian $\hat{H}$ as anisotropic correction terms. Before spin-interactions are considered (see below), this has two effects on $\hat{H}$ and these are described in the next two paragraphs.

Firstly, a spin $S = (\hat{S}^x, \hat{S}^y, \hat{S}^z)^T$, written here as a column vector of dimensionless spin operators, couples to an applied magnetic field $H$ via a Zeeman term $\hat{H}_z$ written as

$$\hat{H}_z = \mu_B \mu_0 H^T g S,$$

where $g = \text{diag}(g_x, g_y, g_z)$ is a tensor of $g$-factors and the diagonal components are not necessarily equal. For Cu$^{2+}$ the component $g$-factors typically differ by $|g_z - g_{x,y}|/g_z \approx 0.1$ (see, for example, Ref. [23]). Moreover, in the cases of both Cu$^{2+}$ and Ni$^{2+}$ molecular compounds it is often the case that $g_{x,y,z} > 2$, which further indicates the finite orbital contribution to the magnetic moment (e.g. Refs. [23,35]).

Secondly, the preferred orientation of spins in zero-field is described by series of Steven’s operators (e.g. Refs. [36,37]), to which the largest contributors are
usually a uniaxial and rhombohedral anisotropy, $D$ and $E$ respectively. In this model, the zero-field single-ion Hamiltonian $\hat{H}_{\text{si}}$ is

$$\hat{H}_{\text{si}} = D(\hat{S}^z)^2 + E[(\hat{S}^x)^2 - (\hat{S}^y)^2],$$

(1.3)

which only modulates the spin states for $S \geq 1$ such that $S = 1/2$ Cu$^{2+}$ moments approximate to isotropic (Heisenberg) spins. Meanwhile, an $S = 1$ Ni$^{2+}$ ion with $E = 0$ may adopt a singlet ($m_s = 0$) or doublet ($m_s = \pm 1$) ground state, which correspond to easy-plane ($XY$) or easy-axis (Ising) anisotropy respectively. For $S = 3/2$ Co$^{2+}$ ions, and in the case of axially compressed octahedral environments (which is relevant to the compound introduced later in this section), the moments evolve according Eq. 1.3 to produce a bistable Kramers doublet ground spin-state such that at low temperatures compared to $D/k_B$ the Co$^{2+}$ moments in these coordination environments approximate to two-level spin system [34]. More formally, a Schrieffer-Wolff transformation [38] of the spin Hamiltonian maps the two lowest lying spin energy levels onto an effective spin-1/2 ($\sigma = 1/2$) model, for which the size of the effective $g$-tensor absorbs the full paramagnetic length of the Co$^{2+}$ moments and the spin-exchange interactions adopt an anisotropic (non-Heisenberg) nature [39,40] (see Chapter 5).

### 1.3.3 Spin-exchange interactions via molecular linkages

(a) Section Overview: Spin-exchange interactions of the form of Eq. 1.1 result when an electronic exchange between two spin centres is mediated by an intermediary ion or molecule. In the development of magnetic coordination polymers, aromatic ligands containing carbon rings [Fig. 1.2(a)] and halogen-based inorganic ions with strong hydrogen bonds [Fig. 1.2(b)] are frequently used as effective mediators of spin-exchange interactions between metal ions (orange spheres). This necessarily requires a ligated ion to possess an unpaired electron in an orbital (pale blue lobes) that delocalizes spin-density towards the molecular linkage.

Pyrazine (pyz = C$_4$H$_4$N$_2$) molecules [Fig. 1.2(a)] are particularly versatile ligands that are often incorporated into polymeric magnets. A pyz molecule connects two metal ions via a donor pair of electrons on each N atom and while the ligand is known to mediate spin-exchange interactions (see below), the nature of the superexchange pathway across the molecule is a still an open point of discussion.

---

1 Eq. 1.3 sometimes includes a constant term of the form $DS(S+1)/3$. However, this does not affect the separation of energy levels labelled by $m_s$ and, consequently, this term is not included in the spin Hamiltonian for the calculations of the thermodynamic properties of spin systems in this thesis.

2 Providing $L \neq 0$ as it is for ions with half-filled shells, e.g. Mn$^{2+}$ ($3d^5$).
Aromatic heterocyclic synthons (e.g. pyrazine = C$_4$H$_4$N$_2$, pictured here with H atoms removed) are molecular building blocks that are often used as mediators of magnetic exchange between two transition metal spins (red arrows), providing that the unpaired electrons in metal ion’s d-orbitals (pale blue) have a spatial distribution that extends towards the ligand. For pyrazine, the delocalization of spin-density across the molecule (red dashed lines) could be: (1) a through-space delocalization across molecular π-orbitals; or (2) a through-bond pathway mediated by σ-orbitals. Two structural degrees of freedom for pyrazine linkages are a twist (ϕ) or tilt (η) of the molecule. Halogen-based inorganic moieties with strong hydrogen bonds (e.g. HF$_2^-$, pictured) are also frequently used to construct rigid crystalline materials and to mediate spin-exchange interactions. This figure and all subsequent structural diagrams are plotted with VESTA [41].

Early investigations suggested that pyrazine’s molecular π-orbitals mediated the spin-exchange [42], whereby spin-density is delocalized through space [Fig. 1.2(a), red dashed line 1], however more recent orbital overlap [43] and density-functional theory (DFT) [44] calculations imply that the molecular σ-orbitals provide the dominant spin-exchange pathway, such that there are a series of electronic exchange interactions across the bonds of the pyrazine ring (dashed line 2).

Experimentally, pyz is found to mediate antiferromagnetic spin-exchange interactions $J_{pyz}$ between two d-block metal ions, where $J_{pyz}/k_B$ is typically $\approx 10$ K for Cu$^{2+}$ systems (e.g. Refs. [45,46]) and $\approx 1$ K Ni$^{2+}$ complexes (e.g. Refs. [47,48]). In the current understanding, the range of $J_{pyz}$ values found in Nature is thought to be dictated, in part, by the precise length of the superexchange pathway, a twist (ϕ) or tilt (η) of the pyz molecule and, importantly, by changes in spin-density across the molecule that results from nearby ionic species in a crystalline lattice [45,46]. One advantage of pyz-based synthetic molecular magnets is that $J_{pyz}$ is comparable to the accessible temperature and applied magnetic field ranges in a laboratory, which allows the magnetic properties of these systems to be investigated experimentally.
(b) Spatial-exchange anisotropy and non-Heisenberg interactions: This subsection describes two types of spin-exchange anisotropy that arises in crystalline materials. These are categorized as: (i) a spatial-exchange anisotropy; and (ii) a non-Heisenberg spin-exchange anisotropy. Spatial-exchange anisotropy occurs when metal ions are bridged via different molecules along separate crystallographic directions. For example, consider an array of Heisenberg coplanar spins (\(S\)) positioned on the corners of a square-lattice spanning the \(xy\)-plane, with individual layers of this type stacked vertically on top of each other along \(z\) to form cubic structures. If the Heisenberg intralayer and interlayer spin-exchange constants are \(J\) and \(J'\) respectively, the zero-field spin Hamiltonian takes the form

\[
\hat{H} = J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + J' \sum_{\langle i,j' \rangle} \mathbf{S}_i \cdot \mathbf{S}_{j'},
\]

where the first sum runs over unique pairs of nearest neighbour coplanar spins, while the second sum runs over unique pairs of spins in adjacent planes. In this context, the ratio \(J'/J\) dictates the spatial dimensionality of the spin-exchange network. Systems with \(J'/J \gg 1\) produce quasi-one-dimensional (Q1D) chain-like spin networks that are strongly coupled along \(z\), while \(J'/J \ll 1\) yields quasi-two-dimensional (Q2D) planes of strongly coupled moments in the \(xy\)-plane. Multiple examples of real polymeric Q1D and Q2D AFMs are detailed in the section below.

Non-Heisenberg spin-exchange interactions occur in spin systems that exhibit a finite spin-orbit coupling. Anisotropic interactions of this type are most readily dealt with using exchange constants organized in a spin-exchange tensor \(J\) (see, for instance, Ref. [49]). In this notation, the spin-exchange terms are written as

\[
\hat{H} = \mathbf{S}_i^T \mathbf{J} \mathbf{S}_j,
\]

where \(\mathbf{S}_{i,j} = (\hat{S}_{i,j}^x, \hat{S}_{i,j}^y, \hat{S}_{i,j}^z)^T\) are column vectors of spin-operators for two separate ions. For materials with axial symmetry \(\mathbf{J}\) is diagonal and Eq. 1.5 simplifies to

\[
\hat{H} = J_{xy} \left( \hat{S}_i^x \hat{S}_j^x + \hat{S}_i^y \hat{S}_j^y \right) + J_z \hat{S}_i^z \hat{S}_j^z,
\]

where, in general, \(J_{xy} \neq J_z\). In a semi-classical interpretation of Eq. 1.6, \(J_{xy} > J_z\) describes an \(XY\)-like interaction that encourages spins to have a larger portion of their moments constrained to the \(xy\)-plane; while \(J_{xy} < J_z\) describes an Ising-like coupling, whereby the spins are largely projected onto the local \(z\)-axis. Spin-exchange interactions between moments in very low symmetry environments results in more complex spin-exchange tensors. For example, if there is no inversion centre between two spins Dzyaloshinskii-Moriya interactions develop (e.g. Ref. [50]) and these are incorporated into Eq. 1.5 with off-diagonal elements in the \(\mathbf{J}\)-tensor.
1.3.4 Coordination polymers applied to the study of magnetism

To summarize the last two sections, the principle of designing molecular magnets is to integrate transition metal ions into a crystalline lattice to act as spin centres that promote single-ion terms in the spin Hamiltonian (Eqs. 1.2 and 1.3), and to link them with molecular ligands to encourage spin-exchange interactions to develop (Eqs. 1.4 and 1.5). This section is intended to review the structures and bulk magnetic properties of just some of the low-dimensional coordination polymers that have been used to investigate quantum magnetism to date, focusing upon Q1D and Q2D $S = 1/2$ antiferromagnets (AFMs), a Haldane $S = 1$ chain and a family of magnets for which the spins are arranged on the corners of an approximately cubic lattice. It is important to stress from the outset that all of the real polymeric compounds referred to in this thesis form three-dimensional lattices and, here, low-dimensional refers to the nature of the dominant spin-exchange interactions in these complexes from the point of view of an ion within a chain or plane. Or, as E. A. Abbot puts it when writing from the perspective of an inhabitant of his two-dimensional fantasy world *Flatland*, “I call our world Flatland, not because we call it so, but to make its nature clearer to you, my happy readers, who are privileged to live in Space” [51].

A popular design motif for the study of condensed matter magnetism is to incorporate Heisenberg $S = 1/2$ Cu$^{2+}$ ions ligated via pyz molecules [as in Fig. 1.2(a)] to form low-dimensional AFMs based on dimers, linear chains or square-lattice planes. These particular coordination geometries are favoured (in part) owing to the expectation for antiferromagnetic spin-dimers to adopt a nonmagnetic singlet ground-state at low temperatures (e.g. Ref [52]), and for ideal one-dimensional and two-dimensional Heisenberg $S = 1/2$ AFMs to exhibit strong quantum fluctuations (i.e. spin excitations that are predicted to persist down to zero temperature) [53], since these properties are anticipated to prevent the development of long-range magnetic order in these systems for $T > 0$.

Real examples of Q1D $S = 1/2$ AFMs include the polymeric systems of the form Cu$X_2$(pyz) (where $X$ is a monoanionic ligand), which contain octahedrally coordinated Cu$^{2+}$ ions organized into linear Cu-pyz-Cu chains [Fig. 1.3(a)]. For $X = \text{NO}_3^-$ (a nitrate ion) [54] or $\text{HCO}_2^-$ (a formate ion) [55], the Jahn-Teller axis of each Cu$^{2+}$ spin-centre lies perpendicular to the pyz chain. The plane of the Cu$^{2+}$ $d_{x^2-y^2}$ orbital contains the coordination bonds to the pyz ligands and a delocalization of spin density along this direction mediates an intrachain Cu-Cu Heisenberg spin-exchange interaction $J_{\text{pyz}}$. However the choice of $X$ has a profound impact on the crystal structures and, hence, the magnetic properties of the two
Figure 1.3: (a) Repeating Cu-pyz-Cu units form a chain of Heisenberg $S = 1/2$ moments. This design motif features in the 295 K published structures of CuX$_2$(pyz), where (b) $X = \text{NO}_3^-$ [54] and (c) $X = \text{HCO}_2^-$ [55], as determined from single crystal x-ray diffraction. All pyrazine H atoms are omitted for clarity.

compounds. The nitrate ions act as non-bridging ligands and individual chains in this system are collinear as well as being isolated [Fig. 1.3(b)]. In the formate material parallel chains form layers, where alternate layers have chains running along differing crystallographic directions [Fig. 1.3(c)]. Moreover, each HCO$_2^-$ anion ligates a Cu$^{2+}$ ion from one chain to another Cu$^{2+}$ spin from a chain in adjacent layer. While $J_{\text{pyz}}$ is experimentally determined to be of the same order in each compound, $J_{\text{pyz}}/k_B = 10.4(1)$ K ($X = \text{NO}_3^-$) [56] and $J_{\text{pyz}}/k_B = 7.88(2)$ K ($X = \text{HCO}_2^-$) [55], the bulk magnetic properties are considerably different. The nitrate and formate compounds adopt ordered Néel phases below a temperature $T_N$ of 0.107(1) K [57] and 1.97(8) K [58], respectively, which differ by an order of magnitude. Each finite $T_N$ is driven by non-zero interchain spin-exchange interactions and it is the weak nature of these interactions between the isolated Cu-pyz chains of the NO$_3^-$ system that suppresses the onset of long-range magnetic order in this compound.

Heisenberg $S = 1/2$ square-lattice AFMs are investigated with polymeric systems based upon coordinately bonded [Cu(pyz)$_2$]$^{2+}$ sheets [Fig. 1.4(a)] and stable three-dimensional structures are formed by incorporating charge balancing anions into these systems. A prototypical $S = 1/2$ square-lattice AFM is Cu(pyz)$_2$(ClO$_4$)$_2$ [Fig. 1.4(b)] [60–63], wherein a Cu-O coordinate bond to two separate ClO$_4^-$ (perchlorate) anions completes CuN$_4$O$_2$ octahedra. The plane of the Cu$^{2+}$ $d_{x^2-y^2}$ orbital lies within the Cu-pyz layers, which promotes Q2D spatial-exchange interactions.
mediated by the pyz ligands. Despite its characteristic low-dimensional spatial-exchange anisotropy, the system nevertheless adopts long-range antiferromagnetic order below a critical temperature $T_C \approx 4.2$ K, as observed in magnetometry [61] and muon spin-rotation ($\mu^+\text{SR}$) [46] measurements. While finite interlayer interactions are predicted to be one driver of long-range order in Heisenberg $S = 1/2$ square-lattice AFMs [53] (see below), single crystal magnetometry measurements of Cu(pyz)$_2$(ClO$_4$)$_2$ [35] indicate the presence of weak $XY$-like non-Heisenberg intraplane spin-exchange interactions, and this perturbation to the ideal Heisenberg $S = 1/2$ square-lattice model is primarily responsible for the finite $T_C$ in this compound [35, 64]. X-ray diffraction measurements at 100 K [46] show that this material crystalizes in the monoclinic space group $C2/c$ and the weak spin-exchange anisotropy of this particular compound likely develops as a result of the low crystal symmetry at the Cu$^{2+}$ sites.

Polymeric frameworks of the form $[\text{Cu}L_2(\text{pyz})_2](\text{ClO}_4)_2$ are a family of related $XY$-like Q2D AFMs that use a non-bridging aromatic ligand $L$, such as pyridine-$N$-oxide ($\text{C}_5\text{H}_5\text{NO}$) [Fig. 1.4(c)] or 4-phenylpyridine-$N$-oxide ($\text{C}_{11}\text{H}_9\text{NO}$),
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Figure 1.5: The 140 K published [66] structure of \([\text{Ni}(\text{HF}_2)(3\text{-Clpy})_4]\)\(\text{BF}_4\), deduced from single crystal x-ray diffraction, contains four 3-Clpy \((\text{C}_5\text{H}_4\text{NCl})\) molecules coordinated around the equator of a Ni\(^{2+}\) ion (blue spheres). 3-Clpy H atoms are removed for clarity. Distorted HF\(^{-}\) ions complete Ni\(_4\)F\(_2\) octahedra and ligate individual \(S = 1\) Ni\(^{2+}\) ions into a non-linear chain along the crystallographic c-axis (right hand image). Charge balancing tetrahedral BF\(_4\) counter ions (yellow shading) occupy sites between chains. 3-Clpy C and H atoms are removed for clarity.

to push individual \([\text{Cu}(\text{pyz})_2]^{2+}\) layers apart. These materials provide another example of the flexibility of carbon chemistry being utilized to achieve control over the bulk magnetic properties of low-dimensional quantum spin systems. A magnetometry and x-ray diffraction study [46] of these compounds, along with \(\text{Cu}(\text{pyz})_2(\text{ClO}_4)_2\), demonstrated that the respective \(T\) values of these materials decreases as the ligand \(L\) increases the \([\text{Cu}(\text{pyz})_2]^{2+}\) layer separation at a rate of \(\approx 10\) mK\(\cdot\)Å\(^{-1}\).

Incorporating metal ions with \(S \geq 1\) into polymeric magnets produces a competition of single-ion and spin-exchange interactions in the spin Hamiltonian as, in the case of the Ni\(^{2+}\) coordination polymer \([\text{Ni}(\text{HF}_2)(3\text{-Clpy})_4]\)\(\text{BF}_4\), where 3-Clpy = 3-chloropyridine \((\text{C}_5\text{H}_4\text{NCl})\). At 140 K the system consists of four non-bridging 3-Clpy ligands around each Ni\(^{2+}\) centre (Fig. 1.5), while two separate HF\(^{-}\) ions complete Ni\(_4\)F\(_2\) octahedra [66]. The HF\(^{-}\) anions form bridges between neighboring Ni\(^{2+}\) ions along the c-axis to produce \(S = 1\) chains and, despite a distortion of the Ni-FHF-Ni linkages, these moieties mediate an antiferromagnetic Heisenberg exchange interaction \(J_{\text{fHF}}/k_\text{B} = 4.86\) K [66]. Each Ni\(^{2+}\) has an XY-like single-ion anisotropy, \(D/k_\text{B} \approx 4.3\) K [66], and the small \(D/J = 0.88\) ratio combined with the low-dimensional spatial-exchange anisotropy is sufficient promote a Haldane ground state with an energy gap to excitations of the system that is estimated from magnetometry measurements to be \(< 0.05(1)\) K [67]. The suggested Haldane ground state
Figure 1.6: Polymeric magnets of the form \([M(HF_2)(pyz)_2]Z\), where \(M = \text{Cu}^{2+}, \text{Ni}^{2+}\) or \(\text{Co}^{2+}\) (pink) and \(Z\) is monoanionic counterion, contain: (a) Square lattice \([M(pyz)_2]^{2+}\) layers, as in Fig. 1.4(a) (blue shading), linked via HF\(^2\) molecules along the \(c\)-axis (dashed lines). The layer separation here is exaggerated. (b) In the crystalline structure, \(M\) ions are arranged on the corners of an approximately cubic framework, while \(Z\) counter-ions occupy spaces enclosed by the cuboids (yellow shading). (c) Each \(Z\) species may be octahedral (upper panel) or tetrahedral (lower panel). Molecular components shown here are from published [59] powder neutron diffraction data at 4 K (and 163 K x-ray diffraction data for the tetrahedral counterion [60,61]). All pyz H atoms are removed for clarity.

is in accord with the results of quantum Monte-Carlo (QMC) simulations of isolated \(S = 1\) chains [68] that predict that a spin-gapped Haldane phase arises in the case of Heisenberg \(S = 1\) chains, which gives way to a gapless state with increasing \(D\) once the single-ion anisotropy reaches a critical value of \(D/J \approx 0.97\) (see Section 1.5).

Three dimensional frameworks of metal ions provide another class of material for the study of quantum magnetism. \([M(HF_2)(pyz)_2]Z\) is a family of polymeric compounds, wherein metal ions \((M = \text{Cu}^{2+}, \text{Ni}^{2+}\) or \(\text{Co}^{2+}\)) are organized into \([M(pyz)_2]^{2+}\) planes and linear HF\(^2\) pillars link adjacent layers [Fig. 1.6(a)] such that the \(M\) ions are positioned on the corners of approximate cuboids [Fig. 1.6(b)]. Non-coordinated counterions \(Z\) occupy the spaces within these cubes, where each \(Z\) species [Fig. 1.6(c)] may be tetrahedral (e.g. ClO\(_4\), BF\(_4\)) or octahedral (e.g. SbF\(_6\), PF\(_6\)). The structural and bulk magnetic properties of this family arise out of the complex electronic interactions between all of the constituent molecular building blocks. For instance, in the \(M = \text{Ni}^{2+}\) series the results of ambient pressure x-ray diffraction measurements at room temperature demonstrate that the crystal
structures vary from tetragonal (for \( Z = \text{SbF}_6^- \)) to monoclinic (\( Z = \text{PF}_6^- \)) \[47\]. In the \( M = \text{Cu}^{2+} \) series, meanwhile, there are strong spin-exchange interactions between neighbouring Cu moments within \([\text{Cu(pyz)}_2]^{2+}\) layers for both octahedral and tetrahedral counterions, but octahedral \( Z \) ions tend to enhance the interplane spin-exchange interactions \[45\]. This variation of structural and magnetic properties across these families of polymeric magnetics likely derives from the size of the particular counterion \( Z \), which in turn dictates the precise crystal structures and hence indirectly modifies the delocalization of spin-density between metal ions \[45\].

The popularity of exploiting molecular magnets in experimental investigations of magnetism has risen in recent decades in tandem with the advancement of the experimental techniques used to investigate them. Ever since the structures of Prussian Blue \[69\], the first synthetic molecular magnet, and \( \text{Cu(NO}_3)_2(\text{pyz}) \) \[54\] were successfully solved with x-ray diffraction in the 1970s, this has paved the way for studies to be made into the relation between the crystallographic and magnetic properties of molecular systems. Additionally, it has become apparent that careful control of experimental parameters such as temperature, mechanical pressure or doping (see, for example, Refs. \[70–72\]), as well as applied magnetic fields may all modulate the magnet properties of molecular spin systems. Bulk magnetic property studies often rely upon the application of high magnetic fields, which has become possible in recent decades with the advent of pulsed field user facilities, while the local properties of spins are readily investigated with microscopic probes such as neutron diffraction and \( \mu^+ \)SR. Chapter 2 expands upon the modern crystallography and magnetometry techniques used and referenced in the experimental investigations of this project.

1.3.5 The coordination polymers studied in this thesis and the broad implications of these investigations

This section introduces the five coordination polymers that are the subjects of the experimental and theoretical investigations in this thesis. Firstly Chapter 3, which forms part of a recently published work (Ref. \[73\]), investigates \( \text{Cu(pyz)}(\text{gly})\text{ClO}_4 \), where \( \text{gly} = \text{glycinate} (\text{NH}_2\text{CH}_2\text{CO}_2^-) \). At 298 K, this polymeric system consists of antiferromagnetic \( \text{Cu-pyz-Cu} \) dimers [Fig. 1.7(a)], which are ligated to four others by glycinate ions to form corrugated sheets \[74\]. Charge-balancing perchlorate \( (\text{ClO}_4^-) \) anions are positioned above and below each of the dimer layers [Fig. 1.7(b)]. These complete CuN\(_2\)O\(_4\) octahedra and also connect two \( \text{Cu}^{2+} \) ions from separate dimers in adjacent sheets. However, there is a positional disorder of the perchlorate moieties such that each anion adopts one of three equally probable orientations.
Figure 1.7: (a) At 298 K, Cu(pyz)(gly)ClO$_4$ contains Cu-pyz-Cu dimers (blue), each ligated to four others to form corrugated sheets via gly ions [74]. (b) ClO$_4^-$ ions, above and below the sheets of dimers (orange shading), connect two Cu$^{2+}$ ions from adjacent layers. (c) At 100 K, [H$_2$F]$_2$[NiF$_2$(3-Fpy)$_4$]$_3$[SbF$_6$]$_2$ crystalizes with coplanar Ni$^{2+}$ ions arranged on the vertices of a kagome lattice (red lines) [75]. (d) Separate NiN$_4$F$_2$ octahdra are bridged by H$_2$F$^+$ linkages. All H atoms of organic molecules are removed in panels (a)-(d) for clarity.

The system of antiferromagnetic spin-dimers exhibits a zero-field low-temperature quantum disordered phase, for which there is no long-range magnetic order as each pair of dimerized Cu$^{2+}$ $S = 1/2$ moments forms a spin singlet at low temperatures compared to the intradimer spin-exchange interaction [74]. However, an applied magnetic field $H$ couples to the Heisenberg moments to induce $XY$ antiferromagnetic order for $2.5(1) \leq g\mu_B\mu_0H/k_B \leq 9.0(2)$ K and temperatures below $\approx 1.4$ K [74], and one of the aspects of the study of this material in Chapter 3 is to investigate the adiabatic physics of this compound that results from the strong coupling of the spin degrees of freedom to an applied magnetic field.
The main implications of study presented in Chapter 3 are: (i) the results of magnetometry measurements performed in quasistatic and pulsed magnetic fields are sensitive to the same phase of $H$ induced magnetic order; (ii) Cu(pyz)(gly)ClO$_4$ undergoes a strong and continuous magnetocaloric effect (MCE) in pulsed magnetic field, i.e. the sample temperature evolves as a function of the applied magnetic field for all $H > 0$; (iii) the MCE in this material is accounted for with a general thermodynamic model, which suggests that the sample $T$ is likely to be an important consideration for measurements performed on similar electrically-insulating samples in rapidly changing $H$; (iv) the planar arrangement of dimers in Cu(pyz)(gly)ClO$_4$ is likely to be related to the possible evidence for two-dimensional universal behaviour in the published [74] heat capacity measurements; and (v) the applied magnetic field dependence of the heat capacity suggests that the spin degrees of freedom of this $S = 1/2$ dimer complex are not only manipulated by $H$, but also by zero-point fluctuations (that is, spin fluctuations from the ground-state that are anticipated to persist at $T = 0$ K).

$[\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4][\text{SbF}_6]_2$ (3-Fpy = 3-fluoropyridine) is the second coordination complex studied in the work. The results of single-crystal x-ray diffraction experiments performed on this material (see below or Ref. [75]) demonstrate that the individual Ni$^{2+}$ moments are arranged on the vertices of a two-dimensional kagome lattice [Fig. 1.7(c)]. The aromatic 3-Fpy ligands are non-bridging, forming a wheel of equatorially coordinated molecules around each metal ion [Fig. 1.7(d)], while F$^-$ ions complete distorted Ni$_4$F$_2$ octahedra. Individual octahedra are bridged via H$_2$F$^+$ cations that provide charge-assisted Ni-F···H-F-H···F-Ni hydrogen bonded linkages. However, at 100 K there are two levels of positional disorder of the H$_2$F$^+$ moieties: (i) the central F atom of these ions occupies one of two equally probable sites; and (ii) for each of these cases the whole cation rotates about F to adopt one of three possible orientations. This generates a bond disorder between coplanar Ni$^{2+}$ ions and the scope of the study of this system in Chapter 4, and the related publication [75], is to investigate the effects that the bond-disorder has on the bulk magnetic properties of this $S = 1$ kagome complex.

In broad terms, the results discussed in Chapter 4 imply: (i) one impact of the structural disorder of the H$_2$F$^+$ moieties in this material is weaken the strength of the nearest-neighbour Ni-Ni intraplane spin-exchange interactions to the extent that the system shows no evidence for long-range magnetic order at temperatures above 19 mK; and (ii) the thermodynamic properties at temperatures $T > 0.4$ K may be modelled by considering this polymeric complex as a system of independent spin $S = 1$ Ni$^{2+}$ ions with an easy-plane uniaxial single-ion anisotropy. Further-
more, the models of the powder-average magnetization, heat capacity, and linear
susceptibility that are developed in this chapter may be applicable to the analysis of
future studies aimed at characterizing the energy scale of the single-ion anisotropy
in similar powdered Ni\textsuperscript{2+} materials.

The final three compounds investigated in this work form a series of polymeric
antiferromagnets of the form [M(HF\textsubscript{2})(pyz)\textsubscript{2}]SbF\textsubscript{6} (M = Cu\textsuperscript{2+}, Ni\textsuperscript{2+} or Co\textsuperscript{2+}). In
each isostructural compound the M ions reside on the corners of a square-lattice
[M(pyz)\textsubscript{2}]\textsuperscript{2+} plaquettes spanning the ab-plane [Fig. 1.6(a)], linear HF\textsubscript{2}−
bridges link individual sheets along the crystallographic c-axis, while octahedral SbF\textsubscript{6}−
counterions occupy interstitial positions within the tetragonal frameworks [Fig. 1.6(b)].
The spin centres of the Cu\textsuperscript{2+} complex have an electronic configuration of 3\textit{d}\textsuperscript{9} and, owing
to an axial (Jahn-Teller) distortion of the CuN\textsubscript{4}F\textsubscript{2} octahedra, the single unpaired elec-
tron resides within the \textit{d}\textsubscript{x\textsuperscript{2}}−\textit{y\textsuperscript{2}} suborbital. This leads to the efficient delocalization of
spin density within individual [Cu(pyz)\textsubscript{2}]\textsuperscript{2+} sheets and this system approximates to
a Q2D Heisenberg \(S = 1/2\) square-lattice antiferromagnet (AFM) [45,76]. However,
despite its low-dimensional magnetic character, the results of heat capacity and
\(\mu^+\)SR experiments determine that this material exhibits antiferromagnetic order
below a finite critical temperature \(T_c = 4.1\) K [76]. Contrasting, each octahedrally
coordinated Ni\textsuperscript{2+} (3\textit{d}\textsuperscript{8}) ion of [Ni(HF\textsubscript{2})(pyz)\textsubscript{2}]SbF\textsubscript{6} has two unpaired electrons; that
is, one in each of the \textit{d}\textsubscript{x\textsuperscript{2}}−\textit{y\textsuperscript{2}} and \textit{d}\textsubscript{z\textsuperscript{2}} suborbitals [47], and adopts antiferromagnetic
long-range order below a critical temperature \(T_c = 12.2\) K [47]. The results of pub-
lished [47] ligand field theory calculations imply that the individual \(S = 1\) Ni\textsuperscript{2+}
ions have an intrinsic easy-plane character, while a density-function theory investi-
gation suggests that there is a significant delocalization of spin-density along both
of the pyz and HF\textsubscript{2}− ligands that is expected to result in a Q1D spin-exchange net-
work. The magnetic properties of [Co(HF\textsubscript{2}(pyz)\textsubscript{2}]SbF\textsubscript{6} were unpublished prior to
this project and this system is shown in Chapter 5 to adopt an antiferromagnetically
ordered state for temperatures below \(T_c = 7.1\) K wherein the individual Co\textsuperscript{2+} (3\textit{d}\textsuperscript{7})
\(S = 3/2\) moments have a strong Ising-like single-ion anisotropy. In summary, the
main aspect of the study of these isostructural compounds in Chapter 5, and the
related publications Refs. [59,77], is to examine how the magnetic ground state and
some of the bulk thermodynamic properties and quantum phenomena exhibited by
these systems evolve according to the choice of the transition metal spin-centre.

The main implications of the studies in Chapter 5 are: (i) the individual spin
\(S = 1/2\) quanta of [Cu(HF\textsubscript{2})(pyz)\textsubscript{2}]SbF\textsubscript{6} have a Heisenberg character for temperatures \(T > 1.5\) K, and this Q2D AFM exhibits a low-temperature ordered Cu\textsuperscript{2+} mo-
ment that is reduced from its paramagnetic value by quantum fluctuations; (ii) the
results of neutron diffraction, pulsed-field magnetometry, and inelastic neutron scattering investigations of a powdered sample of \([\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6\) are used to classify this system as a Q1D XY-like \(S = 1\) AFM in which the relative strengths of the uniaxial single-ion anisotropy and the nearest-neighbour Ni-Ni spin-exchange interactions along the pyz and \(\text{HF}_2^-\) ligands are responsible for stabilising a state of long-range antiferromagnetic order in zero-field for temperatures \(T < 12.2\) K; and (iii) the Ising-like single-ion anisotropy of the individual Co\(^{2+}\) ions in \([\text{Co(HF}_2\text{(pyz)}_2]\text{SbF}_6\) maps this system onto an effective spin \(\sigma = 1/2\) model for temperatures \(T < 50\) K. Finally, the semi-classical models of the magnetization of the Ni\(^{2+}\) and Co\(^{2+}\) spin systems outlined in Chapter 5 may also aid in the characterization of related materials when limited to powdered samples.

1.4 Thermodynamic properties of magnetic materials

1.4.1 Magnetization

The magnetization \(\mathbf{M} = (M_x, M_y, M_z)^\top\) of an ensemble of spins \(\mathbf{S}_i\) is a vector quantity defined as the total magnetic moment per unit volume \(V\) [29], such that

\[
\mathbf{M} = -\frac{1}{V} \sum_i \mu_B g \mathbf{S}_i,
\]

where \(\mu_B = 9.27 \times 10^{-24}\) Am\(^2\) is the Bohr magneton and \(g\) is the \(g\)-tensor. The leading minus sign results from the fact individual moments in the ensemble are derived from the angular momentum of negatively charged atomic electrons. In this notation the orientation of magnetic moments, as distinct from spins, align to the direction of an applied magnetic field \(\mathbf{H}\). In general, \(\mathbf{M}\) is an anisotropic quantity and the powder average quantity \(\bar{M}\) is derived directly from magnetometry measurements performed on polycrystalline samples.

1.4.2 Susceptibility

The susceptibility is a quantity that measures how strongly, and the manner in which, the magnetic moment of a material responds to an applied magnetic field [29]. All atoms and molecular bonds provide a small diamagnetic contribution to a sample’s total susceptibility, owing to the magnetic response of electrons in filled atomic and molecular orbitals [78]. A quantity of interest in magnetometry experiments of coordination polymers is a component of the total susceptibility that derives from the degrees of freedom of spin quanta in a sample, which is generally investigated as a function of temperature \(T\) or an applied magnetic field \(H\). For \(T\)-dependent
studies in static $H$, each component of the direct current (dc) linear susceptibility $\chi_i (i = x, y, z)$ is defined as $\chi_i = M_i / H_i$. By analogy with the magnetization, $\chi_i$ components are generally anisotropic and the powder average quantity is $\chi$. In $H$-dependent studies the related quantity of interest is the powder average differential susceptibility $\chi = dM / dH$.

Weiss’ mean-field approximation (e.g. Ref. [29]) is often used to model the $T$ dependence of the powder-average molar linear susceptibility ($\chi_{\text{mol}}$) of a paramagnetic an ensemble of spins ($S$). In this model

$$\chi_{\text{mol}} = \frac{\mu_0 N_A \mu_{\text{eff}}^2}{k_B (T + \theta_{\text{cw}})} + \chi_0,$$

where $N_A$ is the Avogadro constant, $\mu_{\text{eff}} = g \mu_B \sqrt{S(S+1)}$ is the effective paramagnetic moment, $g$ is the powder average $g$-factor, $\theta_{\text{cw}}$ is the Curie-Weiss temperature that reflects the approximate strength and nature of spin-exchange interactions, and $\chi_0$ absorbs diamagnetic and temperature independent paramagnetic contributions to the measurement. At thermal energies $k_B T$ comparable to the exchange interactions and zero-field splitting terms the spin Hamiltonian, however, Weiss’ mean-field approach is insufficient to model $\chi_{\text{mol}}$. Appropriate models for the linear susceptibility of independent $S = 1$ ions with single-ion anisotropy and Q2D Heisenberg $S = 1/2$ square-lattice AFMs are discussed in Chapters 4 and 5 respectively.

1.4.3 Heat capacity and magnetic entropy

The constant pressure heat capacity $C_p$ measures a change in a system’s internal energy $U$ that results from a small variation in the material’s temperature $T$ (e.g. Ref. [79]) and is formally defined by

$$C_p = \left( \frac{\partial U}{\partial T} \right)_p.$$  

When a system absorbs a small amount of thermal energy, this generates both lattice vibrations (phonons) and spin-excitations (such as single-ion excitations or spin-waves). The total sample heat capacity, $C_p = C_{\text{latt}} + C_{\text{mag}}$, is therefore a sum of lattice ($C_{\text{latt}}$) and magnetic ($C_{\text{mag}}$) terms.

For polymeric magnets, $C_{\text{latt}}$ dominates $C_p$ when $k_B T$ exceeds the energy scale of magnetic terms in the Hamiltonian. Lattice vibrations are modelled with one Debye mode and a sum over Einstein modes with the expression [59, 73, 76]

$$C_{\text{latt}} = \frac{3A_D}{x_D^3} \int_0^{x_D} \frac{x^4 e^x}{(e^x - 1)^2} dx + \sum_i A_{E_i} \frac{e^{\theta_{E_i}/T}}{(e^{\theta_{E_i}/T} - 1)^2},$$

where $A_n$, $\theta_n (n = D, E_i)$ are the amplitude $(A)$ and temperature $(\theta)$ of Debye (D)
and Einstein (Ei) modes respectively; and \( x_d = \theta_d / T \).

A magnetic contribution to \( C_p \) arises when a small amount of heat \( \delta Q \) is introduced to a spin ensemble and individual moments re-orientate so as to absorb this energy. This alters the spin entropy \( S_{\text{mag}} \) by an amount \( \delta S_{\text{mag}} = T^{-1} \delta Q \) and \( C_{\text{mag}} \) is given by

\[
C_{\text{mag}} = T \left( \frac{\partial S_{\text{mag}}}{\partial T} \right)_p .
\] (1.11)

In a measurement of \( C_p, C_{\text{latt}} \) is modelled with Eq. 1.10 and subtracted from the total heat capacity to yield \( C_{\text{mag}} \). This provides an indirect way to infer changes in spin entropy \( \Delta S_{\text{mag}} \) via integration of Eq. 1.11, giving

\[
\Delta S_{\text{mag}} = \int_{T_1}^{T_2} \frac{C_{\text{mag}}(T')}{T'} dT'.
\] (1.12)

For an ensemble of quantum spins \( (S) \), each moment has \((2S + 1)\) degrees of freedom. For one mole of spins, the change in \( \Delta S_{\text{mag}} \) as the system is cooled from a paramagnetic phase to a magnetically ordered state is \( \Delta S_{\text{mag}} = R \ln(2S + 1) \), where \( R = 8.31 \text{JK}^{-1}\text{mol}^{-1} \). One source of error in calculations of \( \Delta S_{\text{mag}} \) derives from the inherent uncertainty in the amplitude of \( C_{\text{latt}} \) that results from the fitted errors in the \( A \) terms of Eq. 1.10. When the phonon model is subtracted from the total heat capacity this therefore leads to a possible over or underestimation of the magnetic heat capacity. In this thesis, an error in \( \Delta S_{\text{mag}} \) is calculated by subtracting upper and lower bounds of \( C_{\text{latt}} \) from measurements of \( C_p \) and then integrating these independent estimates of \( C_{\text{mag}} \) with Eq. 1.12 to yield a range of \( \Delta S_{\text{mag}} \) values for a particular temperature window \([T_1, T_2]\).

1.4.4 Sample temperature and the magnetocaloric effect

In isothermal measurements the sample temperature \( T \) is a constant and controlled parameter, whereas in adiabatic experiments the entropy of a sample is constant and \( T \) becomes a quantity to be determined. The magnetocaloric effect (MCE) is a change in \( T \) induced by an adiabatic change of an applied magnetic field \( H \) [80,81].

In general, the spin entropy is a function of both \( T \) and \( H \), such that the heat flow \( \delta Q \) between a spin system and its environment generalizes to [82]

\[
\delta Q = T \left( \frac{\partial S_{\text{mag}}}{\partial T} \right)_H \delta T + T \left( \frac{\partial S_{\text{mag}}}{\partial H} \right)_T \delta H .
\] (1.13)

\(^3H \) is reserved for the applied magnetic field, rather than the enthalpy, in the thermodynamic expressions in this thesis.
Dividing Eq. 1.13 by small time interval $\delta t$ yields an equation for the power $P$ of this flow of heat [82],

$$P = C_{mag} \frac{dT}{dt} + T \left( \frac{\partial S_{mag}}{\partial H} \right)_T \frac{dH}{dt},$$

(1.14)

where $C_{mag} = T \left( \frac{\partial S_{mag}}{\partial T} \right)_H$ is the magnetic contribution to the heat capacity at constant $H$. The second term in Eq. 1.14 is the power generated as $H$ is swept. It results from a coupling of the applied field to the spin-entropy of the system and it is responsible for the MCE [82]. A useful quantity to consider in a MCE experiment is $\Gamma = T^{-1} \left( \frac{\partial T}{\partial H} \right)$, which parameterizes the sign and strength of changes in a sample’s temperature as an applied magnetic field is swept. For experiments performed in precisely adiabatic conditions then $\Gamma$ is the magnetic Grüneisen parameter.

As an example of the MCE consider a collection of paramagnetic Heisenberg $S = 1/2$ ions, each with an isotropic $g$-factor, in an applied magnetic field $H$. The Zeeman energy levels of individual spins are $\pm (1/2) g \mu_B \mu_0 H$ and the partition function $Z$ (e.g. Ref. [79]) of the ensemble is

$$Z = 2 \cosh \left( \frac{g \mu_B \mu_0 H}{2 k_B T} \right),$$

(1.15)

which is a function of the ratio $H/T$. The spin-entropy is related to Eq. 1.15 via

$$\frac{S_{mag}}{k_B} = -T \frac{T \partial \ln Z}{\partial T} + \ln Z,$$

(1.16)

and this yields an analytical expression for $S_{mag}$ for each ion

$$\frac{S_{mag}}{k_B} = - g \frac{\mu_B \mu_0 H}{2 k_B T} \tanh \left( \frac{g \mu_B \mu_0 H}{2 k_B T} \right) + \ln \left[ 2 \cosh \left( \frac{g \mu_B \mu_0 H}{2 k_B T} \right) \right],$$

(1.17)

that is also a function of the ratio $H/T$ [79,83]. In an adiabatic experiment, $S_{mag}$ is constrained to be constant and so $T$ evolves linearly with $H$. Therefore paramagnets undergo a cooling upon adiabatic demagnetization, a property which is exploited in the application of paramagnetic materials in solid state refrigeration devices [84–86].

1.5 Scope of this thesis: the investigation of quantum phenomena in low-dimensional AFMs

1.5.1 What are quantum phenomena?

Quantum phenomena are the emergent properties of spin systems that cannot be explained semi-classically. Ideal systems to explore quantum phenomena include: (i) materials with a quantum critical point (QCP), i.e. a zero temperature phase transition [15,16]; or (ii) Heisenberg spin networks with spin-exchange interactions
in a low number of spatial dimensions. The tunability of magnetic interactions in coordination polymers offers a degree of control that can be exploited (through careful chemical synthesis or via mechanical/chemical pressure) to generate materials of types (i) and (ii) in the search for emergent properties. In this section, the quantum phenomena that arise in exchange-coupled spin-dimers; low-dimensional Heisenberg, $XY$ and Ising $S = 1/2$ AFMs; and quasi-one-dimensional $S = 1$ chains with uniaxial single-ion anisotropy are discussed, with particular reference made to the five materials studied in this thesis.

### 1.5.2 Exchange-coupled spin-dimers

Pairs of spin-1/2 ions coupled via an antiferromagnetic Heisenberg spin-exchange constant $J$ form a dimerized unit with a total spin $S$ (e.g. Refs. [87, 88]) for which there is a singlet ground state ($S = 0$) that lies an energy $J$ below triplet of $S = 1$ excited states [Fig. 1.8(a)]. In the Bleaney-Bowers model [23, 89], an ensemble of independent dimers is anticipated to exhibit paramagnetic properties for $T \gg J/k_B$ while the Boltzmann population of dimers in $S = 0$ state grows once $T < J/k_B$.

Even if there is a finite interdimer exchange interaction $J' < J$, there is no long-range magnetic order for $T < J'/k_B$ since each dimer adopts a nonmagnetic singlet state. At these low temperatures, the spin system is described as a quantum paramagnet (QP), where the magnetic disorder on large length scales comes about as a result of the local antiparallel alignment of spins within each dimer.

An applied magnetic field $H$ closes a dimer’s spin-gap [Fig. 1.8(a)] and the system crosses over to a magnetic ground state. For dimers with a spin Hamiltonian possessing uniaxial symmetry, a Matsubara-Matsuda transformation maps the lowest lying energy levels onto a boson picture whereby each dimer is represented with an $S = 0$ or $|S_z| = 1$ (triplon) state [52, 90, 91]. A finite $J'$ permits the hopping of triplons between dimers, giving these excitations a dispersion relation and a finite energy bandwidth $\Delta$ [90], hence each dimer’s spin-gap is closed for a range of $H$ bounded by two critical points, $H_{c1,2}$ [Fig. 1.8(a)]. This model is akin to the field induced condensation of $S = 1$ bosons from a nonmagnetic vacuum, where a Bose-Einstein condensate (BEC) begins to form for $H > H_{c1}$ and the number of triplons saturates at $H_{c2}$ (e.g. Ref [52]). A comparable spin configuration is obtained for weakly coupled $S = 1$ chains with a strong $XY$-like uniaxial single-ion anisotropy $D$ when a magnetic field is applied along $z$ [Fig. 1.8(b)]. Here, it is the intrachain spin-exchange that gives rise to a band of single-ion bosonic excitations that are separated from the ground-state in zero-field by $D$.

In real organic and inorganic spin-gapped materials [Fig. 1.8(c)], the BEC
Figure 1.8: (a) Dimer spin energy levels vs. applied magnetic field (H) for an exchange-coupled dimer. Here, J is the Heisenberg antiferromagnetic intradimer spin-exchange constant and Δ is the bandwidth of excited states. (b) Field evolution of spin energy levels for individual ions of an XY-like S = 1 chain AFM for H parallel to z, where D is the uniaxial single-ion anisotropy and Δ is the bandwidth of excited states. (c) The μ₀H − T phase diagram for molecular and inorganic materials that map onto the BEC of bosons from a nonmagnetic vacuum: (1) NiCl₂-4CS(NH₂)₂, (2) Ba₃Cr₂O₈, (3) BaCuSi₂O₆, (4) Pb₂V₃O₉, (5) Sr₃Cr₂O₈, and (6) TlCuCl₃. Figure adapted from Ref. [52].

phase forms within a dome in the H − T plane that is bounded by the two QCPs (Hc₁,2) and extends up to a finite T, which is often a small fraction of Δ/k_B. The coordination polymer NiCl₂-4SC(NH₂)₂ [92], No. 1 in Fig. 1.8(c), highlights one advantage of studying molecular magnets over inorganic materials to explore BEC systems. Molecular systems often exhibit weaker spin-exchange interactions than their inorganic counterparts, which consequently restricts the height and breadth of the BEC phase diagram to an accessible H and T range. Meanwhile, Hc₂ of some inorganic materials (notably TlCuCl₃, No. 6) is inaccessible with conventional (non-destructive) techniques to generate an applied H.

The experimental interests in BEC systems includes: (i) a strong MCE that is often studied in the vicinity of the QCPs [52,83,88]; (ii) a power law dependence of C_p(T) for H = Hc₁,2 with an exponent that depends on the spatial-dimensionality of the spin-exchange interactions [52,95]; and (iii) an asymmetry that is predicted, and observed, in the height of C_p(H) anomalies at H = Hc₁,2 [94]. Chapter 3 (and the related publication, Ref. [73]) utilizes the results of quasistatic and pulsed field magnetometry measurements along with MCE experiments to investigate the molecular spin-gapped exchange-coupled spin-dimer complex Cu(pyz)(gly)ClO₄ across its full H−T phase diagram. The published [74] heat capacity is used to formulate a general
thermodynamic argument to show that a strong MCE in fact occurs for all $H > 0$ in this material, and therefore related systems, and that a failure to account for this phenomenon in pulsed field experiments can lead to an erroneous interpretation of the sample temperature. Furthermore, the structure of Cu(pyz)(gly)ClO$_4$ and the critical exponents of the heat capacity at $H_{c2}$ are consistent with two-dimensional universal behaviour. Lastly, a small peak in $C_p(H)$ at $H_{c1}$ relative to that observed at $H_{c2}$ is indicative of a role for zero-point fluctuations in manipulating the spin entropy of this material for $H \approx H_{c1}$ (i.e. there are excitations of the system that are attributed to the quantum nature of the spins).

1.5.3 Low-dimensional Heisenberg, $XY$ and Ising $S = 1/2$ quantum magnets

(a) The interest in $S = 1/2$ AFMs: Heisenberg $S = 1/2$ materials are attractive for the investigation of magnetic quantum phenomena as they possess the lowest $S > 0$ quantum number and hence the ratio $\langle S^2 \rangle = \frac{S+1}{S}$ is furthest from the high-spin (semi-classical) limit of 1. One property of interest is that ideal Heisenberg $S = 1/2$ chains and square-lattice planes are not expected to order for $T > 0$. In 1931, Bethe deduced that an antiferromagnetic alignment of Heisenberg $S = 1/2$ moments was not an eigenstate of the spin Hamiltonian for one-dimensional chains [96] and, similarly, a comprehensive review of Heisenberg $S = 1/2$ square-lattice AFMs in 1991 [13] indicates that there is no proven theorem for these systems to adopt a Néel state at finite $T$ either. The latter work does, however, anticipate that magnetic order still occurs in isolated square-lattice planes as $T \to 0$, albeit with a reduced ordered moment [see part (c)]. While ideal Heisenberg $S = 1/2$ chains (planes) do not order at finite $T$, it is nevertheless energetically favourable for the orientations of a small cluster of neighbouring moments to antiferromagnetically align once $k_B T < J$, where $J$ is the intrachain (intraplane) Heisenberg spin-exchange interaction [22]. If each moment has $z$ neighbouring ions the average number of spins that are instantaneously antiferromagnetically coupled at finite $T$ is $\xi \approx zJS(S+1)(k_B T)^{-1}$ [22]. This estimates the spin correlation length and only diverges as $T \to 0$.

(b) Drivers of long range order in Q1D and Q2D systems: The finite extent of Heisenberg interchain (or interplane) exchange interactions $J'$ in real polymeric materials is an important perturbation to the case of ideal one (or two) dimensional systems and, significantly, this is one mechanism to drive these systems to an ordered Néel phase a finite temperature $T_N$. The results of quantum Monte-Carlo (QMC) simulations for Heisenberg $S = 1/2$ moments on a cubic lattice [53] predict
that in the case of quasi-one-dimensional systems, $T_N$ measures the relative strength of the interchain Heisenberg exchange $|J'|$ via the expression

$$
\frac{|J'|}{J} = \frac{1}{4} \left( 0.233x \sqrt{\ln 2.6x + \frac{1}{2} \ln \ln 2.6x} \right)^{-1},
$$

(1.18)

where $x = J(k_B T_N)^{-1}$ and $J$ is the intrachain Heisenberg exchange constant. In the case of quasi-two-dimensional Heisenberg $S = 1/2$ systems, the QMC simulations [53] relate $T_N$ to a finite interplane interaction $J'$ with

$$
\frac{|J'|}{J} = \exp \left( 2.43 - 4\pi (0.183x) \right),
$$

(1.19)

where $x = J(k_B T_N)^{-1}$ and $J$ is the intraplane Heisenberg exchange constant.

For polymeric magnets, if $T_N$ is estimated from heat capacity or $\mu^+\text{SR}$ experiments and the dominant exchange interaction $J$ is derived from bulk magnetometry measurements [see part (d)], then Eqs. 1.18 and 1.19 may be used to estimate $|J'|$ for both Q1D and Q2D systems [e.g. Fig. 1.9(a)]. Materials closer to the left hand side of the figure are better approximated to ideal systems and it is the ability to incorporate different molecular ligands into polymeric quantum spin-networks that has been utilized to develop this array of low-dimensional systems in which to study quantum magnetism.

Non-Heisenberg spin interactions are another perturbation that takes real materials away from the ideal Heisenberg $S = 1/2$ approximation and, for Cu$^{2+}$...
systems in particular, the spin-orbit coupling interaction is one mechanism to give rise to this effect. For square-lattice \( S = 1/2 \) materials, the spin-exchange anisotropy is parameterized with Eq. 1.5 where \( J_z/J_{xy} = (1 - \Delta) \) and \( \Delta \) is a small positive constant that yields an \( XY \)-like character for the spin-exchange interaction. The results of QMC simulations [64] predict that a finite \( \Delta \) induces an \( XY \)-antiferromagnetic state for \( T \leq T_c \), where

\[
\frac{k_B T_c}{J} = \frac{2.22}{\ln(360/\Delta)}.
\]

(1.20)

In an experiment, \( \Delta \) is measured by a change in slope of the magnetization that occurs for fields applied with the \( XY \)-plane once the Zeeman energy is sufficient to allow moments to rotate out of the easy-plane and cant towards the direction of \( H \) [35, 46]. The measured values of \( \Delta \) and \( T_c \) for several Q2D Cu\(^{2+}\) polymeric magnets are compared to Eq. 1.20 in Fig. 1.9(b). The bulk magnetic properties of materials further from the theoretical line are influenced by other perturbations in the spin Hamiltonian besides \( \Delta \), such as finite interplane spin-exchange interactions [35]. In Chapter 5, the results of neutron powder diffraction (NPD) and single-crystal magnetometry measurements of the tetragonal system \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\)

are discussed in terms of the extent to which this high symmetry compound’s finite magnetic ordering temperature can be explained within a Heisenberg \( S = 1/2 \) model.

(c) Reduced ordered moment in Heisenberg square-lattice AFMs: Below the ordering temperature \( T_N \) of a spin system, the ordered moment size \( \mu \) is an order parameter that follows a general \( T \) dependence of the form

\[
\mu(T) = \mu(0) \left[ 1 - \left( \frac{T}{T_N} \right)^\alpha \right]^\beta,
\]

(1.21)

where \( \alpha \) and \( \beta \) are constants. A prediction for Q2D Heisenberg \( S = 1/2 \) AFMs from renormalization group analysis in the nonlinear sigma model [97] is that each plane of spins adopts a Néel phase, but the low temperature moment per ion \( \mu(0) \) is reduced from its classical value \( \mu_c = g \mu_B S \) by quantum fluctuations at \( T = 0 \). The ordered phase occurs at thermal energies below

\[
k_B T_N \approx J' \left[ \frac{\mu(0)}{\mu_c} \right]^2 \xi^2,
\]

(1.22)

where \( \xi \) is the correlation length within the planes at \( T = T_N \) in units of the lattice constant.

Linear spin-wave calculations for ideal square-lattice Heisenberg AFMs suggest that \( \mu(0) = 0.6 \mu_c \) for \( S = 1/2 \) and 0.87\( \mu_c \) for \( S = 3/2 \) [13, 98], but in order to test the predictions of Eq. 1.22 and linear spin-wave theory it is important for
the sample $T$ to be sufficiently low so that ordered moment is suppressed by quantum rather than thermal fluctuations (as in Eq. 1.21). To ensure $\mu \approx \mu(0)$, an independent estimate of the order parameter is provided by $\mu^+\text{SR}$ as these experiments are sensitive to the internal magnetic flux $B$ of an AFM at interstitial lattice sites, which is generated by individual magnetic moments in the crystal (e.g. Refs. [99, 100]). For a magnetically ordered system, $B$ saturates towards a low-temperature limit and neutron diffraction experiments to estimate $\mu(0)$ may be therefore be performed at a temperature for which $B$ is measured to be close to its $T = 0$ limiting value. As an illustrative example, single crystal neutron diffraction measurements of Cu(pyz)$_2$(ClO$_4$)$_2$ at 2.3 K reveal the ordered Cu$^{2+}$ moment is 0.47(5)$\mu_B$ per ion [101], which approximately 50% of its classical value ($\approx 1\mu_B$ per ion), even though $\mu^+\text{SR}$ indicates the internal $B$ has approached 95% of its low-$T$ limit [46]. Quantum fluctuations are also modulated by an applied magnetic field, such that in square-lattice $S = 1/2$ AFMs they are initially enhanced but ultimately suppressed by the field [101]. This renders zero-field probes of $\mu(0)$, such as NPD or $\mu^+\text{SR}$, as the suitable techniques to investigate ordered moments of low-dimensional AFMs that have no bulk magnetization.

The results of NPD measurements of [Cu(HF$_2$)(pyz)$_2$]SbF$_6$ are discussed in Chapter 5, where it is the Q2D spatial-exchange anisotropy and low $S$ quantum number of this compound that make this material an interesting candidate to search for a reduced ordered moment. These results are compared against those obtained from NPD of [Co(HF$_2$)(pyz)$_2$]SbF$_6$, which approximates to an Ising-like effective spin-1/2 system for temperatures comparable to its magnetic ordering temperature. The size of the ordered moment in this Co$^{2+}$, material, compared to its classical (paramagnetic) value, is considered in terms of how a strong easy-axis single-ion anisotropy influences the size of the ordered moment in quantum magnets.

(d) Thermodynamic properties of low-dimensional Heisenberg and Ising $S = 1/2$ materials: Other observable characteristics of low-dimensional $S = 1/2$ systems occur in bulk magnetization and heat capacity measurements. The results of QMC simulations for exchange-coupled Heisenberg $S = 1/2$ systems [Fig. 1.10(a)] show that the magnetization $M$ for quasi-one-dimensional (triangles) and two-dimensional (2D) AFMs (diamonds) evolves as a concave trace with an increasing magnetic field $H$, such that $M$ is reduced relative to a system with isotropic (3D) spatial-exchange interactions (circles). The published [76] pulsed-field powder magnetization of [Cu(HF$_2$)(pyz)$_2$]SbF$_6$ (solid line) falls between the 3D and 2D QMC simulations, which is indicative of a weak but finite interlayer spin-exchange
interaction in this material. Obtaining an estimate of the saturation field $H_{\text{sat}}$ of low-dimensional Heisenberg $S = 1/2$ AFMs from $M(H)$ measurements is an effective strategy to determine the Heisenberg spin-exchange interactions. QMC calculations [45] deduced that for Q1D and Q2D systems, $H_{\text{sat}}$ is given by

$$g\mu_B\mu_0 H_{\text{sat}} = zJ + z'J', \quad (1.23)$$

where $J$ is the intrachain (intraplane) Heisenberg exchange to $z$ nearest neighbours and $J'$ is the interchain (interplane) Heisenberg exchange to $z'$ neighbours.

QMC simulations of the heat capacity for Q2D square-lattice Heisenberg $S = 1/2$ AFMs predict that, for $T > T_N$, there is a build up of short-range spin correlations on cooling the system that results in a broad maximum in the heat capacity at $T \approx J/k_B$ [Fig. 1.10(b)] [102]. This feature becomes more prominent as
the relative strength of the interlayer coupling, $|J'/J|$, decreases. Furthermore, the release of spin-entropy at the ordering temperature becomes smaller with decreasing $|J'/J|$ and the size of peak at $T_c$ is reduced.

The published [103] results of QMC simulations and series expansions of the heat capacity for Ising spins arranged on a cubic lattice [Fig. 1.10(c), black line], meanwhile, combine to suggest that these systems exhibit a sharp anomaly a critical temperature $T_c$, which is concurrent with the transition from a paramagnetic to a magnetically ordered phase, and this predicted form of the heat capacity is consistent with the results of experiments performed on the real tetragonal Ising-like AFM Rb$_3$CoCl$_5$ [103, 104]. A representative example of the expected form of the heat capacity for low-dimensional Ising systems derives from the results of correlated-effective-field theory calculations of Ising $S = 1/2$ moments arranged on the vertices of an anisotropic square-lattice. In this particular model, each spin is coupled via nearest-neighbour ferromagnetic interactions of differing strengths along the two orthogonal intraplane directions [105]. For ideal square-lattice systems [Fig. 1.10(c), pale-blue line] a sharp heat capacity anomaly at $T_c$ is anticipated to occur, while the size of the peak at the critical temperature is suppressed by the build-up of short-range spin-correlations in the case of close-to-ideal Ising $S = 1/2$ chains (red line) [105]. The prediction for a sharp peak in the heat capacity for the ideal square-lattice model is firstly in accord with Onsager’s exact solution of the two dimensional Ising model, which suggests that the heat capacity diverges at $T = T_c$ [106]; and secondly it is comparable to the form of the experimental heat capacity derived from measurements of the square-lattice Ising AFMs K$_2$CoF$_4$ and Rb$_2$CoF$_4$ [107]. Together these observations imply that a sharp peak at $T_c$ is a common feature of square-lattice Ising systems. The expectation of a broad hump in the heat capacity for Ising spin-chains, meanwhile, is characteristic of the results analytical calculations of the heat capacity for ideal one-dimensional Ising systems, which predict that the heat capacity ought to exhibit a broad Schottky anomaly at $T \approx J/k_B$ where $J$ is the intrachain spin-exchange constant (e.g. Ref [108]). The relation between the overall shape of the magnetic heat capacity of Ising systems and the underlying spatial-dimensionality of the spin-exchange network is referred to in Chapter 5 in reference to the results of heat capacity measurements of the Ising-like complex $[\text{Co(HF}_2\text{)(pyz)}_2\text{]}\text{SbF}_6$. 
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Figure 1.11: QMC simulation [68] (circles) for the $T = 0$ ground-state of $S = 1$ chain AFMs. Here, the Heisenberg intrachain and interchain exchange interactions are $J$ and $J'$ respectively, while the uniaxial single-ion anisotropy is $D$. The relative strengths of the ratios $D/J$ and $J'/J$ determine whether a system is an Ising-antiferromagnet (Ising-AFM); a conventional Néel AFM; a spin-gapped Haldane or quantum paramagnet (QP) material; or an XY-AFM. The Haldane, QP and XY-AFM phases meet at $J' = 0$ and $D/J \approx 0.97$. Several real molecular Haldane compounds [66,72,109] (triangles) and one QP system [92] (star) are displayed using published results.

1.5.4 Magnetism in Q1D $S = 1$ AFMs with uniaxial single-ion anisotropy

Coordination polymers are a proven means for generating antiferromagnetic $S = 1$ chains, for which the competition of the single-ion and spatial-exchange anisotropy gives rise to myriad of magnetic ground states. For instance, a low-temperature quantum paramagnet (QP) phase is adopted by NiCl$_2$-4SC(NH$_2$)$_2$ [68,92]; a Haldane phase is exhibited by Ni(C$_4$H$_{14}$N$_2$)N$_3$PF$_6$ [109], [Ni(C$_2$H$_8$N$_2$)$_2$NO$_3$]ClO$_4$ [72] and Ni(HF)$_2$(3-Clpy)$_4$BF$_4$ [66]; while the tetragonal polymer [Ni(HF)$_2$(pyz)$_2$]SbF$_6$, and the related monoclinic material [Ni(HF)$_2$(pyz)$_2$]PF$_6$, are suggested to be an XY-AFM and an Ising-AFM respectively [47]. Moreover, the spin-gap of NiCl$_2$-4SC(NH$_2$)$_2$ is found to be tunable when the Cl sites are doped with Br at the sample synthesis stage [71], while the magnetic properties of [Ni(C$_2$H$_8$N$_2$)$_2$NO$_3$]ClO$_4$ are perturbed with the application of a mechanical pressure of 2.5 GPa [72].

The results of QMC simulations [68] performed on Q1D $S = 1$ AFMs param-
eterize the diverse range of possible $T = 0$ ground states in these systems in terms of the ratios $D/J$ and $J'/J$ (Fig. 1.11), where $D$ is the uniaxial anisotropy and $J$ ($J'$) labels the Heisenberg intrachain (interchain) spin-exchange constant. These simulations indicate that a zero temperature Haldane phase (red region in Fig. 1.11) occurs in the case of isolated ($J' = 0$) Heisenberg ($D = 0$) chains, but this yields to a QP phase (dark blue) once the uniaxial anisotropy exceeds a critical value of $D \approx 0.97J$. A finite interchain exchange interaction, meanwhile, acts to stabilize long-range magnetic order in form of an $XY$-AFM state if $D > 0$ (orange); a Néel phase if $D = 0$ (white); or an Ising-AFM state if $D < 0$ (pale blue).

For $[\text{Ni(HF}_2\text{)[pyz]}_2]\text{SbF}_6$, the previously published [47] bulk thermodynamic measurements, plus ligand field theory and DFT calculations, suggest $D \approx J$ and $J > |J'|$, thus positioning the material close to the $D/J \approx 0.97$ QCP. However, limited to a powdered sample, the investigations fell short of unambiguously characterising the ground-state and disentangling the energy scale of the three microscopic parameters $D$, $J$ and $J'$. In order to position the material on the phase diagram of Fig. 1.11 it is essential to experimentally determine the precise nature of the magnetic ground state and to obtain unambiguous estimates of the ratios $D/J$ and $J'/J$.

Chapter 4, and Ref. [75], demonstrate the experimental determination of an $XY$-like single-ion anisotropy from a polycrystalline sample of the kagome complex $[\text{H}_2\text{F}_2][\text{NiF}_2(3\text{-Fpy})_4][\text{SbF}_6]_2$ using the results of high-frequency (GHz) electron spin-resonance, heat capacity and magnetization measurements. These methods are applicable providing the magnetometry measurements are performed for temperatures below $T \approx 0.18D/k_B$ and, importantly, that the spin-exchange interactions in the Hamiltonian are much less than $D$. It is the second point that means these techniques cannot be used to estimate $D$ for $[\text{Ni(HF}_2\text{)[pyz]}_2]\text{SbF}_6$, where the energy scale of the single-ion anisotropy is of the same order as the intrachain Heisenberg exchange constant [47]. In Chapter 5, and in the related publication Ref. [77], a semi-classical model and the results of pulsed field magnetization measurements are used to infer the strengths of $D$ and the average spin-exchange interactions of $[\text{Ni(HF}_2\text{)[pyz]}_2]\text{SbF}_6$ along the bifluoride and pyz linkages, while inelastic neutron scattering measurements of a powdered sample are necessary to extract unique estimates of $D$, $J$ and $J'$.
Chapter 2

Experimental Methods

2.1 Chapter overview

This chapter aims to outline some of the main principles of the experimental and computational methods utilized and referenced in this thesis. Firstly, Section 2.2 describes the various approaches used to generate quasistatic and pulsed magnetic fields for the investigation of condensed matter systems. Next, Section 2.3 offers an explanation of four magnetometry techniques. These are: (i) superconducting quantum interference device (SQUID) magnetometry; (ii) vibrating sample magnetometry; (iii) compensated coil extraction magnetometry; and (iv) proximity detector oscillation (PDO) magnetometry. Sections 2.4 and 2.5 review the experimental procedures for heat capacity and magnetocaloric effect measurements respectively, before Section 2.6 establishes a theoretical background to neutron scattering and introduces the two powder instruments that are used to collect data presented in this project. Lastly, Section 2.7 discusses the numerical simulations developed for the investigations of the Ni$^{2+}$ compounds in Chapters 4 and 5. This includes an outline of model that determines the powder-average magnetization $M(H)$ and heat capacity of spin $S = 1$ materials with single-ion anisotropy, and an explanation of a semi-classical Monte-Carlo simulation that estimates $M(H)$ for a cluster of eight exchange coupled XY-like $S = 1$ ions arranged on a cubic lattice.

2.2 Generating quasistatic and pulsed magnetic fields

2.2.1 Obtaining static and quasistatic magnetic fields

Applying a homogeneous magnetic field $H$ across a sample is an important experimental tool for examining the functional properties of magnetic materials and
synthetic rare-earth alloys provide one proven means to produce large permanent dipole magnetic fields in the laboratory. For instance, Nb-Fe-B and Sm-Co compounds exhibit an energy product $BH_{\text{max}}$ [110] that is equivalent the energy density of a uniform $H$ in free space with $\mu_0 H \approx 1$ T [Fig. 2.1(a), yellow bar]. However, the application of permanent magnets to the study of coordination polymers is limited since $H$ cannot be swept, a uniform $H$ is difficult to achieve over an extended volume and $|H|$ is small compared to the typical strengths of the spin-exchange interactions and single-ion anisotropies found in typical molecular materials. To make use of higher applied magnetic fields, it is necessary to use the quasistatic $H$ produced in the bore of current carrying solenoids.

In 1820 Ørsted published [111] the experimental evidence demonstrating that a current carrying wire generates a magnetic field, while Ampère and Maxwell’s formulation of this effect predicts that a long current-carrying solenoid generates a uniform magnetic flux through its centre (e.g. Ref. [112]). Modern day direct current (dc) solenoid magnets fall into three categories: (i) resistive; (ii) superconducting; and (iii) hybrid magnets. In general, the goal of magnet design is to maximize the current density in the solenoid, while providing sufficient mechanical support to contain the radial Lorentz force and axial clamping force that put stress on the magnet coil [113]. The radial force pushes out on the magnet coil and results from the coupling of the current flowing around the coil to the magnetic field generated by the solenoid itself. Meanwhile, the attractive axial clamping force arises since the current in each loop of a magnet coil flows in parallel with all of the others and is strongest near the central most windings.

High-field resistive Cu magnets at the National High Magnetic Field Laboratory (NHMFL), Tallahassee, employ Florida-Bitter coils to achieve $\mu_0 H \leq 35$ T [114] [Fig. 2.1(a), red bar]. These magnets are comprised of hundreds of high purity Cu discs stacked to form a solenoid. Holes and azimuthal slits in the discs create channels that run down the length of magnet, parallel to the bore, for up to $15 \times 10^3$ Ls$^{-1}$ of deionized water to flow through and cool the system when in operation. The coolant both reduces the coil’s resistance and improves the mechanical strength of the magnet. A 20 MW continuous dc power source supplies the necessary current to reach the peak field and this, in addition to the material costs and cooling equipment, renders the technique very expensive to run.

In superconducting magnets [Fig. 2.1(a), pale blue bars], a highly homogeneous $H$ is generated by a persistent current that flows around a closed superconducting loop. Nb-based superconductors are commonly used for laboratory magnets, where NbTi coils produce $\mu_0 H \leq 12$ T at 2.2 K [115] and Nb$_3$Sn systems operate
Figure 2.1: (a) Summary of the applied field capabilities of: (i) rare-earth alloy permanent magnets (yellow) [110]; (ii) resistive Florida-Bitter Cu solenoids at NHMFL, Tallahassee (red) [114]; (iii) NbTi, Nb$_3$Sn [115] and a high-$T_c$ BSCCO [117] superconducting magnet (light-blue), where bars are labelled by the temperature of operation and the asterisk indicates a proposed magnet that incorporates high-$T_c$ YBCO coils into a modular hybrid magnet at NHMFL, Tallahassee [118]; and (iv) a resistive-superconducting hybrid magnet at NHMFL, Tallahassee (dark-blue) [114]. (b) The circuitry for charging a superconducting solenoid magnet of the Quantum Design MPMS [120] employs a dc power supply and a heater that warms a superconducting wire to connect the power supply to the magnet coil.

for $\mu_0H \leq 19$ T at 1.8 K [115]. These magnets are cheaper to run than their resistive counterparts since they do not necessarily require a continuous power supply to operate. The typical current density of superconductors (e.g. $10^9$ Am$^{-2}$ for Nb$_3$Sn [116]) is several orders of magnitude greater than in Cu, so superconducting magnets tend to be more compact. One disadvantage of superconducting systems is that they must be cryogenically cooled below their critical temperature ($T_c$) to operate and the critical current density of the materials places a fundamental limit on the maximum $H$ that can be achieved in a particular coil. High-$T_c$ superconductors [e.g. compounds of the form YBa$_2$Cu$_3$O$_{7-x}$ (YBCO) or Bi$_2$Sr$_2$Ca$_{n-1}$Cu$_n$O$_{2n+4+x}$ (BSCCO)] have a particularly high critical current density and an effort to incorporate YBCO tape into an all superconducting 32 T hybrid magnet at NHMFL, Tallahassee, is near completion [118]. By combining both resistive and superconducting magnet coils into a modular design, a Cu/Nb$_3$Sn hybrid magnet of this kind at NHMFL achieves quasistatic fields $\mu_0H \leq 45$ T [114] [Fig. 2.1(a), dark-blue bar], which in 1999 set the world record for the highest continuous applied magnetic field.
2.2.2 Principles of operation of superconducting magnets

For data presented in this project, $^4$He cooled superconducting magnets are used to generate quasistatic $\mu_0 H \leq 14$ T. The two ends of a solenoid magnet coil are connected with a superconducting wire to form a closed superconducting loop [Fig. 2.1(b)] such that a persistent current, which is generated in the coil by an external power supply, continues to flow around this loop once the power supply is disconnected. As an illustrative example, the method to charge the magnet of the Quantum Design™ (QD) Magnetic Property Measurement System (MPMS) is discussed in the remainder of this paragraph (following Ref. [120]). The circuitry for charging a magnet employs a heater [Fig. 2.1(b)] that surrounds the superconducting wire joining the two ends of the solenoid. With the magnet discharged and the heater on, the wire running through the heater is resistive and current may flow from the power supply to the magnet. Once the current in the magnet reaches the desired value the heater is turned off, the power supply is ramped down and a persistent current flows through the solenoid generating a magnetic field through its centre. To change an applied magnetic field, the current in the power supply is first matched to the current in the solenoid before the heater is turned on.

Two important features of superconducting magnets are: (i) the applied $H$ is quasistatic, i.e. after a persistent current is first set the field within the magnet bore slowly relaxes with time; and (ii) once a magnet is discharged to zero current, a remnant flux can be trapped by the superconducting material. Property (i) results from flux lines in superconductor relaxing to their equilibrium positions once a persistent current is first established [121], where the relaxation timescale increases with the amplitude of $H$ that is set [120]. For high precision magnetometry measurements of condensed matter systems in superconducting magnets, this slow change in flux at the sample position is one source of noise in an experiment. Property (ii), meanwhile, is important consideration when discharging a superconducting magnet. Oscillating the current from the power supply to zero is one method to minimize the trapped flux. For instance during the operation of the superconducting magnet of the QD MPMS, the automated oscillatory approach to setting zero field results in a remnant magnetic of $\mu_0 |H| \approx 3 \times 10^{-4}$ T, whereas the instrument’s no overshoot method of discharging the solenoid produces remnant fields up to $\mu_0 |H| \approx 10^{-3}$ T [120]. If necessary, the trapped flux in a superconducting magnet is reduced further by warming the whole magnet above $T_c$ to quench the system and a superconducting shield is sometimes placed around the magnet to reduce ambient flux from becoming trapped in the coil when the system is first cooled [121].
2.2.3 Capacitor-driven short-pulse magnets

Capacitor-driven short-pulse magnets are employed to produce applied magnetic fields with a higher flux density than that which can be sustained by superconducting materials. Two systems of this type are used to collect data presented in this thesis. The first is a magnet that provides $\mu_0H \leq 65$ T at NHMFL, Los Alamos (USA), where the peak field is reached during an $\approx 10$ ms pulse; the second is a magnet that generates $\mu_0H \leq 60$ T in an $\approx 5$ ms pulse at the University of Oxford (UK).

The NHMFL short-pulse magnet coil [113] demonstrates the key design features of these systems and is described in the remainder of this section. The magnet coil [Fig. 2.2(a)] is a resistive solenoid encased in carbon fibre for increased radial strength [113]. Glass fibre discs above and below the coil assist the magnetic clamping force to provide axial support and steel bolts that run through the length of the magnet, outside the coil, provide extra reinforcement. A current is provided to the coil from a capacitor bank (see below) via two contacts that run through cavities in the glass fibre casing. Ultimately, the maximum field capability and lifetime of pulsed magnets is limited by the strength of the materials used in their construction. The coil
must contain the radial Lorentz force and resultant Maxwell stress that pushes out on the magnet coil during operation. The stress scales with $H^2$, reaching \( \approx 1.7 \text{ GPa} \) at $\mu_0 H = 65 \text{ T}$ [113]. In an experiment, the magnet sits in a liquid N$_2$ cryostat that cools the magnet coil prior to a field sweep. This acts to both strengthen the materials of the system and to lower the resistance of current carrying wires. During a field pulse, the heat capacity of the magnet adiabatically absorbs the heat produced by the resistive coil [113]. As a result, the magnet’s temperature and resistance rise significantly during a field pulse and it must be cooled with liquid N$_2$ before it is safe to be used again.

Prior to a field pulse at NHMFL, Los Alamos, a 2.6 MJ capacitor bank is charged to a voltage $V_c$ with a variable dc power supply [Fig. 2.2(b)]. Discharging the capacitors through the magnet coil provides the current necessary to reach the high applied magnetic fields. Since the capacitor and resistive solenoid form an LCR circuit, the initial rise in the magnetic field of the coil is closely modelled with a damped sine wave [Fig. 2.2(c)] [113] and, shortly after the peak field is reached, a crowbar diode extends the decay of $H$ to an exponential relaxation with time. The pulse duration of a particular magnet is determined by the capacitance of the circuit, while the pulse height is dictated by $V_c$ (i.e. the energy delivered to the magnet by the capacitor bank) [113].

### 2.2.4 The generator-driven long-pulse magnet at NHMFL

The long-pulse magnet at NHMFL, Los Alamos, consists of nine resistive magnet coils arranged in a modular coil design [Fig. 2.3(a)] and is capable of achieving $\mu_0 H \leq 60 \text{ T}$ with a pulse duration lasting several seconds. The modular design allows a current to be supplied separately to the inner, central and outer sections of the magnets via three busbar risers. By shaping the current supplied to each part of the system in this way, the pulse profile of the magnet can be adapted [Fig. 2.3(b)]. This is a significant advantage over capacitor-driven system for studies where the applied field sweep rate is important.

Current is delivered to the magnet from a 1.4 GW flywheel generator [119] that provides up to 750 MJ to the magnet from the energy stored in rotating drive-shaft that has a mass exceeding 260 tonnes. As the drive-shaft’s rotation is slowed, a three-phase alternating voltage is produced and transformed down to 8 kV. The alternating current (ac) is rectified by five water cooled thyristors, which act as gated $p-n$ junctions. Regulating the gate voltage of the thyristors controls how much current passes through these devices and this offers a degree of control over the current that is delivered to each section of the modular magnet coil, therefore
allowing the pulse profile of the magnet to be designed. The shaping of a field pulse typically aims to raise $H$ faster than it decays, which limits the amount of resistive heating in the magnet coil by the time peak field is reached and, in turn, lessens the increase of the resistance of the solenoid wires during this part of the pulse thereby maximizing the value of $H$ that can be achieved.

As with capacitor-driven systems, the long-pulse magnet is encased in a liquid $\text{N}_2$ dewar and cooled prior to a field sweep. The dewar itself is supported from the ground, while the magnet hangs in the dewar from above [Fig. 2.3(a)]. This set up reduces the intensity of mechanical vibrations in the dewar that propagate to the magnet coil and thus reduces one source of noise in an experiment. Prior to a field pulse, once the magnet is cold, the liquid $\text{N}_2$ dewar is drained to a reservoir. This avoids $\text{N}_2$ from rapidly boiling off during a field pulse [113], which would otherwise act as a source of vibrations during an experiment.
2.3 Magnetometry techniques

2.3.1 SQUID magnetometry

(a) Overview of the magnetometer: Dc SQUID magnetometry measurements are performed with a QD MPMS [120]. The principle of the measurement is to determine the magnetic moment of a sample as it moves through a superconducting measurement coil. The sample space of the MPMS is a 9 mm diameter static $^4$He chamber that provides temperatures in the range $1.8 \leq T \leq 400$ K [Fig. 2.4(a)] and the lower 30 cm of this space is lined with Cu to ensure a high thermal uniformity around the sample during an experiment. A sample is lowered into the MPMS on the end of long rod (see below) to position it within the bore of superconducting magnet, which provides $\mu_0 |H| \leq 7$ T, and the top of the rod is attached to a stepper motor that allows the material to be translated though a superconducting measurement coil that is wound coaxial with, but outside, the sample chamber. This measurement coil is inductively coupled to a SQUID sensor that is positioned $\approx 11$ cm below the sample position and surrounded by a superconducting shield.

SQUID magnetometry is sensitive to sample magnetic moments $\geq 10^{-11}$ Am$^2$ for $\mu_0 H \leq 2.5$ T, and those $\geq 10^{-9}$ Am$^2$ for $2.5 \leq \mu_0 |H| \leq 7$ T [120]. Above these fields this technique loses its sensitivity advantage to vibrating sample magnetometry [120] (see below). The sensitivity of SQUID magnetometry relies on the superconducting shield surrounding the SQUID sensor and the geometry of the measurement coil. In part, the superconducting shield protects the SQUID and coupling transformers from changes in stray laboratory magnetic fields, but its primary purpose is to provide a stable flux across the SQUID by trapping any ambient fields across the sensor once the circuit is cooled to $^4$He temperatures [120]. The superconducting measurement coil [Fig. 2.4(a)] is wound as a second order gradiometer [120, 122] and it consists of four turns. There is a single turn of the coil at the top and the bottom, in addition to a double counter-wound loop at the coil’s centre. Ideally, this geometry means that a uniform change to the applied flux across the coils generates zero voltage and therefore an induced signal in an experiment comes from a magnetic sample moving though the coil’s centre. Nevertheless, a small miss-match of the areas of each turn of the coil and non-uniform relaxation in $H$ from the magnet are two sources of experimental noise in a SQUID magnetometer measurement [120].

(b) Extracting the magnetization: During a measurement a sample is moved along the applied field direction ($z$) a total of 4.0 cm in 24 discrete steps [120,122].
Figure 2.4: (a) Schematic experimental configuration of the Quantum Design MPMS SQUID magnetometer. (b) The sample holder for SQUID magnetometry measurements is a plastic drinking straw positioned at the end of a long rod, wherein a sample is secured in a gelatin capsule. (c) Diagrammatic representation of the sample holder for the iQuantum™ Helium-3 insert to the MPMS. The sample is secured in a polycarbonate capsule and a thermometer ≈ 1 cm from the sample records its temperature during an experiment.

The stepped motion of the magnetic material incrementally changes the persistent current in the measurement coil’s superconducting wires so that a voltage is induced across the inductively coupled SQUID sensor. The current output of the SQUID is a monotonic function of the voltage across the device [123] and therefore it is directly related to the voltage $V$ induced in the measurement coil [120]. In a measurement of $V(z)$, the sample is modelled as a point-like dipole with an automated linear regression fitting procedure [122], where the amplitude of $V$ scales with the sample’s dipole moment. This is used to infer the magnetization $M$ of a material given a separate measurement of its mass. For small $H$ the linear molar susceptibility $\chi_{\text{mol}}$ is related to $M$ via $\chi_{\text{mol}} = M/(nH)$, where $n$ is the number of moles of the sample.

(c) Preparing a measurement: For measurements below 300 K, it is appropriate to position sample at the centre of a plastic long drinking straw [122]. This ensures that the proportion of the sample holder within the pick-up coils is approximately constant as the sample is translated along $z$. Powdered samples are placed in the lid of a gelatin capsule and gently restrained with the narrower portion of the capsule.
[Fig. 2.4(b)], while large single crystal samples are secured inside a closed capsule and supported with a small amount of cotton wool or Vaseline™. Samples less than \(\approx 0.5\) cm in length along the vertical direction tend to produce \(V(z)\) traces that are accurately modelled by the MPMS’s automated fitting procedure. Capsules are secured within the plastic straw from above and below using two pieces of a second drinking straw and the sample holder is then attached to the end of the sample rod with the application of Kapton™ tape. Prior to an experiment a sample is zero-field cooled to the desired \(T\) and centred within the measurement coils with a small quasistatic applied field before \(M\) is recorded at fixed \(T\) and \(H\) over their respective ranges of interest. In this project, the centering field is usually \(\mu_0 H = 0.1\) T but, more generally, \(H\) needs to be sufficient to induce a clear peak in \(V(z)\). A thermal expansion of the sample holder or rod may change a sample’s centring position within the measurement coils during an experiment. The instrument’s automated linear regression tracking measurement option \([120, 122]\) is employed to re-centre a sample’s position throughout \(H\) and \(T\) sweeps.

(d) \(^3\text{He} \) measurements: The iQuantum™ Helium-3 insert provides sample temperatures above 0.45 K within a 7 mm diameter cryostat. Polycrystalline samples are loaded into the lid of a polycarbonate capsule and loosely restrained with cotton wool [Fig. 2.4(c)]. The capsule is placed in a plastic drinking straw and supported from below by a polyimide rod, while a calibrated thermometer is positioned \(\approx 1\) cm above the sample to monitor the sample’s temperature. The plastic straw is wrapped in a Cu sheath that consists of thin wires aligned parallel to the applied field direction and encourages a high thermal uniformity in the sample holder during an experiment. An electrical connection is made between the sample holder to a probe that provides a heater and a charcoal pump close to the sample position. The length of the probe itself has a series of baffles that reduce the amount of infrared radiation that can reach the sample from the top of the instrument. The probe and sample holder are then lowered into the \(^3\text{He} \) cryostat.

The cryostat is inserted into the \(^4\text{He} \) chamber of the MPMS at 300 K and evacuated with a turbo molecular pump. The \(^4\text{He} \) space is cooled to 5 K before \(^3\text{He} \) gas is injected into the cryostat from a reservoir. At this stage the heater on the probe is set to 20 K, thus preventing the charcoal from becoming saturated with \(^3\text{He} \). As the \(^4\text{He} \) chamber is cooled 1.6 K, \(^3\text{He} \) liquid condenses in the cryostat once the temperature inside falls below \(\approx 3\) K. To reach 0.45 K, the turbo molecular pump is used again to lower the gas pressure in the \(^3\text{He} \) cryostat and the heater is switched off to make use of the charcoal pump. The \(^3\text{He} \) cryostat’s base \(T\) hold time
is approximately 5.5 hours, which is sufficient time for approximately 170 measurements of the sample’s magnetic moment.

(e) **Ac susceptibility measurements:** Ac susceptibility measurements are performed in quasistatic applied fields $\mu_0 H \leq 5$ T by following the time dependent magnetic moment of a sample $M(t)$ when the applied field is modulated by a sinusoidally oscillating ac field with an amplitude $H_{ac}$ and frequency $\nu_{ac}$ [124,125]. The oscillatory field is generated by a Cu coil, wound concentric with the axis of the sample chamber [124], and the sample moment evolves according to [125]

$$M(t) = \left(\frac{dM}{dH}\right) H_{ac} \sin(2\pi\nu_{ac}t + \phi),$$

(2.1)

where $\chi = dM/dH$ is the differential susceptibility, and $\phi$ is the phase of the oscillatory moment with respect to the drive signal.

The components of the susceptibility that vary in-phase ($\chi' = \chi \cos \phi$) and out-of-phase ($\chi'' = \chi \sin \phi$) with the ac modulation signal are recorded with two individual measurements. First, a stationary sample is positioned in the centre of a pick-up coil situated near the base of the MPMS chamber. A current is induced in this superconducting coil owing to the field modulation from the applied ac field, which produces a current in the inductively coupled SQUID sensor. The frequency of the SQUID device’s voltage output is recorded and a local waveform is generated so as to nullify this signal [124]. Second, the sample is moved up into a separate measurement coil that has twice as many turns as the first and is also wound with an opposite polarity. The signal induced in this pick-up coil is recorded with the SQUID-based detection circuitry where it is further amplified by superimposing the measured voltage with the locally generated waveform derived from the first measurement. An analogue-to-digital converter measures the oscillatory sample moment from the amplitude of the total voltage output of detection circuitry [124].

2.3.2 **Vibrating sample magnetometer**

(a) **Overview of the magnetometer:** A vibrating sample magnetometer (VSM) measures the magnetic moment of a sinusoidally oscillating sample by synchronously measuring the induced voltage in a gradiometer pick-up coil positioned close to the sample (e.g. Ref. [126]). The VSM magnetization measurements presented in Chapter 5 make use of an Oxford Instruments™ superconducting magnet ($\mu_0 |H| \leq 12$ T) and $^4$He flow cryostat ($1.4 \leq T \leq 300$ K), which regulates the sample $T$ with a needle valve, a heater, one roughing pump, and one turbo pump (Fig. 2.5). An ac voltage, supplied to a linear motor by a Stanford Research Systems™ digital lock-in
amplifier, sinusoidally oscillates the sample to generate an ac voltage in the pick-up coil and the component of induced voltage that varies in-phase with the drive signal is extracted with the lock-in amplifier. An oscillation frequency of 55 Hz is employed to reduce interference in the measurement that may be generated by the mains powered detection circuitry. Two advantages of the VSM technique over SQUID magnetometry are firstly that the 55 Hz field modulation at the pick-up coil allows measurements to be recorded as $H$ is swept slowly compared to the oscillation time period; and secondly that the applied magnetic field need only be homogenous over a small volume as a sample typically only moves 1-3 mm in a VSM measurement.

(b) *Measuring the sample moment:* For sample oscillations at frequency $\nu$ along the $z$-direction, a changing flux $d\Phi/dt$ is generated through the gradiometer.
This induces a voltage $V$, which is given by Faraday’s law as [126]

$$V \propto \frac{d\Phi}{dt} = \left( \frac{d\Phi}{dz} \right) \left( \frac{dz}{dt} \right). \quad (2.2)$$

For sinusoidal oscillations, the amplitude of $V$ is proportional to both $\nu$ and sample’s bulk magnetic moment along the $z$ direction [126]. In an experiment, a sample’s magnetization is inferred from a measurement of the sample’s mass and by measuring the amplitude of $V$ once it has been independently calibrated against the voltage observed for a Ni sample whose absolute magnetic moment has been determined with SQUID magnetometry.

(c) Preparing a measurement: For sinusoidal oscillations with a frequency of 55 Hz and an amplitude of 1.5 mm, the ratio of the peak force on a sample to its own weight reaches a value of approximately 18 during a measurement. It is therefore necessary to securely mount a powdered material to its sample holder in an experiment. First, polycrystalline materials are pressed into a 5 mm diameter pellet with a hydraulic ram. During this procedure, the ram pushes a 5 mm diameter plunger to compact the sample between two die. No more than 0.05 tonnes is applied to the ram, which equates to 2 tonnes (25 MPa) on the plunger. The pellet is secured to a flat surface of polyether ether ketone (PEEK) sample holder with silicone vacuum grease so that the plane of the pellet is parallel with $H$. The pellet and rod are then wrapped in $\approx 5$ turns of Teflon™ tape to prevent the material from coming loose. The sample holder is lowered into the instrument before the sample is zero-field cooled to 1.7 K and centred in the gradiometer pick-up coil in a small quasistatic applied magnetic field (typically $\mu_0 H = 0.1$ T). This is achieved by oscillating the sample and translating the whole linear motor along $z$ until the output voltage in the pick-up coil is maximized. For $M$ vs. $H$ measurements, the field sweep-rate is regulated to prevent the wires connecting the magnet to its power supply from overheating. The sweep-rates $\mu_0|dH/dt|$ used are: (i) 0.5 Ts$^{-1}$ for $\mu_0 H \leq 10$ T; (ii) 0.2 Ts$^{-1}$ for $10 \leq \mu_0 H \leq 11$ T; and (iii) 0.1 Ts$^{-1}$ for $11 \leq \mu_0 H \leq 12$ T.

2.3.3 Compensated coil extraction magnetometry

(a) Overview of the magnetometer: In the context of the insulating samples studied in this project, a compensated coil extraction magnetometer [45] measures the differential susceptibility ($\chi = dM/dH$) of a material in the applied magnetic field of a capacitor-driven short-pulse magnet. The large $dH/dt$ of the pulsed magnet provides a field modulation in a measurement coil that is wrapped around a static
Figure 2.6: Diagram of the compensated coil extraction magnetometer probe. The measurement coil is made from 50 gauge Cu wire and consists of approximately 1000 turns (pale-blue) wound in one direction in addition to approximately 500 counter-wound turns (dark-blue). A single turn compensation coil (red) is coaxial with the measurement coil, while a 10 turn high-purity Cu-coil (close to the sample position) is used to determine $H$ during an experiment (see text). The “sample out” position is depicted and the “sample in” position is indicated by the dashed lines.

The measurement coil (Fig. 2.6) is made from 50 gauge Cu wire and two counter-wound sections. The inner part has a 1.5 mm bore and consists of $\approx 1000$ turns, while the outer part of the coil comprises of $\approx 500$ counter-wound turns. The exact number of windings is adjusted so that an alternating current applied the coil at room temperature generates a voltage in each counter-wound section that approximately cancels. An additional single turn compensation coil is wound around the measurement coil and, once the experimental set-up is cryogenically cooled, a $\mu_0 H = 10$ T amplitude magnetic field-pulse is applied to the system. A fraction of the voltage induced in the compensation coil is added to (or subtracted from) the voltage measured across the measurement coil to give a combined voltage output of zero and this is the compensated voltage $V$ that is digitized in an experiment.
Finally, a separate fixed 10 turn Cu-coil is also mounted on the probe. This coil measures $dH/dt$, which is integrated to deduce the strength of the applied magnetic field, and it is calibrated using the de Haas-van Alphen oscillations in the signal coil arising from the belly orbits about the Cu Fermi surface [45].

(b) Extracting the magnetization: In an experiment a sample is mounted inside a polychlorotrifluoroethene (PCTFE) ampoule at the end of a long thin probe [see part (c)], which allows the sample to be translated vertically in and out of a measurement coil. A magnetization measurement requires two field sweeps to record $V$ for both the “sample in” and “sample out” positions (Fig. 2.6). During a field pulse, $V$ is given by [45]

$$V \propto \left( \frac{dM}{dt} \right) \left( \frac{dH}{dt} \right).$$  \hspace{1cm} (2.3)

Since $V$ and $dH/dt$ are both experimentally determined, a measurement of the integrated differential susceptibility of an empty coil subtracted from a measurement of the integrated susceptibility with the sample in the measurement coil is proportional to the material’s magnetization.

(c) Preparing a measurement: A sample is loaded into the 1 mm diameter cavity of a PCTFE ampoule. The cavity is 4 mm long in the direction of $H$ and is typically half-filled with compacted powder or a single crystal. The sample is restrained from moving by filling the rest of the ampoule with silicone vacuum grease and the ampoule is secured to a long thin rod with GE-varnish™. The rod and sample is inserted into a $^3$He jacket, which is evacuated before the sample is positioned at the centre of a capacitor-driven short-pulse magnet. Finally, the sample is zero-field cooled to the desired $T$ before an experiment.

2.3.4 Proximity detector oscillation magnetometer

(a) Overview of the magnetometer: A proximity detector oscillation (PDO) magnetometer is a contactless radio frequency method to determine the differential susceptibility, $\chi = dM/dH$, of insulators as a function of an applied magnetic field $H$. The detection circuitry uses a commercially available PDO sensor that is inductively coupled to a Cu measurement coil wrapped around the sample (Fig. 2.7). In essence, this forms the inductive part of an LCR circuit that resonates at a frequency $\omega$ [127]. When a MHz ac voltage is delivered to the measurement coil through a coaxial cable, the oscillating field within the coil’s centre provides a field modulation at the sample position. The inductance of the coil depends upon the relative
Figure 2.7: A schematic circuit flow diagram for the PDO magnetometry measurements. The circuit’s MHz resonant frequency $\omega$ is mixed down in a two stage process to the kHz range before it is digitized (Figure adapted from Ref. [128]).

permeability of an electrically insulating sample and so this parameter, along with $\omega$, evolves with $\chi$ [128].

(b) Extracting the magnetization: In order for the MHz resonant frequency of the PDO circuit to be digitized in an experiment, $\omega$ is first reduced to the kHz range before it is recorded. When two sinusoidal waves ($\sin \omega_a t$) superimpose the resultant wave

$$\sin \omega_a t + \sin \omega_b t = 2 \sin \left( \frac{\omega_a + \omega_b}{2} t \right) \cos \left( \frac{|\omega_a - \omega_b|}{2} t \right)$$  \hspace{1cm} (2.4)$$

has a fast oscillatory component, $(\omega_a + \omega_b)/2$, while the amplitude of the summed waves is modulated at the slower angular frequency of $|\omega_a - \omega_b|/2$. The PDO measurement circuit (Fig. 2.7) employs a series of two radio-frequency mixers that combine the detection circuit’s oscillatory signal with the MHz sine waves from two local oscillators. First the PDO circuit’s signal $(\omega)$ is superimposed with an ac voltage $(\omega_1)$ and a MHz band-pass filter extracts the high-frequency component of the summed waves, $(\omega + \omega_1)/2$. Next, the band-pass filter’s output is mixed with a second MHz wave $(\omega_2)$ and the low-frequency component of the second mixer’s output, $\omega_{\text{meas}} = |\omega_2 - (\omega + \omega_1)/2|$, is isolated with a kHz low-pass filter. This is the oscillatory signal $V$ that is digitized in an experiment.

Providing the digitization rate satisfies the Nyquist limit (i.e. the sampling rate is $\geq 2 \omega_{\text{meas}}$, see for instance Ref. [128]) a Fourier transform of the measured
$V(H)$ curves extracts $\omega_{\text{meas}}$ as a function $H$ and, since the frequencies of the two local signal generators are known, this is used to deduce $\omega(H)$. At constant $T$, the change in $\omega$ with $H$ is given by [128]

$$\Delta\omega = -a\Delta\chi - b\Delta R_0$$

(2.5)

where $a$ and $b$ are constants, while $R_0$ is the magnetoresistance of the sample measurement coil and connecting coaxial cables. When no sample is present, $\omega$ is measured with one field sweep to determine the background $\Delta\omega_{\text{bkgd}} = -bR_0$. When $\Delta\omega$ is re-measured in a second field sweep with the sample inside the measurement coil, $\Delta\omega_{\text{bkgd}}$ and Eq. 2.5 are used to produce a quantity proportional to $\chi$ [128].

(c) Preparing a measurement: Individual Cu measurement coils are wound to fit a particular sample and each turn of the coil is held together with the application of GE-varnish\textsuperscript{TM}. If a coil cannot be wrapped around a sample directly (for instance if the sample is sensitive to methanol and toluene solvents) coils are instead wound around a 1.3 mm diameter PCTFE ampoule. A single crystal or a powdered sample is fitted inside the ampoule, and the space at the top of the sample holder cavity is filled with silicone vacuum grease to restrain the material during an experiment.

2.4 Heat Capacity

2.4.1 Overview of the calorimeter

Constant pressure $p$ heat capacity measurements of polycrystalline and single crystal samples are performed with a QD Physical Property Measurement System (PPMS) [129, 130]. The PPMS [Fig. 2.8(a)] consists of a high vacuum $^4$He sample chamber that provides temperatures $1.6 \leq T \leq 400$ K close to the sample position. For investigations below 300 K, samples are secured to a $3 \times 3$ mm alumina platform with Apiezon\textsuperscript{TM} N grease [Fig. 2.8(b)]. The platform is linked to a Cu puck via eight thin wires, which provide electrical connections to a thin-film heater evaporated onto the underside of the platform and a calibrated Cernox\textsuperscript{TM} resistor that monitors the platform temperature ($T = T_1$). A second thermometer ($T = T_0$) is located below the puck, within the sample chamber. A superconducting magnet provides a quasistatic field $\mu_0|H| \leq 9$ T in persistent mode, where the direction of $H$ is perpendicular to the sample platform.
2.4.2 Extraction of the heat capacity

For a sample with a heat capacity $C_x$ at a temperature $T_x$ [Fig. 2.8(b)], the Apiezon™N grease provides a thermal conductance $\kappa_2$ to the alumina stage, while the total heat capacity of the stage plus grease is $C_1$. The wires connecting the alumina stage to the puck provide a thermal conductance $\kappa_1$, such that the puck acts as a heat sink in an experiment. In a heat capacity measurement, a power $P$ is applied to the heater and the relaxation of the stage temperature $T_1$ with time is governed by the coupled differential equations \[129,130\]

\[
P = C_1 \frac{dT_1}{dt} + \kappa_2 (T_1 - T_x) + \kappa_1 (T_1 - T_0),
\] (2.6)

and

\[
0 = C_x \frac{dT_x}{dt} + \kappa_2 (T_x - T_1).
\] (2.7)

Following a heater pulse, $T_1$ relaxes with a general expression of the form \[129,130\]

\[
T_1(t) = T_0 + T_\alpha e^{-t/\tau_\alpha} + T_\beta e^{-t/\tau_\beta},
\] (2.8)

where $T_{\alpha,\beta}$ and $\tau_{\alpha,\beta}$ are functions of $C_{1,x}$ and $\kappa_{1,2}$. Here, $\tau_\alpha$ is a characteristically slow relaxation time accounting for heat flowing from the alumina platform to the puck, while $\tau_\beta$ is a faster relaxation dominated by heat flowing from the sample to the platform \[129\]. If $\kappa_2 \gg \kappa_1$ (i.e. there is strong thermal coupling to the sample), then $T_x \approx T_1$ and Eqs. 2.6 and 2.7 imply a thermal relaxation of $T_1$ given by the expression \[129,130\]

\[
T_1(t) = T_0 + \Delta T_1 e^{-t/\tau},
\] (2.9)

where $\tau = (C_x + C_1)/\kappa_1$. The determination of $C_x$ from thermal relaxation experiments requires two separate measurements, which are discussed in the next two paragraphs.

Firstly, addenda experiments are performed with no sample in place. A heater pulse raises the alumina platform temperature by an amount $\Delta T_1 = P/\kappa_1$ and measurements of $T_1(t)$ are analysed with Eq. 2.9 (with $C_x = 0$), so that $C_1$ and $\kappa_1$ are known quantities over the $T$ and $H$ range of interest \[129–131\]. The field dependence of the addenda is only monitored for $T < 20 \text{ K}$, where this consideration is most significant [Fig. 2.8(c)]. In an experiment, the amplitude of $P$ is a controlled parameter so as to provide fractional temperature rises $\rho = \Delta T_1/T_1$ of approximately 0.01 – 0.03. Prior to a heat capacity measurement, the ratio $|T_1 - T_0|/T_0$ is stabilized at a user defined value (usually 1-3% of $\rho$) so that thermal fluctuations of the system are much smaller than the controlled change in $T_1$ during an experiment.

Secondly, the sample is attached to the stage and measurements of the total
heat capacity $C_1 + C_x$ are performed. In the first instance the measured $T_1(t)$ curves are modelled by numerically integrating Eq. 2.8 and fitting the unknown parameters to the data with a non-linear least squares fitting algorithm [129–131], where $\kappa_1$ and the addenda heat capacity (interpolated to the measurement temperature) are treated as constants. If no convergence between the fitted model and the data is obtained in this analysis, the quantity $C_1 + C_x$ is estimated from a least squares fitting of the $T_1(t)$ data to Eq. 2.9 and the addenda heat capacity is subtracted from this estimate of the total heat capacity to find $C_x$ [130].

2.4.3 Preparing addenda and sample measurements

Addenda measurements proceed as follows: (i) the alumina stage is coated in a thin layer of Apiezon™ N grease and the puck is covered with a radiation shield [Fig. 2.8(a)]; (ii) the puck is lowered into the bore of the superconducting magnet before brass baffles are inserted along the length of the sample space to prevent infrared radiation reaching the base of the instrument. The baffle assembly has a small charcoal pump at its lower end, which aids in the removal of $^4$He exchange gas around the sample below 10 K [129]. (iii) The chamber is flooded with $^4$He gas and evacuated to 10-25 Pa with a roughing pump before a high vacuum ($p \leq 0.1$ mPa) is achieved with the use of an additional charcoal sorption pump; (iv) the puck is
zero-field cooled; and (v) addenda measurements of $C_1$ are collected at fixed $T_0$ and $H$ across the ranges of interest.

Polycrystalline materials are prepared by pressing samples into a 5 mm diameter pellet with a hydraulic ram (see Section 2.3.2). While $C_x$ scales with the mass $m$ of a sample, and so a larger $m$ increases the sample-to-addenda signal ratio, it is advantageous to use a relatively thin ($\approx 0.5$ mm) pellet to ensure the insulating sample is in good thermal contact with the alumina platform. The area of the pellet is cut to $< 3 \times 3$ mm, producing a sample with $m \approx 1$ mg that is attached to the platform with Apiezon$^\text{TM}$ N grease. Steps (ii)-(iv) from the passage above are repeated before the sample measurements proceed.

2.4.4 $^3$He measurements

A Quantum Design $^3$He insert provides sample temperatures from 0.4 to 20 K. The puck design for this probe is principally the same as for the standard measurements, although the sample platform is rotated by 90° such that $H$ is applied within the plane of the sample platform. An additional feature of this puck is that the sample platform is stabilized by a small wire support that is in contact with the centre of the platform on the side opposite from the sample. This damps mechanical vibrations of the stage that would otherwise produce unwanted heating of the sample as a result of a current induced in the thermometer and heater circuitry during an applied field measurement. Prior to an experiment the sample puck is secured to the $^3$He probe, covered with a radiation shield, and the assembly is inserted into the PPMS at 295 K. The cool down routine outlined in steps (ii)-(v) in part (c) is used again here, although a slow initial cool down rate for the sample chamber of 3 K per minute is employed to allow the large insert to thermalize as $T$ is lowered and this aids in efficiently reaching 0.45 K.

2.5 Magnetocaloric Effect

2.5.1 Overview of the measurement

The principle of magnetocaloric effect measurements is to monitor a sample’s temperature during an adiabatic applied magnetic field sweep. The large $dH/dt$ necessary for the MCE measurements (see Eq. 1.14) is achieved by utilizing the generator-driven long-pulse and the capacitor-driven short-pulse magnets at NHMFL, Los Alamos. The sample temperature is investigated by following the magnetoresistance $R$ of a calibrated bare-chip Cernox$^\text{TM}$ resistor, which is directly attached to
Figure 2.9: (a) A schematic circuit flow diagram for the four wire ac resistance measurement of a Cernox™ resistor (T) attached to a sample (S) in the magnetocaloric effect experiments (e.g. Ref. [82]). A heater (H) is positioned close to the sample and aids in regulating the temperature prior to a pulse. (b) The sample (pink) is mounted on a sapphire cold finger (pale blue), while the thermometer (dark blue) is directly attached to the sample with vacuum grease and further secured with dental floss fibres (yellow).

a sample with vacuum grease, with a four-wire ac resistance technique [82]. First, the sample and Cernox™ are inserted into the tail of a $^3$He cryostat on the end of a thin probe such that the sample rests within the bore of the long-pulse (or short-pulse) magnet at the field centre position [Fig. 2.9(a)]. A digital lock-in provides a constant amplitude alternating current by feeding its 30 kHz (60 kHz), 1 V (2 V), ac voltage output through a 5 kΩ (1 kΩ) shunt resistor. The ac voltage is passed through a 1:60 turn step-up transformer and fed to the Cernox™ via a twisted pair of contacts that run along the probe, approximately parallel to the direction of $H$. The voltage drop $V_I$ across a fixed resistor ($R_0 = 10.2 \Omega$) that is positioned after the transformer [Fig. 2.9(a)] monitors the amplitude of the alternating current supplied to the Cernox™, which is typically $\approx 5 \mu A$ for the experimental set-ups described here. The voltage drop $V_c$ across the Cernox™ is also extracted, this time with a second twisted pair of contacts that run back up the length of the probe. Both $V_I$ and $V_c$ are amplified (by factors of 100 and 1000 respectively) with Stanford Research Systems™ Low Noise Preamplifiers and are recorded as a function of time during a magnetic field pulse with the lock-in amplifier that provides the original ac voltage output.

The lock-in amplifier provides a measurement of both the in-phase ($V'$) and out-of-phase ($V''$) components of the current-monitor and Cernox™ resistor voltages, where the overall phase of the oscillatory signals is chosen to minimize $V''$. The
Cernox\textsuperscript{TM} magnetoresistance is then estimated from
\[ R = R_0 \left( \frac{V'}{1000} \right) \left( \frac{100}{V'_I} \right). \] (2.10)

The \((H,T)\) dependence of \(R\) is calibrated with no sample in place using the pulse-profiles from Fig. 2.2(b) and initial temperatures prior to the pulses are considered for He bath temperatures in the range \(0.45 \leq T \leq 10\) K. The resistance \(R\) is modelled with the invertible empirical relation
\[ R = \exp \left( a_1 + \frac{a_2}{T_{\text{Cer}}} \right), \] (2.11)
where \(T_{\text{Cer}}\) is the Cernox\textsuperscript{TM} temperature during a field pulse and \(a_i = \sum_{j=0}^{4} c_{ij} H^j\) are polynomials in the applied field \(H\). In a magnetocaloric effect measurement of a sample, \(T_{\text{Cer}}\) is deduced from a measurement of \(R\) at a particular \(H\) via Eq. 2.11. The error in \(T_{\text{Cer}}\) extracted from this method is 1-3\% for the He bath temperature and \(H\) ranges of interest for the MCE experiments reported in Chapter 4.

2.5.2 Sample mounting considerations

A number of probe design features are aimed at achieving adiabatic conditions during a field pulse. Firstly, the thermometer is attached directly to the sample with vacuum grease and the sample is in turn attached to thermally insulating cigarette paper with a further application of grease [Fig. 2.9(b)]. The paper is glued to a sapphire cold finger with GE-varnish\textsuperscript{TM} positioning the sample approximately 10 mm above the bottom of the cryostat. In this configuration, the sapphire cold finger extends into liquid He that collects in the cryostat tail and this was the set-up used for the MCE measurements reported in Chapter 4.

2.6 Neutron powder diffraction

2.6.1 The differential cross-section

Neutrons are hadrons that have a spin angular momentum \(S^z = \pm 1/2\) and, therefore, they scatter from atomic nuclei in a sample via the strong nuclear force as well as from individual atomic dipole moments in a crystal through electromagnetic interactions. In a neutron diffraction experiment [Fig. 2.10(a)] an incident neutron with a wave vector \(k_i\), a spin-state \(S_i^z\) and kinetic energy \(E_i\), is scattered from a crystalline sample through an angle of \(2\theta\) into a new state characterized by \(k_f\), \(S_f^z\) and \(E_f\). For scattering in the Born Approximation, which is an appropriate model for both the nuclear and magnetic scattering mechanisms owing to their weak nature,
neutrons are transferred from an initial state $|k_i, E_i, S_{z i}\rangle$ by a single scattering event via a crystalline sample’s scattering potential $V$ into a final state $|k_f, E_f, S_{z f}\rangle$.

A quantity of interest in diffraction experiments is the neutron scattering cross-section $\sigma$. This is derived from the differential cross-section $\frac{d^2\sigma}{dEd\Omega}$, which measures the probability that a neutron is scattered into a small solid angle $d\Omega$ with a small change in energy $dE$ and, more formally, it is defined as the scattered current density in phase-space normalized to the incident flux [133]. An expression for the differential cross-section for coherent neutron scattering is formulated with two assumptions: (i) the wave vector dependence of the wavefunctions of the incident and outgoing neutrons, at real-space coordinate $r$, are modelled as a plane-waves of the form $\langle r|k \rangle = e^{i k \cdot r}$; and (ii) the rate at which neutrons are transferred to the final state by the potential $V$ is determined with Fermi’s golden rule. Defining $b = -\frac{m_n}{2\pi\hbar^2} V$ as the neutron scattering length operator, where $m_n$ is the neutron mass, the differential cross-section is given by an expression of the form [133]

$$\frac{d^2\sigma}{dE d\Omega} = \frac{k_f}{k_i} |\langle E_{i\text{tot}}^{k_i}, S_{i\text{tot}}^z | \hat{b} | E_{f\text{tot}}^k, S_{f\text{tot}}^z \rangle|^2 \delta(E_i - E_f - \hbar\omega). \quad (2.12)$$

Here the delta function preserves the conservation of energy, such that the energy transferred to the sample is $\hbar\omega = E_i - E_f$, while

$$Q = k_i - k_f \quad (2.13)$$

is the momentum transferred to the material [134]. Finally,

$$\hat{b} = \int \text{d}r \ b(r) e^{-iQ \cdot r} \quad (2.14)$$
is the Fourier transform of the scattering length (e.g., Ref. [133]).

Taking the dot product of Eq. 2.13 with itself and using $E_{i,f} = \frac{h^2 k_i^2}{2m_n}$, the $\hbar \omega$-dependence of the scattering vector $Q$ is found to be [134]

$$\frac{\hbar^2 |Q|^2}{2m_n} = 2E_i - \hbar \omega - 2\sqrt{E_i(E_i - \hbar \omega)} \cos 2\theta.$$  \hspace{1cm} (2.15)

This expression suggests that the experimentally accessible $|Q|$-range is determined by the detector coverage of the scattering angle $2\theta$, the energy of the incident neutrons (i.e., the wavelength $\lambda = 2\pi/k$), and whether the neutrons scatter elastically ($\hbar \omega = 0$) or inelastically ($|\hbar \omega| > 0$) from the sample. In the next two sections the Fourier transformed scattering length (Eq. 2.14) is discussed further, as applied to both the nuclear and magnetic scattering mechanisms.

### 2.6.2 Nuclear scattering

**(a) Bragg’s Law:** Neutrons at a real-space coordinate $r$ scatter from atomic nuclei within a crystalline material via the strong nuclear force. As the range of this force ($\leq 10^{-14} \text{ m}$) is much smaller than the typical neutron wavelengths in an experiment ($\lambda \approx 1 \text{ Å}$), each nucleus is treated as delta function at coordinate $R_n^i$. In this approximation, the nuclear scattering length for crystalline materials $b_n$ is given by the expression [133]

$$b_n = \sum_{\text{cells}} \sum_{N_i} b_{n_i} \delta(r - R_{n_i}),$$  \hspace{1cm} (2.16)

where the inner summation runs over all nuclei $N_i$ within each crystallographic unit cell, the outer sum runs over all units cells, while $b_{n_i}$ is the scattering length of each isotope and is, in general, a complex number [133,135]. Eqs. 2.14 and 2.16 are used to determine $\tilde{b}_n$ [132,133], where

$$\tilde{b}_n = \sum_{N_i} b_{n_i} e^{-i G \cdot R_{n_i}}.$$  \hspace{1cm} (2.17)

This defines the nuclear structure factor and, along with Eq. 2.12, it dictates that the probability for coherent nuclear scattering is only non-zero if $Q = G$: i.e., the momentum transfer is a reciprocal lattice vector for which $|G| = 2\pi d^{-1}$ and $d$ is the plane spacing of scatterers in a crystal [Fig. 2.10(b)]. This scattering geometry is referred to as the Laue scattering condition (e.g., Ref. [132]) and in the case of elastic scattering ($\hbar \omega = 0$), inserting $|Q| = 2\pi d^{-1}$ into Eq. 2.13 yields the expression

$$\lambda = 2d \sin \theta,$$  \hspace{1cm} (2.18)
which is precisely Bragg’s law for first order neutron diffraction. A measurement of the nuclear Bragg peak positions in a diffraction experiment is used to infer the plane spacings of nuclei within a crystalline sample.

(b) Incoherent nuclear scattering: In addition to scattering events driven by the strong-nuclear force, a neutron may also scatter incoherently from a nucleus via an interaction of the neutron’s dipole moment with the spin angular momentum of a nucleus. Thus, the $b$ value for a particular isotope is separated into a coherent ($b_c$) and an incoherent ($b_i$) part [135]. A measurable quantity in an experiment is the total probability that neutrons scatter from a nucleus. This is expressed as the total scattering cross-section $\sigma = 4\pi \langle |b|^2 \rangle$, it has units of barns (bn = $10^{-23}$ m$^2$), and it considers a weighted average over all possible orientations of the neutron and nuclear spins [135]. The total scattering cross-section of nucleus is a sum of coherent ($\sigma_c = 4\pi |b_c|^2$) and incoherent ($\sigma_i = 4\pi |b_i|^2$) terms [135], which give rise to nuclear Bragg peaks and a background contribution to a diffraction pattern respectively.

Reducing the total $\sigma_i/\sigma_c$ ratio for a sample in a scattering experiment is one means to increase the signal-to-background ratio for the nuclear Bragg reflections. One important consideration for measurements performed on organic polymeric magnets is the relative size of $\sigma_i$ for the hydrogen ($^1$H) and deuterium ($^2$D) isotopes, which are measured to be 80.27(6) bn and 2.05(3) bn respectively [135]. Given the relatively large $\sigma_i$ value for $^1$H, the neutron diffraction experiments presented in Chapter 5 are performed on materials for which pyrazine (pyz = C$_4$H$_4$N$_2$) is replaced with pyz-d$_4$ (C$_4$D$_4$N$_2$) at the sample synthesis stage.

(c) Absorption cross-section: The neutron absorption cross-section of a nucleus is $\sigma_a = 4\pi k^{-1} \langle |b_c'|^2 \rangle$, where $|k| = k$ is the incident neutron wavevector and $b_c'$ is the imaginary part of $b_c$ [135]. Due to the finite probability of neutrons being absorbed during an experiments, sample holders (which must necessarily be placed in the neutron beam) are constructed from weakly absorbing materials such as V [\sigma_a = 5.08(4) bn] or Al [\sigma_a = 0.231(3) bn] [135]. Absorption may also be a useful property in a diffraction measurement; neutron detectors often use $^3$He gas, which has a high neutron capture cross section, while Cd has $\sigma_a = 2520(50)$ bn [135] and is frequently employed to mask experimental components from an incident neutron beam.
2.6.3 Magnetic scattering

Neutrons with a dipole moment \( \mu_n \) scatter from the total electronic dipole moment \( \mu_i \) of a particular ion \((i)\) within a crystalline lattice. Treating the neutron (at position \( r \)) and the ion as point-like dipoles, the Fourier transformed magnetic scattering length is [133]

\[
\bar{b}_{\text{mag},i} = -\frac{m_n}{2\pi \hbar^2} \frac{4\pi}{|Q|^2} \mu_n \cdot \left[ Q \times \left( Q \times e^{-iQ \cdot r} \mu_i \right) \right]. \tag{2.19}
\]

This expression dictates that neutrons only scatter from the proportion of an ion’s dipole moment that is perpendicular to the momentum transfer \( Q \). The neutron diffraction data presented in Chapter 5 are measured from powdered samples and, consequently, Eq. 2.19 is averaged over all orientations of \( \mu_n \) and \( \mu_i \). Together, Eqs. 2.12 and 2.19 indicate that the intensity of magnetic Bragg reflections is sensitive to the square of an ion’s moment size.

For a magnetically ordered materials, the individual ionic moments are arranged in a periodic lattice and the magnetic scattering lengths for each ion are incorporated into a magnetic structure factor in an analogous way to Eq. 2.17. In a powder diffraction experiment, this yields magnetic Bragg peaks at \( Q = G_{\text{mag}} \), where \( G_{\text{mag}} \) are reciprocal lattice vectors derived from the magnetic unit cell. For paramagnetic materials, the periodicity of the magnetic scattering potential is lost and there are no coherent Bragg reflections and, therefore, monitoring the intensity of Bragg reflections above and below a material’s ordering temperature is one means to differentiate Bragg peaks that originate from nuclear or magnetic scattering. The finite distribution of spin-density around a transition metal ion centre in a real material weakens the point dipole approximation used in Eq. 2.19. This is corrected for with a magnetic form factor that modulates intensity of magnetic Bragg reflections and tends to diminish the peak intensities at large momentum transfers [133].

2.6.4 Wish: a time-of-flight powder diffractometer

(a) Overview of the Wish diffractometer: The Wish diffractometer [136] at the ISIS pulsed neutron and muon source, part of the Rutherford Appleton Laboratory (UK), utilizes a 10 Hz white neutron beam that is produced via spallation when synchrotron-accelerated 800 MeV protons collide with a tungsten target. The neutrons are thermalized to 50 K with solid methane moderator and enter an elliptical waveguide that begins 1.7 m from the source and ends 0.5 m from a sample (Fig. 2.11). A series of five choppers along the guide remove high energy particles from the beam and produce a single pulse of neutrons with accurate start and end...
Figure 2.11: Schematic diagram of the Wish diffractometer. A 10 Hz pulsed white neutron beam enters a waveguide opening that is approximately 1.7 m from a 50 K solid methane moderator. Neutrons are guided through five choppers (red) and four piezoelectric divergence jaws (blue) to a 20 × 40 mm rectangular Al window that is 0.5 m from the sample (pink). The total source to sample distance is 40.0 m. The detector array is segregated into ten banks. The average $2\theta$ angles of Banks 1 to 5 are 27.081°, 58.330°, 90.000°, 121.660° and 152.827° respectively. Banks 6 to 10 (not shown) are at negative $2\theta$ angles and are directly opposite Banks 5-1; that is they are numbered in order of decreasing $|2\theta|$. Figure adapted from Ref. [136].

Times. Four piezoelectric divergence jaws refocus the angular width of the neutron pulse and the beam enters an evacuated sample chamber through a 20 × 40 mm rectangular Al window. Neutrons scattered from a sample pass through a Gd$_2$O$_3$ collimator that consists of 20 mm blades extending radially away from the sample with angular separations of 0.75°. This directs neutrons through a 101 kPa Ar chamber to ten banks of gaseous $^3$He detector tubes. Collectively, these detectors cover a continuous $2\theta$ range of 160° and extend ±15° out of the plane of Fig. 2.11.

(b) Extracting a diffraction pattern: Neutrons are detected indirectly with low pressure gaseous $^3$He detector tubes. A neutron striking a $^3$He nucleus is readily absorbed in a process that releases ionizing radiation and, since a voltage is applied along the length of the tube, a current proportional to the neutron flux is generated once the ionizing radiation is produced. In an experiment, each detector records a histogram of the number of neutrons that arrive with flight-times between 5 and 99.9 ms timed from the start of the pulse. Data are collected in 4500 time channels that are logarithmically spaced in time and so evenly spaced in neutron energy [136]. A summed histogram of neutron intensity vs. flight-time (i.e. $\lambda$)
for each of the five detector banks is produced. The known average $2\theta$ scattering angles of each detector bank is used together with Bragg’s law (Eq. 2.18) to infer the scattered neutron intensity as a function of $d$.

One advantage of a pulsed source is the large intensity of the neutron beam [136] (compared to the continuous neutron source of the other instrument used in this thesis, see Section 2.6.5). This is important for the investigation of low dimensional $S = 1/2$ molecular systems where the reduced size of the ordered moment and the low density of magnetic moments in the crystal are both expected to contribute to relatively weak magnetic Bragg reflections. Furthermore, the low (10 Hz) pulse frequency at Wish allows slow neutrons to reach the sample and this is responsible for the relatively large wavelength bandwidth ($\Delta \lambda_{bw} = 9.4$ Å) of the instrument. This extensive $\Delta \lambda_{bw}$ range, in conjunction with Eq. 2.15, grants access to: (i) high resolution Bragg scattering at large $|Q|$, which is sensitive to fine spatial details of molecular materials; and (ii) small $|Q|$ scattering that allows the magnetic structure of transitional metal complexes to be probed, since the intensity of magnetic reflections for $3d$ ions is diminished at large $|Q|$ by the magnetic form factor (e.g. Ref. [133]).

2.6.5 The Disc Chopper Spectrometer: a time-of-flight inelastic powder spectrometer

(a) Overview of DCS: The Disc Chopper Spectrometer (DCS) [134,137–139] at the National Institute for Standards and Technology, Gaithersburg (USA), is an instrument used to perform time-of-flight inelastic neutron scattering experiments that provide a measurement of the scattered neutron intensity as a function of both the energy transferred to the sample $\hbar \omega$ and the change in neutron wavevector $|Q|$. In an experiment the neutrons are sourced from a 20 MW reactor, thermalized to 20 K with a liquid H$_2$ cooled moderator, and passed through an optical filter [Fig. 2.12(a)]. The filter’s primary purpose is to prevent fast neutrons or $\gamma$-rays from reaching the sample chamber. It consists of a 60 mm wide rectangular waveguide, which is 12.0 m long and feeds the neutrons through a concrete shielded section for 6.9 m. The guide width is restricted to a 30 mm and the neutron beam is deflected through an angle of 0.25$^\circ$ and, as there is no line of sight from the cold source to the instrument, this reduces the intensity of energetic particles incident on the sample and detectors.

After exiting the concrete shielding the neutrons pass through a liquid N$_2$ cooled pyrolytic graphite crystal filter, which removes epithermal neutrons from the beam, before the neutrons are fed through seven rotating disk choppers along a 9.0 m
Figure 2.12: (a) Schematic diagram of the Disc Chopper Spectrometer (DCS). The optical filter (bent waveguide geometry) removes high energy particle from the beam. A series of seven choppers (inset) provides a pulsed monochromatic beam at the sample position. Neutrons are detected with gaseous $^3$He tubes that are 400 mm long with a $31 \times 12$ mm cross-section. (b) The neutron energy and momentum transfer range for selected neutron wavelengths available at DCS. Figures (a) and (b) adapted from Refs. [134,137–139]; inset adapted from Refs. [134,137].

section of the guide [Fig. 2.12(a), inset]. There are two pulsing choppers that allow a burst of neutrons to pass through with pulse durations $< 50$ ms, one frame overlap chopper, two order removal choppers, and two time-of-flight monochromating choppers. A monochromatic beam with wavelength $\lambda_i$ enters the sample chamber via a thin Al window and, following being scattered from a sample, the neutrons continue through a radial collimator into an Ar flight chamber before they are detected with an array of 913 $^3$He tubes positioned 4.0 m from the sample. One bank of detectors records neutrons that are scattered within the plane of Fig. 2.12(a) and covers a non-continuous $2\theta$ range of $-30 \leq 2\theta \leq -5^\circ$ and $5 \leq 2\theta \leq 140^\circ$. Two separate detector banks are located above and below the scattering plane and each of these has an angular coverage of $-30 \leq 2\theta \leq -10^\circ$ and $10 \leq 2\theta \leq 140^\circ$.

(b) Extracting a diffraction pattern: As $\lambda_i$ is controlled by the phase and rotation frequency of the monochromatic choppers, the neutron time-of-flight from the choppers to the detectors allows the final neutron wavelength $\lambda_f$ to be determined. Each $^3$He detector tube records the scattered neutron intensity in 1024 time channels during a neutron pulse [138] and, from this, the energy transferred to the sample $\hbar\omega$ is determined from the conservation of energy. As the angular position of each detector is also known, the momentum transferred $|\mathbf{Q}|$ is inferred from Eq. 2.13. Arrays of the scattered neutron intensity as a function of $\hbar\omega$ and...
from each detector are summed together to produce a histogram of the total scattered neutron intensity in the $\hbar \omega - |Q|$ plane.

**c) Preparing a measurement**: Selecting $\lambda_i$ is an important experimental consideration. Firstly, it must avoid drops in the neutron intensity caused by the nuclear scattering and absorption from the graphite filter and Al in the beam [138]. Secondly, the $\hbar \omega - |Q|$ coverage of a measurement is governed by $\lambda_i$ (and the fixed detector coverages) via Eq. 2.15, such that neutrons with a shorter $\lambda_i$ may transfer more energy and momentum to the sample [Fig. 2.12(b)]. The accessible range of $\hbar \omega$ must be sufficient to probe the energy scale terms in the spin Hamiltonian of a specific sample, while the $|Q|$-range must exceed the $d$-spacings of ordered moments in a particular system.

### 2.7 Computational methods

#### 2.7.1 Powder average simulations of $M(H)$ and $C_p(T)$ for $S = 1$ ions with single-ion anisotropy

A model Hamiltonian $\hat{H}$ for spin $S = 1$ ions [Fig. 2.13(a)] in an applied magnetic field $\mathbf{H}$ is given by the expression

$$\hat{H} = D(\hat{S}_z)^2 + E[(\hat{S}_x)^2 - (\hat{S}_y)^2] + \mu_b \mu_0 \mathbf{H}^\top \mathbf{g} \mathbf{S},$$

(2.20)

where $D$ is the uniaxial single-ion anisotropy, $E$ is the rhombohedral distortion anisotropy, $\mathbf{g} = \text{diag}(g_{xy}, g_{xy}, g_z)$ is the anisotropic $g$-tensor and $\mathbf{S} = (\hat{S}_x, \hat{S}_y, \hat{S}_z)^\top$ is a column vector of the $S = 1$ spin operators. Defining $\mu_0 \mathbf{H} = (B_x, B_y, B_z)^\top$ and writing the free ion’s eigenstates as $|S, m_s\rangle$, where $\hat{S}_z|m_s\rangle = m_s |m_s\rangle$, then Eq. 2.20 in the $\{|S, m_s\rangle\}$ basis becomes [23]

$$\hat{H} = \begin{pmatrix}
D + g_z \mu_n B_z & \frac{1}{\sqrt{2}} g_{xy} \mu_n (B_x - iB_y) & E \\
\frac{1}{\sqrt{2}} g_{xy} \mu_n (B_x + iB_y) & 0 & \frac{1}{\sqrt{2}} g_{xy} \mu_n (B_x - iB_y) \\
E & \frac{1}{\sqrt{2}} g_{xy} \mu_n (B_x + iB_y) & D - g_z \mu_n B_z
\end{pmatrix}.$$

(2.21)

For magnetic fields applied parallel to the $x$, $y$ and $z$ axes, the three exact eigenvalues ($\epsilon_n; n = 1, 2, 3$) of Eq 2.21 are plotted in Fig. 2.13(b). This illustrative figure shows that the $\epsilon_n$ parameters are dependent on both the amplitude and orientation of the applied field.

A simulation of the powder average magnetization for an ensemble of $S = 1$ ions must consider the field evolution of the three $\epsilon_n$ values for all angles of the
Figure 2.13: (a) For the powder average magnetization and powder average heat capacity simulations a magnetic field $\mathbf{H}$ is applied with polar angles $(\theta_i, \phi_j)$ to $S = 1$ ions, where the local Cartesian axes are defined by the uniaxial (easy-plane) single-ion anisotropy. (b) The dimensionless spin eigenstates of Eq. 2.21 ($\epsilon_n/D; n = 1, 2, 3$) as a function of the applied Zeeman energy (normalized to $D$) for $\mathbf{H}$ parallel to $x$, $y$ and $z$. For illustrative purposes $g$ is taken to be isotropic and $E = 0.2D$.

applied field. The calculation begins by determining algebraic expressions for $\epsilon_n$ by applying the “eig” function to the Hamiltonian in Eq. 2.21 in MATLAB [140], which returns the $\epsilon_n$ values in terms of $B_{x,y,z}$ using a matrix decomposition method. At a fixed temperature $T$, the partition function is

$$Z = \sum_{n=1}^{3} e^{-\beta \epsilon_n}. \quad (2.22)$$

where $\beta = (k_B T)^{-1}$. The magnetization $\mathbf{M} = (M_x, M_y, M_z)^T$ follows from Eq. 2.22 (e.g. Ref [79]) by symbolically differentiating

$$M_\alpha = -k_B T \frac{\partial}{\partial B_\alpha} \ln Z, \quad (2.23)$$

in MATLAB, where $\alpha = (x, y, z)$.

For a particular applied field orientation $(\theta_i, \phi_j)$ [Fig. 2.13(a)] and strength ($\mu_0 H$), numerical values of $(B_x, B_y, B_z)$ are substituted into each component of the magnetization. By considering each of the polar angles $\theta_i$ and $\phi_j$ in twenty evenly spaced increments of $\Delta \theta$ and $\Delta \phi$ across the respective inclusive ranges $[0, \pi]$ and $[0, 2\pi]$, the powder average magnetization $\langle M(H) \rangle$ is approximated by

$$\langle M(H) \rangle = \frac{\sum_{i,j} \mathbf{M}(H, \theta_i, \phi_j) \cdot \mathbf{H} \sin \theta_i \Delta \theta \Delta \phi}{\sum_{i,j} \sin \theta_i \Delta \theta \Delta \phi}. \quad (2.24)$$
The $T$ dependence of $\langle M(H) \rangle$ is inferred from calculations repeated at different fixed $T$ values.

A simulation of the constant field heat capacity begins by defining numerical values for $H$ and the field orientation $(\theta_i, \phi_j)$. Numerical values for $\epsilon_n$ are obtained with the “eig” function in MATLAB and inserted into Eq. 2.22. From this, the internal energy of the system $U$ at a particular $T$ and polar angle combination is

$$U(T, \theta_i, \phi_i) = \sum_{n=1}^{3} \epsilon_n e^{-\beta \epsilon_n}. \quad (2.25)$$

The magnetic contribution to the heat capacity $C_{\text{mag}}(T, \theta_i, \phi_i)$ at fixed $H$ follows by symbolically differentiating Eq. 2.25 in MATLAB via

$$C_{\text{mag}}(T, \theta_i, \phi_i) = \frac{\partial}{\partial T} U(T, \theta_i, \phi_i). \quad (2.26)$$

Evaluating Eq. 2.26 at a particular $T$ yields a numerical estimate of the heat capacity for a particular orientation of the applied field. By analogy with the calculation of the powder magnetization, 400 field orientations are considered and the powder average magnetic heat capacity at particular applied magnetic field strength $\langle C_{\text{mag}}(T) \rangle$ is estimated with

$$\langle C_{\text{mag}}(T) \rangle = \frac{\sum_{i,j} C_{\text{mag}}(T, \theta_i, \phi_j) \sin \theta_i \Delta \theta \Delta \phi}{\sum_{i,j} \sin \theta_i \Delta \theta \Delta \phi}. \quad (2.27)$$

The field dependence of the heat capacity is examined by repeating the calculation at different fixed values of $H$.

### 2.7.2 Semi-classical Monte-Carlo simulation of the magnetization for a cluster of XY-like exchange-coupled $S = 1$ ions

Attempts to apply quantum-Monte-Carlo (QMC) methods to model the magnetic properties of low-dimensional $S = 1$ systems have thus far been limited [68], which is partly due to the reliance of these simulations on extracting the expectation value of the density-matrix $e^{-\beta \hat{H}} = \sum_n (-\beta \hat{H})^n / n!$, where $\hat{H}$ is the spin Hamiltonian. Oftentimes, $S = 1$ chains are modelled as a string of moments connected by bond operators, i.e. each term in the series expansion of $e^{-\beta \hat{H}}$ contains products of bond operators and has an overall sign that depends upon the number of bonds in the model (see for instance Ref. [68]). Stochastic sampling Markov chain Monte-Carlo methods [142] are often employed to model $S = 1$ systems [141] and this section is dedicated outlining a semi-classical Monte-Carlo energy minimization routine that
Figure 2.14: (a) The Cartesian and polar coordinate geometry of the applied field $\mathbf{H}$ (dark-blue) and the classical spin vector $\mathbf{S}$ (red) used to represent each $S = 1$ ion in the powder average Monte Carlo magnetization simulation. (b) The eight spins are arranged in a cubic cluster and coupled via Heisenberg interplane and intraplane spin-exchanges, $J$ and $J'$, respectively. The red arrows depict the zero-field spin configuration that was used as an input for the powder average $M(H)$ simulation.

has been developed in this project for estimating the powder-average magnetization $M$ of a cluster of eight $S = 1$ ions in MATLAB.

The calculation is based on a model for which the spin $\mathbf{S}_i$ of each ion $(i)$ is represented with a classical vector of fixed length, while the polar angles $\theta_i$ and $\phi_i$ [Fig. 2.14(a)] of this moment are each limited to 100 evenly-spaced discrete values in the ranges $[0, \pi]$ and $[0, 2\pi]$ respectively. The eight spin centres are arranged into a cluster comprised of two planes [Fig. 2.14(b)] for which the intraplane and interplane Heisenberg spin-exchange constants are, in turn, $J$ and $J'$. Defining the uniaxial single ion anisotropy as $D$ and assuming that the $g$-factor is isotropic, the spin Hamiltonian becomes

$$\hat{\mathcal{H}} = J \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + J' \sum_{\langle i,j' \rangle_\perp} \mathbf{S}_i \cdot \mathbf{S}_{j'} + \sum_i \left[ D(\hat{S}_i^z)^2 + g\mu_B\mu_0 \mathbf{H} \cdot \mathbf{S}_i \right], \quad (2.28)$$

where the indices label each spin, the first sum extends over unique nearest-neighbour coplanar spins, the second sum runs over nearest-neighbours in adjacent planes, while the applied magnetic field $\mathbf{H}$ has a magnitude $H$ and makes an angle $\theta_H$ with the $z$-axis. For a simulation of the magnetization of the tetragonal material $[\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ in Chapter 5, periodic boundary conditions are used, which amounts to summing over each bond twice. For fixed $J$, $J'$, $D$ and $g$ the expectation value of Eq. 2.28 is a function sixteen variables; i.e. the $(\theta_i, \phi_i)$ values for
each spin. The goal of the $M(H)$ simulation is to find the bulk moment of the spin cluster for a given applied magnetic field once the energy of Eq. 2.28 is at a global minimum. This is performed with a Monte-Carlo routine that explores the energy landscape by incrementally randomizing the spin orientations to find low energy spin configurations, while seeking to avoid becoming attracted to local minima.

The powder-average $M(H)$ simulation for $[\text{Ni(HF}_2\text{)}\text{(pyz)}_2\text{SbF}_6$ firstly assumes experimental estimates of $D$, $J$, $J'$ and $g$ (see Chapter 5) and the semi-classical Monte-Carlo algorithm proceeds as follows: (i) For $H = 0$ the results of NPD (Chapter 5) motivates the choice for the initial spin configuration [Fig. 2.14(b)], wherein neighbouring moments are collinear, antiparallel and perpendicular to $z$; (ii) for fixed $\theta_H$ the applied field strength is incremented to $H + \Delta H$ and the energy $\epsilon$ of the cluster is computed with Eq. 2.28; (iii) for a particular spin $i$, the angle $\theta_i$ is changed to a new random value in the range $0 \leq \theta_i \leq \pi$; (iv) the energy of the new spin configuration $\epsilon'$ is calculated from Eq. 2.28; (v) If $\epsilon' < \epsilon$ the new value for the polar angle is kept; (vi) If $\epsilon' - \epsilon = \Delta \epsilon$ is positive then the change in spin orientation is accepted with a probability $p = e^{-\beta \Delta \epsilon}$, otherwise the change is rejected. Here $\beta = (k_B T)^{-1}$ is a user defined parameter, whereby if $T$ is small compared to $D$, $J$ and $J'$ then changes in the spin orientation that raise the total energy are less probable. Allowing the energy to be raised with a finite $p$ prevents the energy minimization routine from tending towards a local minimum in the energy landscape; (vii) The angle $\phi_i$ of the same spin is randomized in the range $0 \leq \phi_i \leq 2\pi$ and steps (iv)−(vi) are performed again. The index $i$ is then incremented (via a cyclic permutation) until steps (iii)−(vii) have been performed on each spin. This process is then repeated 2000 times, with the aim of minimizing the energy of the cluster as a whole, before the magnetization at this particular combination of $H$ and $\theta_H$ is determined by summing over the individual magnetic moments using

$$M(H, \theta_H) = -\sum_{i=1}^{8} g\mu_B S_i \cdot \hat{H},$$

(2.29)

where the leading minus sign results from the fact that the $\text{Ni}^{2+}$ spin angular momentum derives from two negatively charged unpaired electrons.

The algorithm returns to step (ii) until the magnetic field reaches the maximum desired value. Thus, a full magnetization curve for a particular orientation of the applied field is obtained. Following this, $\theta_H$ is incremented in even steps for values in the range $0 \leq \theta_H \leq \frac{\pi}{2}$ and, by assuming $M(H, \theta_H) = M(H, \pi - \theta_H)$ from the symmetry of the uniaxial spin Hamiltonian (Eq. 2.28), the powder average
magnetization is approximated by
\[ \langle M(H) \rangle = \pi \sum_{\theta_H=0}^{\pi} M(H, \theta_H) \sin \theta_H \Delta \theta_H \]
\[ \sum_{\theta_H=0}^{\pi} \sin \theta_H \Delta \theta_H, \quad (2.30) \]

where each sum runs over the complete set of \( \theta_H \) values.
Chapter 3

Adiabatic physics of a spin-dimer network

Cu(pyz)(gly)ClO$_4$ (pyz = pyrazine; gly = glycinate) is an exchange-coupled spin-dimer system that undergoes a powerful and continuous magnetocaloric effect (MCE) under the application of a rapidly changing applied magnetic field $H$. The sample temperature $T$ is reduced by up to 37% as $H$ is increased and this adiabatic phenomenon must be accounted for in order to reconcile an apparent discrepancy between the results of magnetometry measurements performed in pulsed and quasistatic $H$ without invoking separate physics. The isentropes of Cu(pyz)(gly)ClO$_4$ are derived across the $H − T$ plane from quasistatic heat capacity measurements and the form of these constant spin-entropy contours, which account for the nature of the MCE in adiabatic applied magnetic field sweeps, are consistent with the observations of direct MCE experiments as well as a thermodynamic model of the heat capacity. The $T$ dependence of the experimental heat capacity is indicative of two-dimensional universal behaviour within this spin system, whilst the $H$ dependence of the heat capacity and differential susceptibility suggest that zero-point fluctuations perturb the magnetic degrees of freedom for sample temperatures close to 400 mK. The results of this chapter, and the recent publication [73] derived from this work, suggest that the sample $T$ of electrically-insulating systems (and not just conductors, see for instance Ref [113]) needs to be carefully considered when experiments are performed with pulsed magnetic fields.
3.1 Introduction

3.1.1 The arrangement of dimers in Cu(pyz)(gly)ClO$_4$

The results [74] of single-crystal x-ray diffraction measurements of Cu(pyz)(gly)ClO$_4$ (pyz = pyrazine; gly = glycinate) at 298(2) K reveal that this material crystallizes in the monoclinic $C2/c$ space-group wherein the individual Cu$^{2+}$ ions are ligated with pyz molecules to form dimers [Fig. 3.1(a), blue shading]. A quasistatic magnetometry investigation of this complex [74] furthermore indicates that the pyz linkages facilitate an antiferromagnetic intradimer Heisenberg spin-exchange $J$ (blue arrow) while the four separate gly ligands, which link the dimers into corrugated layers, mediate a weaker interdimer Heisenberg spin-exchange $J'$ (pink arrow). Within this coordination geometry the dimer centres (blue circles) are coplanar and form a repeating rectangular motif (solid red lines).

Individual [Cu(pyz)(gly)]$^+$ sheets are stacked along the [101] crystallographic direction with a staggered arrangement [Fig. 3.1(b)], whereby each pyz-gly layer (orange shading) is displaced along the [010] lattice-vector with respect to the sheet directly below. Charge-balancing perchlorate (ClO$_4^-$) anions provide a bridge that links two Cu$^{2+}$ ions from adjacent [Cu(pyz)(gly)]$^+$ layers along the green lines in Fig. 3.1(b). The nonlinear Cu⋯O-Cl-O⋯Cu superexchange pathways

![Figure 3.1](image_url)

Figure 3.1: (a) At 298 K, Cu-pyz-Cu dimers (blue shading) are linked via gly ions to form corrugated sheets, where the dimer centres (blue dots) are coplanar. In a reduced structural scheme, nearest neighbour coplanar dimer centres are separated by the four real-space vectors: $\frac{1}{2}(a' ± b')$, and $\frac{1}{2}(-a' ± b')$. (b) Planes of dimers (orange shading) are stacked along $c'$, where each sheet is displaced from the one below by $\frac{1}{4}a'$. Separate perchlorate (ClO$_4^-$) anions link each dimer to four others along the real-space vectors: $\frac{1}{2}[b' ± \frac{1}{2}(a' ± c')]$, and $\frac{1}{2}[-b' ± \frac{1}{2}(a' ± c')]$ (green lines).
are $\approx 8.3$ Å in length and provide an interlayer spin-exchange $J''$. However, there is a structural disorder in the room temperature structure; the individual O atoms of each ClO$_4^-$ moiety occupy one of three equally likely positions and, consequently, the internal Cl-O bond lengths of the ClO$_4^-$ anions vary from 1.395 to 1.448 Å.

The Cu$^{2+}$ spin centres reside within CuN$_2$O$_4$ octahedra for which the Cu-O bonds between the Cu$^{2+}$ ion and two separate ClO$_4^-$ anions (positioned above and below the [Cu(pyz)(gly)]$^+$ layers) form the Jahn-Teller axis. This spontaneous distortion of the local coordination environment constrains the orientation of the plane of the Cu$^{2+}$ $d_{x^2-y^2}$ orbital to lie predominantly within the pyz-gly sheets. Thus, there is an expectation for the spatial delocalization of the unpaired Cu$^{2+}$ electron (and hence the spin-density) to be greatest within individual [Cu(pyz)(gly)]$^+$ layers and this observation, in conjunction with the structural disorder of the interlayer superexchange pathways, implies that the dominant spin-exchange interactions in this compound are likely to be mediated by the pyz and gly ligands.

### 3.1.2 Isothermal magnetic properties and a boson model for the magnetic excitations of Cu(pyz)(gly)ClO$_4$

Quasistatic magnetometry, heat capacity and muon-spin rotation ($\mu^+\text{SR}$) measurements of Cu(pyz)(gly)ClO$_4$ combine to suggest that this system exhibits a zero-field disordered ground state and, for sample temperatures below $\approx 1.4$ K, this nonmagnetic phase gives way to an $H$-induced phase that is confined to a dome in the $H-T$ plane [74]. The projection of the dome’s phase boundary onto the $T = 0$ axis implies this system has two field-induced quantum critical points (QCPs) that are expected to occur at $g\mu_B H_{c1,2}/k_B = 2.5(1)$ and 9.02(2) K respectively [74]. The results of these isothermal measurements are characteristic of the properties exhibited by the extended family of inorganic and organic spin-gapped systems introduced in Section 1.5 [Fig. 1.8(c)], for which the magnetic properties in $H > 0$ are akin to a Bose-Einstein condensate (BEC) phase that forms from a nonmagnetic vacuum [52].

A bosonic model is pertinent to the discussion of the magnetic properties of Cu(pyz)(gly)ClO$_4$ providing: (i) the spin system is below the paramagnetic limit (i.e. $T \leq J/k_B$); and (ii) $k_BT$ is furthermore in excess of the energy scale of any interactions in the spin Hamiltonian that might break the uniaxial symmetry [52]. Dzyaloshinskii-Moriya interactions are one example of symmetry breaking terms that cannot be ruled out from the structure of Cu(pyz)(gly)ClO$_4$ alone [74] and, if present, will act change the universality class of the spin quanta at low temperatures. However as no low-energy symmetry-breaking interactions have thus far been detected in Cu(pyz)(gly)ClO$_4$ for experimental investigations performed above
400 mK [74], the discussion of the magnetic properties of this system above this temperature proceeds with the hard-core boson model that, as it will be seen, provides a good description of the observed thermodynamic properties of the system.

Considering Cu(pyz)(gly)ClO$_4$ in a boson model the two lowest lying dimer spin-states for $H > 0$ [e.g. Fig. 1.8(a)] are represented by a nonmagnetic $S = 0$ or $|S^z| = 1$ (triplon) state localized at the dimer centre position, while the finite $J'$ facilitates the hoping of triplons between dimers to neighbouring coplanar sites [52, 90, 91]. For Cu(pyz)(gly)ClO$_4$, the dimer centres are separated by the four real-space vectors $\frac{1}{2}(a' \pm b')$, and $\frac{1}{2}(-a' \pm b')$ [Fig. 3.1(a), dashed lines] and this geometry of the interdimer spin-exchange interactions gives the bosonic excitations a dispersion relation $\epsilon_t(k)$ of the form

$$\epsilon_t(k) = J + 2J' \cos k_x \cos k_y - g\mu_B\mu_0 H,$$

(3.1)

where $k = (k_x, k_y)$ is the dimensionless triplon wave vector. Eq. 3.1 dictates that the triplons have a finite energy bandwidth of $\Delta = 4J'$, such that the dimer spin-gap is closed for a range of magnetic fields bounded by two quantum critical points (QCPs) whose positions are dictated by the relation $g\mu_B\mu_0 H_{c1,2} = J \mp 2|J'|$. This expression for $H_{c1,2}$ combines with the experimentally determined [74] values for the two QCPs of Cu(pyz)(gly)ClO$_4$ to estimate $J/k_B = 5.8(3)$ K and $|J'|/k_B = 1.6(1)$ K.

3.2 Experimental details

3.2.1 Sample synthesis

Single-crystal samples are synthesized by J. L. Manson, Z. E. Manson, K. E. Carreiro, and H. E. Tran at Eastern Washington University (USA) following the procedure outlined in Ref. [74] and the supporting information therein.

3.2.2 Pulsed-field and quasistatic magnetometry

(a) Pulsed-field compensated coil extraction magnetometry: Pulsed-field magnetometry measurements of the differential susceptibility $dM/dH$ are performed by J. Singleton at the National High Magnetic Field Laboratory (NHMFL), Los Alamos (USA), using the capacitor-driven short-pulse (SP) magnet. The applied magnetic field rises to a peak value of $\mu_0 H = 10$ T in $\approx 10$ ms [Fig. 2.2(c)]. The experiments utilize a single-crystal sample mounted inside a PCTFE ampoule and consider initial sample temperatures in the range $0.54 \leq T_0 \leq 3.60$ K.

(b) PDO magnetometry: In addition to the published [74] PDO magneometry
measurements, which are shown and used in the analysis of this Chapter, further
PDO magnetometry measurements are conducted in this work in collaboration with
J. Singleton using the capacitor-driven SP magnet at NHMFL (Los Alamos). A
single-crystal sample is positioned inside a 1.3 mm diameter PCTFE ampoule and
secured with a small amount of vacuum grease. A 5-turn Cu coil is wrapped around
the sample and ampoule to form the inductive part of the PDO circuit in the exper-
iment, and \( \frac{dM}{dH} \) vs. \( H \) is recorded for initial sample temperatures in the range
\( 0.57 \leq T_0 \leq 3.01 \text{ K} \).

(c) Ac susceptibility: As part of this work, isothermal measurements of the time-
dependent magnetic moment of Cu(pyz)(gly)ClO_4 are recorded with a Quantum
Design™ (QD) MPMS at the University of Warwick (UK). An 8.76 mg single-
crystal sample is positioned inside a gelatin capsule, secured with Vaseline™ and,
for sample temperatures \( T \geq 1.8 \text{ K} \), the magnetic moment \( M \) is recorded in response
to a sinusoidally oscillating magnetic field that has an amplitude \( \mu_0 H_{ac} = 0.1 \text{ mT} \)
and a frequency \( \nu_{ac} = 3, 33, \) or 99 Hz. The component of the sample’s magnetic
moment that varies in-phase (\( M' \)) and out of phase (\( M'' \)) with respect to the ac field
is followed for measurements performed in quasistatic applied dc fields \( \mu_0 H \leq 5 \text{ T} \).
The in-phase and out-of-phase components of the molar ac differential susceptibility
are estimated from
\[
\chi^i = \frac{M^i}{nH_{ac}},
\]
where \( n \) is the number of moles of the sample
and \( i \) is a primed or double-primed index.

3.2.3 Heat capacity

In addition to the published [74] heat capacity data collected by L. Huang and J.
Wosnitza at the Hochfeld-Magnetlabor Dresden (Germany), which are presented
and reanalyzed in this chapter, a separate measurement and analysis of the \( H \)
dependence of the heat capacity of Cu(pyz)(gly)ClO_4 is performed as part of this
work with a 1.03 mg single-crystal sample using the \(^3\text{He} \) insert to a QD PPMS at
the University of Warwick (UK). Sample temperatures are considered in the range
\( 0.4 \leq T \leq 1.4 \text{ K} \) and each measurement is recorded in the quasistatic applied field
of a superconducting magnet for \( \mu_0 H \leq 7 \text{ T} \).

3.2.4 Magnetocaloric effect

The magnetocaloric effect of Cu(pyz)(gly)ClO_4 is monitored in this work with mea-
urements that utilize both the capacitor-driven short-pulse (SP) and generator-
-driven long-pulse (LP) magnets at NHMFL (Los Alamos) to generate rapidly chang-
ing magnetic fields. These measurements are performed with the assistance of M. Jaime and J. Singleton, both NHMFL (Los Alamos). The sample $T$ is monitored by following the magnetoresistance of a calibrated bare-chip Cernox$^\text{TM}$, which is directly fixed to a single-crystal sample with vacuum grease, using a four-wire ac measurement. The pulse profiles for the SP and LP magnets are displayed in Fig. 2.2(c), with $\mu_0 H_{\text{max}} = 10$ T, and Fig. 2.3(b) respectively.

### 3.3 Experimental results

#### 3.3.1 Pulsed-field and quasistatic magnetometry

A published [74] PDO magnetometry investigation of Cu(pyz)(gly)ClO$_4$ records the differential susceptibility $dM/dH$ as a function of a quasistatic applied magnetic field $H$ [Fig. 3.2(a)]. For experiments performed at initial sample temperatures $T_0 < 1.31$ K, the $dM/dH$ traces exhibit sharp kinks at each of the two field-induced BEC boundaries. However, PDO and compensated coil extraction magnetometer measurements of $dM/dH$, which are repeated in the rapidly changing

![Figure 3.2: Differential susceptibility $dM/dH$ vs. an applied magnetic field $\mu_0 H$ for: (a) the published [74] PDO magnetometry measurements performed in the quasistatic $H$ of a superconducting magnet; (b) PDO magnetometry data collected in the rapidly changing $H$ of a capacitor-driven SP magnet; and (c) compensated coil extraction magnetometry measured in a SP magnet. Data in panels (a)–(c) are labelled by the initial sample temperature $T_0$. (d) The in-phase differential susceptibility vs. quasistatic $\mu_0 H$ determined from ac SQUID magnetometry at 1.8 K. The sinusoidal modulation field has an amplitude of $\mu_0 H_{\text{ac}} = 0.1$ T and an ac frequency of 3, 33 or 99 Hz (points). The out-of-phase susceptibility of these measurements (not shown) is negligible for dc fields $\mu_0 H \leq 5$ T.](image-url)
Figure 3.3: (a) BEC phase boundary of Cu(pyz)(gly)ClO$_4$ determined from the results of PDO magnetometry (triangles), heat capacity (circles) and $\mu^+\text{SR}$ (pentagons) measurements performed in quasistatic $H$ [74] compared to the results of pulsed-field PDO (diamonds) and compensated coil extraction magnetometry (stars). The published [74] heat capacity is used to derive the isentropes (solid lines) and $(\partial S_{\text{mag}}/\partial H)_T$ (colourmap in arbitrary units). (b) If the pulsed-field measurements from panel (a) are assumed to be adiabatic, the field-induced phase boundaries map onto the results of measurements in quasistatic fields.

$H$ produced a capacitor-driven SP magnet [Fig. 3.2, panels (b) and (c)], display field-induced peaks that persist to be observable in $dM/dH$ for experiments with $T_0$ as high as 1.8 K. Further magnetometry experiments examine the ac susceptibility of Cu(pyz)(gly)ClO$_4$ and follow the time dependent magnetic moment in quasistatic applied dc magnetic fields $\mu_0H \leq 5$ T [Fig. 3.2(d)]. The magnetization varies in phase with the sinusoidal oscillating applied modulation field for ac frequencies $\nu_{ac} \leq 99$ Hz and the smooth evolution of $dM/dH$ across the investigated $H$ range in these measurements is consistent with the results of the $\nu_{ac} \approx 20$ MHz PDO magnetometry data collected in quasistatic $H$ [Fig. 3.2(a)]. This demonstrates that it is the effect of the rapid field sweep rate, rather than the applied field modulation frequency, that is responsible for the apparent discrepancy in the results of magnetometry experiments performed in quasistatic and pulsed-fields [panels (a)–(c)].

If positions of the peaks in $dM/dH$ are extracted from the results of pulsed-field measurements and plotted as a function of the initial He bath temperature prior to a field sweep [Fig. 3.3(a)], these critical points appear to map out a dome that extends to higher temperatures in the $H-T$ plane compared to the BEC phase that is observed from the published [74] results of quasistatic magnetometry, heat capacity...
and $\mu^+\text{SR}$ measurements. Taken at face value, the apparent extension of the phase diagram to higher $T$ for measurements conducted in rapidly changing $H$ strongly resembles the results of pulsed-field magnetometry and ultrasound measurements performed on a related three-dimensional exchange-coupled dimerized spin network $\text{Sr}_3\text{Cr}_2\text{O}_8$ [143,144]. In the study of the $\text{Cr}^{2+}$ spin-system, the pulsed-field measurements are reported to map out a magnon liquid state that extends to temperatures above a low $T$ magnetically ordered phase (akin to BEC) that was observed in isothermal measurements [143,144]. However, the need to invoke a separate magnetic phase to explain the pulsed-field magnetometry data of $\text{Cu(pyz)(gly)ClO}_4$ is removed by appealing to the adiabatic nature of these experiments.

For $\text{Cu(pyz)(gly)ClO}_4$, lines of constant entropy (or isentropes) are derived from heat capacity measurements performed in quasistatic applied fields [Fig. 3.3(a), solid lines] (see below). These isentropes dictate the path across the $H-T$ plane that is taken by a sample during an adiabatic field sweep, as distinct from the horizontal isotherms that are traversed as $H$ is swept slowly in a constant temperature experiment. If the pulsed-field magnetometry measurements of $\text{Cu(pyz)(gly)ClO}_4$ are assumed to be adiabatic, then the sample temperature at each of the two field induced phase boundaries is inferred by following an isentrope that begins at a similar initial temperature as the pulsed-field measurement. Under this assumption, the critical fields derived from the results of the magnetometry measurements performed in rapidly-changing applied magnetic fields map directly onto BEC phase boundary extracted from quasistatic field experiments [Fig. 3.3(b)]. Thus, the adiabatic and isothermal magnetometry measurement techniques are concluded to be sensitive to the same magnetic phases. This analysis indicates that the strong adiabaticity of the pulsed-field measurements induces a powerful and continuous MCE for all $H > 0$, such that the initial sample temperature is reduced by as much as 37% as $H$ swept, and that this adiabatic phenomenon is likely to be an important consideration for measurements of related electrically-insulated materials; i.e. the sample $T$ is not just a relevant factor in the measurements of conducting samples, which are known to undergo effects such as eddy current heating in rapidly changing $H$ (e.g. Ref [113]).

### 3.3.2 Heat capacity and isentropes

(a) **Heat capacity**: The published [74] zero-field heat capacity of $\text{Cu(pyz)(gly)ClO}_4$ [Fig. 3.4(a) (points)] exhibits a broad maximum superimposed on a sloping background. In this work, the lattice contribution to measurement $C_{\text{latt}}$ is modelled for $15 \leq T \leq 50$ K with Eq. 1.10 using one Debye (D) and one Einstein (E) mode (solid line). The fitted amplitude ($A$) and temperature ($\theta$) of each mode are:
Figure 3.4: (a) The published [74] zero-field heat capacity $C_p(T)$ of Cu(pyz)(gly)ClO$_4$ (points). In the present work, $C_p/T$ is fitted to Eq. 1.10 for $15 \leq T \leq 50$ K using one Debye (D) and one Einstein (E) mode (solid line). (b) Representative magnetic heat capacity $C_{mag}(T)$ curves. Data are labelled by the quasistatic applied magnetic field $\mu_0 H$ and the ratio $\tilde{H}/J$ (in brackets), where $\tilde{H} = g\mu_B\mu_0 H$. (c) For $\mu_0 H = 0$ T, the change in spin-entropy $S_{mag}$ of Cu(pyz)(gly)ClO$_4$ (solid line) on cooling from $T > J/k_B$ is consistent with a value of $R \ln 2$ per ion (dashed line). (d) The calculated isentropes of a $S = 1/2$ paramagnet (Eq. 1.17) are linear in the $H - T$ plane. (e) The simulated heat capacity (Eqs. 3.4 and 3.5) for an ensemble of dimers with a two-dimensional triplon dispersion relation, calculated at similar $H$ values compared to the data in panel (b).

$$A_D = 41(1) \text{ JK}^{-1}\text{mol}^{-1}, \theta_D = 86(1) \text{ K}; \text{ and } A_E = 67(1) \text{ JK}^{-1}\text{mol}^{-1}, \theta_E = 171(3) \text{ K},$$
which are characteristic of the energy scales of the lattice modes recorded in $C_p$ studies of other homometallic-organic coordination polymers [59,76,77].

The magnetic heat capacity $C_{mag} = C_p - C_{latt}$ is estimated by interpolating the phonon model to each measurement of $C_p(T)$ collected in quasistatic $\mu_0 H \leq 9$ T. The $C_{mag}(T)$ curves [Fig. 3.4(b)] exhibit two predominant features: (i) there is a sharp anomaly in $C_{mag}(T)$ indicating the boundary of the BEC phase for measurements with $H_{c1} \leq H \leq H_{c2}$; and (ii) there is an $H$-dependent broad maximum that is present in each data set, which extends to temperatures above the BEC phase. This Schottky anomaly is indicative of the thermal depopulation of excited dimer spin states as the temperature is reduced below $\approx J/k_B$ and the field evolution of this broad maximum is detailed in terms of a thermodynamic model in Section 3.4.

(b) Isentropes: Integrating the measured $C_{mag}(T)/T$ curves with Eq. 1.12 de-
termines the temperature dependence of the spin-entropy $S_{\text{mag}}(T)$ in quasistatic $H$. This calculation considers temperatures $T \leq 10$ K and assumes $C_{\text{mag}} = 0$ at $T = 0$ K. In zero-field the change in spin-entropy of the system on cooling from 10 K [Fig. 3.4(c)] is consistent with a value of $R \ln2$ per ion; i.e. $R \ln4$ per dimer. This is the value of $\Delta S_{\text{mag}}$ expected for the cooling of an ensemble of antiferromagnetic spin-1/2 dimers from a paramagnetic phase, where there are four thermally accessible spin-states, to a temperature at which each dimer adopts a singlet state.

The isentropes of Cu(pyz)(gly)ClO$_4$ [Fig. 3.3(a), solid lines] are extracted from constant entropy cuts through the $S_{\text{mag}}(T)$ curves calculated from the constant $H$ heat capacity measurements. Two field-induced minima are evident in the isentropes that start from initial temperatures $T_0$ below $\approx 1.5$ K. These features become more pronounced as $T_0$ is lowered further and, in the low $T$ limit, these minima mark the approximate positions of the two quantum critical points (QCPs); that is, the locations of the phase boundaries as they are anticipated to occur at $T = 0$. The two dips in the isentropes owe their origin to the competition of magnetic phases, and thus the relatively high-spin entropy, that occurs at each boundary to the BEC phase; i.e. during an adiabatic field sweep (where $S_{\text{mag}}$ must remain constant) the sample temperature is reduced as $H$ approaches each phase boundary so as to prevent the material from entering a region of high spin-entropy.

For applied magnetic fields $H > H_{c2}$ the constant $S_{\text{mag}}$ contours tend towards a linear dependence on $H$. This behaviour is analogous to the form of the isentropes calculated for a paramagnetic spin-ensemble, which are linear across the full $H - T$ plane [Fig. 3.4(d)] [83]. The paramagnetic model is a reasonable approximation to Cu(pyz)(gly)ClO$_4$ for $H \geq H_{c2}$ since the Zeeman energy at these values of the applied field dominates all other terms in the spin Hamiltonian. Thus, the partition function and spin-entropy become closely modelled by a function of $H/T$.

The $H$ dependence of spin-entropy is investigated by following $S_{\text{mag}}$ along isotherms in the $H - T$ plane. These constant $T$ cuts are linearly interpolated to evenly spaced $\mu_0\Delta H = 0.25$ T intervals and smoothed with a low-pass digital filter in MATLAB, which averages the isothermal spin-entropy curves with a five-point moving-window function. These interpolated data are numerically differentiated as a function of $H$ and smoothed again, as above, to determine $(\partial S_{\text{mag}}/\partial H)_T$. The bright red and blue regions of Fig. 3.3(a) depict the regions of the $H - T$ plane where there is a strong field dependence to the spin-entropy (or where the isentropes have a steep gradient) and thus show where a sample is expected to undergo powerful MCE during an adiabatic $H$ sweep (Eq. 1.14). The zones of large $|((\partial S_{\text{mag}}/\partial H)_T)|$ are in fact coincident with the $H - T$ range over which the MCE was inferred from
3.3.3 Magnetocaloric effect measurements

Magnetocaloric effect (MCE) measurements monitor the temperature of a single-crystal sample of Cu(pyz)(gly)ClO$_4$ with a four-wire ac magnetoresistance measurement of a calibrated bare-chip Cernox™ thermometer that is directly attached to the sample. In these experiments, a rapidly changing magnetic field is provided by the capacitor-driven short-pulse (SP) or generator-driven long-pulse (LP) magnet at NHMFL (Los Alamos). While the measurements made with each pulsed-field system may have a different degree of adiabaticity to each other, and to the SP magnetometry measurements displayed in Fig. 3.3, the large $(\partial S_{\text{mag}}/\partial H)_T$ of this material and Eq. 1.14 together imply that any experiment that departs from isothermal conditions ought to exhibit a finite MCE.

For measurements performed with the SP magnet, the field evolution of the Cernox™ temperature $T_{\text{Cer}}$ is recorded on decreasing $H$ [Fig. 3.5(a)] and these traces exhibits two features that resemble the form of the experimentally determined isentropes of Cu(pyz)(gly)ClO$_4$. Firstly, a kink (or minimum) is observed near $\mu_0 H \approx 2$ T (dark blue arrows). QMC simulations of networks of spin-dimers with interdimer spin-exchange interactions in two-spatial dimensions [88] predict that a rapid increase $\Gamma = T^{-1}(\partial T/\partial H)$ occurs at two stages during an adiabatic $H$ sweep, once when the applied field is sufficient for triplons to first condense and again once the number of $S = 1$ bosons saturates. The low-field kink in the measured data is concurrent with a change in sign in the measured parameter $\Gamma = T_{\text{Cer}}^{-1}(\partial T_{\text{Cer}}/\partial H)$, as determined by a peak in $d\Gamma/dH$ [Fig. 3.5(b)], and this is therefore taken as the estimate for $H_{c1}$. A second feature of $T_{\text{Cer}}(H)$ measurements is that a linear response is recorded for applied magnetic fields in excess of $\mu_0 H \approx 5.5$ T. This is indicative of a field and temperature regime where $S_{\text{mag}}$ is approximately governed by a function of $H/T$, as is determined to be the case for Cu(pyz)(gly)ClO$_4$ from an analysis of the isentropes in the spin-polarized phase (see above). While the measured change in behaviour of $T_{\text{Cer}}$ around 5.5 T is too subtle to induce resolvable peaks in $d\Gamma/dH$, the position of the upper phase boundary is determined from the point at which a linear fit to the $T_{\text{Cer}}(H)$ traces for $\mu_0 H \geq 7$ T departs the measured data [Fig. 3.5(a), blue lines]. The linear fit models the data to an accuracy of $\pm 0.3\%$ over the fitted temperature range and $H_{c2}$ is estimated from the low-field point at which the linear fit and measured data diverge by more than 0.3% (light blue arrows).

For MCE measurements performed with the LP magnet, limiting the applied field sweep rate $\mu_0 |dH/dt|$ to approximately 100 Ts$^{-1}$ is found to increase the sensi-
Figure 3.5: The field evolution of: (a) the Cernox\textsuperscript{TM} temperature; and (b) $d\Gamma/dH$ (red lines), for MCE measurements performed with the capacitor-driven SP magnet recorded on the field down sweeps. In panel (a), data for $\mu_0 H \geq 7$ T are fitted to straight line (pale blue). Arrows mark estimates of $H_{c1}$ (dark blue) and $H_{c2}$ (pale blue), respectively (see text). (c) Field evolution of the Cernox\textsuperscript{TM} temperature (lines) for MCE measurements utilizing the generator-driven LP magnet. Data are labelled by the pulse profile from Fig. 2.3(b) and are superimposed on the published \cite{74} quasistatic measurements of the BEC phase boundary. (d) Critical fields from the MCE measurements (triangles) plotted as a function of the initial He bath temperature; phase diagram from panel (c) repeated here.

tivity of the Cernox\textsuperscript{TM} thermometer to changes in the sample $T$ compared to the SP experiments. Minima develop at $H_{c1}$ and $H_{c2}$ in the LP $T_{\text{Cer}}(H)$ traces [Fig. 3.5(c)] and, furthermore, these features become more prominent as the initial sample temperature is lowered, which suggests that the features of the $T_{\text{Cer}}(H)$ derive from changes in the sample temperature. The critical fields determined from the SP and LP MCE experiments are plotted as a function of the initial He bath temperature $T_0$ in Fig. 3.5(d) (triangles), where both $H_{c1}$ and $H_{c2}$ in the LP experiments are extracted from peaks in $d\Gamma/dH$ (Fig. 3.6). The phase boundaries extracted from the pulsed-field MCE measurements tend to follow the form of the extended dome as per the case of Fig. 3.2(a). This supports the conclusion that a MCE occurred during the pulsed-field magnetometry measurements, whereby the sample is cooled for $H > 0$ even when $T_0$ exceeds the maximum temperature of the BEC dome.

While the features observed in the $T_{\text{Cer}}(H)$ traces during the MCE experiments of Cu(pyz)(gly)ClO\textsubscript{4} are indicative of changes occurring in the sample $T$ as $H$
is swept, both the SP and LP MCE measurements are insensitive to the full magnitude of the MCE that is implied from the results of pulsed-field magnetometry and quasistatic heat capacity experiments. This limits the discussion of the MCE data to the features of $T_{\text{Cur}}(H)$ for $H \approx H_{c1,2}$ where the changes in $\Gamma$ are greatest. The apparent increase in sensitivity of the LP measurements to the MCE in the sample (relative to the SP experiments) most likely results from a decrease in the amount of self heating generated by the Cernox$^\text{TM}$ in these comparatively slow $H$ sweeps. If a future study was performed to improve the thermal coupling of the Cernox$^\text{TM}$ to a polymeric sample in a MCE measurement, the results of the MCE experiments performed on for Cu(pyrazine)(gly)ClO$_4$ suggest that the LP magnet at NHMFL would be an advantageous tool in this investigation. However, the form of the isentropes of Cu(pyrazine)(gly)ClO$_4$, and hence the full extent of the MCE, are derived from the results of quasistatic heat capacity experiments. It is therefore concluded that heat capacity measurements are likely to be an efficient means to investigate both the isothermal and adiabatic physics of quantum spin systems for which the full $H-T$ phase diagram is accessible with quasistatic applied magnetic fields.
3.4 Discussion

3.4.1 Section overview

To summarise the results of the last section, the magnetometry measurements of Cu(pyz)(gly)ClO$_4$ performed in pulsed magnetic fields are determined to be adiabatic, whereby a rapid change in $H$ induces a strong and continuous MCE. The first part of this section introduces a heat capacity model that considers the thermal depopulation of bands of triplon states as a function of the sample temperature and this model is used in a discussion of the general form of the isentropes of Cu(pyz)(gly)ClO$_4$. The last two parts of this section discuss the $T$ and $H$ dependence of the experimental heat capacity that, respectively, provide evidence for a two-dimensional universal behaviour and zero-point fluctuations in this material.

3.4.2 A thermodynamic argument to explain the MCE

(a) Heat capacity and entropy for an ensemble of independent spin-dimers: For spin-1/2 dimers exhibiting an antiferromagnetic interdimer spin exchange interaction $J$, the energy $\epsilon$ of the four field dependent dimer spin-states are $\epsilon = 0, J$ and $J \pm \tilde{H}$; where $\tilde{H} = g\mu_B H$. Defining $\beta = (k_B T)^{-1}$, the partition function $Z$ of an ensemble of dimers is given by the expression

$$Z = 1 + e^{-\beta J} (1 + 2 \cosh \beta \tilde{H}).$$

(3.2)

The internal energy, $U = -\partial \ln Z / \partial \beta$, is then

$$U = e^{-\beta J} \left( \frac{J + 2 J \cosh \beta \tilde{H} - 2 \tilde{H} \sinh \beta \tilde{H}}{1 + 2 \cosh \beta \tilde{H}} \right),$$

(3.3)

and an analytical expression for the heat capacity in constant $H$ is derived using $C_{\text{mag}} = (dU/dT)_H$. This yields the equation

$$\frac{C_{\text{mag}}}{k_B \beta^2} = e^{-\beta J} \left( \frac{f(J, \tilde{H})}{1 + 2 \cosh \beta \tilde{H}} \right) - e^{-2\beta J} \left( \frac{f(J, \tilde{H})}{1 + 2 \cosh \beta \tilde{H}} \right)^2,$$

(3.4)

where $f(J, \tilde{H})$ is a function of $J$ and $\tilde{H}$ given by

$$f(J, \tilde{H}) = J^2 (1 + 2 \cosh \beta \tilde{H}) - 4 \tilde{H} J \sinh \beta \tilde{H} + 2 \tilde{H}^2 \cosh \beta \tilde{H}.$$  

(3.5)

The heat capacity for an ensemble of independent dimers is determined by plotting Eqs. 3.4 and 3.5 at fixed $\tilde{H}$ [Fig. 3.7(a)]. In zero-field (dark blue line), $C_{\text{mag}}$ displays a broad maximum at $T = 0.35 J / k_B$, which initially evolves in applied fields $\tilde{H} > 0$ such that the amplitude and temperature of this peak are reduced (pale blue, grey and yellow traces). For $0.8 \leq \tilde{H} / J \leq 1$, two distinct peaks are apparent.
Figure 3.7: The simulated heat capacity per dimer (in units of $k_B$) for an ensemble of independent dimers with: (a) $\tilde{H}/J \leq 1$; and (b) $\tilde{H}/J \geq 1$. (c) $S_{\text{mag}}$ (in units of $R \ln 4$ per dimer) vs. $T$ for an ensemble of independent dimers with $0 \leq \tilde{H}/J \leq 2$. (d) Constant entropy contours (solid lines) in the $\tilde{H} - T$ plane for an ensemble of ideal independent dimers. The colourmap depicts the spin-entropy per dimer, while the red dashed lines show the field evolution of the $S = 1$ dimer energy levels. (e) The isentropes from panel (d) once the data at $\tilde{H}/J$ is excluded from the calculation.

in $C_{\text{mag}}(T)$: (i) a low $T$ maximum (pink curve) that moves to progressively lower temperatures as $\tilde{H}/J \to 1$; and (ii) a broader maximum with a peak temperature that evolves steadily to higher $T$ with increasing $\tilde{H}$. Feature (i) most likely results from the thermal depopulation of the lowest lying $S_z = +1$ dimer energy level to the $S = 0$ ground-state since this peak is no longer present in the heat capacity simulation performed at $H = J$ (red line) where these spin-states are degenerate, while feature (ii) arises from the thermal depopulation of higher triplon energy levels to the singlet ground-state as the separation of these energy levels is enhanced by the applied field.

For $\tilde{H} > J$ the $S^z = +1$ state crosses the $S = 0$ ground state and an energy gap between the lowest lying dimer spin-states re-opens once more, which gives rise to a small low-$T$ anomaly in $C_{\text{mag}}(T)$ [Fig. 3.7(b), (pink line)]. This peak proceeds to move to higher $T$ with increasing $\tilde{H}$, catching up to and then superimposing with the broader Schottky anomaly once $\tilde{H} > 1.5J$ (grey curve). For a further increase in $\tilde{H}$ the heat capacity continues to exhibit a single broad maximum, which exhibits a peak amplitude and occurs a temperature that both increase monotonically as the applied field is strengthened (pale blue and dark blue lines).

The spin-entropy in this model is investigated by integrating the simulated
For $\tilde{H} \neq J$ [Fig. 3.7(c)], the entropy change on cooling the system from the paramagnetic limit ($T > J/k_B$) to zero-temperature is $R \ln 4$. In the specific case of $\tilde{H} = J$ the $S = 0$ and $S^z = +1$ dimer spin-states are degenerate. The total $\Delta S_{\text{mag}}$ released on cooling is therefore only $R \ln 4 - R \ln 2 = \frac{1}{2} R \ln 4$ (pale-blue curve). The simulated spin-entropy is plotted across the $\tilde{H} - T$ plane in Fig. 3.7(d) and, as the total spin-entropy per dimer at $\tilde{H} = J$ is only half of the full entropy that is accessible when $\tilde{H} \neq J$, this produces a delta-function type anomaly in the form of the isentropes (yellow lines). This sharp increase in the isentropes is an artefact of the idealized simulations and is unlikely to be observed in real materials, where small perturbations to the spin Hamiltonian will likely prevent a perfectly degenerate ground-state from forming. Constant entropy contours, which are likely to be more suitable for the analysis of experimental data, are considered by considering the spin-entropy across the applied fields ranges $\tilde{H} \leq 0.9 J$ and $\tilde{H} \geq 1.1 J$ separately and by interpolating $S_{\text{mag}}$ over the intermediate region where $\tilde{H} \approx J$. The isentropes in this model [Fig. 3.7(e), solid lines] firstly indicate that a continuous MCE occurs for all $H > 0$; and secondly imply that the temperature of an ensemble of independent spin dimers is expected to initially cool towards a single minimum at $\tilde{H} = J$ for adiabatic applied magnetic field sweeps performed on samples with initial temperatures below $T_0 \approx 0.5 J/k_B$.

(b) Heat capacity and entropy for an ensemble of dimers with a two-dimensional triplon dispersion relation: For Cu(pyz)(gly)ClO$_4$, the measured separation of the two field-induced QCPs indicates $|J'|/J = 0.28$ (see above). A $J'/J$ ratio greater than zero leads to a triplon dispersion relation in two-spatial dimensions (Eq. 3.1) and this predicted finite bandwidth of the excited dimer spin-states is accounted for the heat capacity simulation by applying the transformation $J \rightarrow J + 2J' \cos k_x \cos k_y$ to Eq. 3.3. In this model, the average internal energy $\langle U \rangle$ of an ensemble of exchange-coupled spin-dimers is estimated from

$$\langle U \rangle = \frac{\sum_{k_x} \sum_{k_y} U(k_x, k_y) \Delta k_x \Delta k_y}{\sum_{k_x} \sum_{k_y} \Delta k_x \Delta k_y},$$

(3.6)

where each sum runs over 101 evenly spaced discrete values of $k_x$ or $k_y$ in the inclusive range $[-\pi, \pi]$ in order to sample the full band of excited states [Fig. 3.8(a)]. The heat capacity for an ensemble of exchange-coupled dimers with $J' = 0.28 J$ is determined in MATLAB by numerically differentiating $C_{\text{mag}} = d\langle U \rangle/dT$ at a fixed value of $\tilde{H}$.

The simulated $C_{\text{mag}}(T)$ curves are compared to the measured heat capacity.
Figure 3.8: (a) The triplon dispersion relation $\epsilon_t(k) - J$ in the $k_x - k_y$ plane (Eq. 3.1). The solid yellow lines are constant energy contours. (b) Isentropes in the $\tilde{H} - T$ plane (yellow lines) derived from: (i) the simulated heat capacity for a system of dimers with a triplon dispersion in two dimensions where $J' = 0.28J$; and (ii) the measured heat capacity Cu(pyz)(gly)ClO$_4$. In panels (i) and (ii), the colourmap depicts $(\partial S_{\text{mag}}/\partial H)_T$ (in arbitrary units) and the yellow dots indicate the two QCPs. Data in panel (i) are interpolated over the critical region $\tilde{H} \approx J$, as in Fig. 3.7(e), while the hatched region in panel (ii) marks a zone where there is no heat capacity data available.

in Fig. 3.4(e). While the sharp peaks in the experimental data, which indicate the thermal cross over to the BEC phase, cannot be reproduced by the thermodynamic model, the smoothly-varying broad maxima exhibited by the simulated heat capacity traces share many features with the experimental data and are attributed to a series of Schottky anomalies resulting from the field induced splitting of bands of dimer spin-states. With $\tilde{H} \ll J$ [Fig. 3.4(e) red line] a maximum is evident in the simulated heat capacity at $T \approx 0.4J/k_B$. This is associated with the thermal depopulation of the triplon energy levels to a single ground state. The amplitude and temperature of this peak is diminished in increasing $\tilde{H}$ (pink), which is indicative of a reduction in the energy gap between the lowest lying triplon state and the singlet ground state as the applied magnetic field is strengthened. For $\tilde{H} \approx J$ (yellow) a low $T$ shoulder in the calculated heat capacity develops. This feature, which is distinct from a broader maximum that is observed at higher temperatures at the same $\tilde{H}$, is credited to the thermal depopulation that occurs within the two lowest lying dimer spin-states. The higher temperature feature, on the other hand, most likely arises from changes in the thermal accessibility of higher energy triplon states. Once $\tilde{H}$ reaches, and then exceeds, 1.5$J$ (pale and dark blue curves), the peak temperature
of the broad maximum tends towards a linear dependence of the applied field $\tilde{H}$. This behaviour occurs for $H > H_{c2}$ where the zero-field splitting of the dimer spin-states becomes decreasingly relevant compared to the Zeeman energy in the spin Hamiltonian, such that the magnetic heat capacity of the dimer system is similar to that of a paramagnetic ensemble of moments in an applied magnetic field.

The simulated $C_{\text{mag}}(T)$ traces at constant $\tilde{H}$ are integrated via Eq. 1.12 to model the spin-entropy in the $\tilde{H} - T$ plane [Fig. 3.8(b), panel (i)] and, as with the analysis in part (a), these curves exclude simulations performed at $\tilde{H} = J$. Regions of large $|\left(\partial S_{\text{mag}}/\partial \tilde{H}\right)_T|$ extend out from each QCP (yellow dots) as is the case for the real spin system [panel (ii)]. These are the areas of the $\tilde{H} - T$ plane where a strong MCE is predicted and observed to occur. The simulated and measured isentropes together indicate that if the initial temperature $T_0 \approx J/k_B$ then no cooling effect is expected once $H$ is swept adiabatically, but once $T_0$ is reduced below $\approx 0.5J/k_B$ prior to an adiabatic $H$ sweep then cooling is immediately induced once $\tilde{H} > 0$ and not just in the vicinity of $H \approx H_{c1,2}$. A further similarity of the simulated and experimental isentropes of Cu(pyz)(gly)ClO$_4$ is that they together determine that a sample cools in an adiabatic experiment as $H_{c2}$ is approached from the high-field side in decreasing $\tilde{H}$, a field regime that is often inaccessible for the measurement of inorganic BEC systems owing to the large energy scale of $H_{c2}$ (e.g. Ref [52]).

The thermodynamic simulation does not, however, reproduce the two minima in isentropes of Cu(pyz)(gly)ClO$_4$, which are indicative of the effects spin correlations exhibited by the coordination compound that can, for instance, result in field induced symmetry breaking at $H_{c1}$ [52]. One difference between the model and experimental data is that the initial negative gradient of the isentropes persists to higher $T_0$ values in panel (ii) than is predicted from simulation in panel (i). This suggests there are contributions to the measured heat capacity that cannot be accounted for by the semi-classical thermodynamic model, which might include the effects of spin-correlations or zero-point fluctuations (see below).

(c) **Heat capacity for an ensemble of dimers with a three-dimensional triplon dispersion relation:** Given the geometry of the likely interlayer spin-exchange pathways $J''$, which acts to couple spin-dimers in adjacent [Cu(pyz)(gly)]$^+$ sheets [Fig. 3.1(b), green lines], a three-dimensional triplon dispersion relation is considered in the heat capacity simulation by utilizing the transformation $J \rightarrow J + 2J' \cos k_x \cos k_y + 2J'' \cos(k_y/2) \cos(k_x/2 - k_z/2)$. In this model, the two critical fields (in units of energy) occur at $\tilde{H}_{c1,2} = J \mp 2(J' + J'')$. The three parameters $J$, $J'$ and $J''$ cannot be determined uniquely from a measurement of the two QCPs.
Figure 3.9: The simulated heat capacity for a network of exchange-coupled spin-dimers with a triplon dispersion in three-spatial dimensions for constant values of the applied magnetic field \( \tilde{H}/J \leq \) equal to: (a) 0; (b) 0.5; (c) 1; (d) 1.5; and (e) 2. (f) The published [74] experimentally determined heat capacity of Cu(pyz)(gly)ClO₄, reproduced from Fig. 3.4(b).

Instead, this simulation first considers a material with \( J' = 0.28J \) and \( J'' = 0 \), and then models the effects on the heat capacity when the ratio \( J''/J' \) is raised from 0 to 1, while the critical fields of the system remain fixed.

Each Cartesian component of the triplon wave vector \( \mathbf{k} = (k_x, k_y, k_z) \) is considered at 31 evenly spaced values in the inclusive ranges \([-\pi, \pi]\) and the heat capacity is calculated from a modified version of Eq. 3.6 that sums over the three component wave vectors. For \( \tilde{H} = 0 \) [Fig. 3.9(a)] each simulated \( C_{\text{mag}}(T) \) trace exhibits a broad maximum, where the effect of increasing \( J''/J' \) in the simulation is to push the temperature of this peak to smaller values of \( k_BT/J \). Once \( \tilde{H} \) reaches 0.5\( J \) [Fig. 3.9(b)], the energy gap from the spin-singlet to the first excited state is reduced and, consequently, the broad feature in the heat capacity is suppressed in amplitude and thermal energy. The effect of increasing \( J''/J' \) at this value of the applied field is qualitatively the same as the zero-field simulation.

At \( \tilde{H} = J \) [Fig. 3.9(c)], the heat capacity of an ideal two-dimensional spin-dimer network (\( J' = 0 \), red curve) is predicted to display a broad maximum at high temperatures with a small shoulder at lower \( T \). Introducing \( J'' > 0 \) acts to enhance the temperature of the broad maximum, which essentially distinguishes the
low $T$ shoulder as an independent peak once $J'' \approx J'$ (blue curve). For calculations performed with $\tilde{H} \geq 1.5J$ [Fig. 3.9, panels (d) and (e)] the dependence of the simulated heat capacity on the ratio $J''/J'$ is analogous to that observed in the calculations of $C_{\text{mag}}(T)$ obtained for $\tilde{H} \leq 0.5$, whereby an increase in the relative strength of the interlayer coupling acts to slightly reduce the peak temperature of a single broad Schottky anomaly in the simulated heat capacity.

For heat capacity measurements of Cu(pyz)(gly)ClO$_4$ performed in applied fields in the range $1.4 \leq \tilde{H}/J \leq 1.6$ [e.g. Fig. 3.9(f), yellow points], the $C_{\text{mag}}(T)$ curves exhibit a small shoulder that develops at temperature below the large Schottky anomaly. However, this feature is not so prominent so as to be resolvable as an identifiable separate peak. By comparison with the results of the $C_{\text{mag}}(T)$ simulations at similar magnitudes of the applied fields, the occurrence of a small shoulder in the data is consistent with a relatively small value for the ratio $J''/J'$ in Cu(pyz)(gly)ClO$_4$.

### 3.4.3 Two-dimensional universal behaviour

Plotting the magnetic heat capacity of Cu(pyz)(gly)ClO$_4$ on a logarithmic scale [Figs. 3.10(a) and (b)], a power law dependence of $C_{\text{mag}} \propto T^n$ is observed when $H$ is approximately equal to $H_{c1}$ and $H_{c2}$ (yellow points in each figure). A universal critical exponent $n$ is expected for the heat capacity measurements of BEC systems performed at $H = H_{c1,2}$, where $n = d/2$ and $d$ is the spatial-dimensionality of the spin-exchange network [52,95]. For reliable exponents to be extracted from $C_{\text{mag}}(T)$, the data must be modelled in a temperature range for which the upper bound is less than 40% of the maximum temperature of the BEC phase [146]; and the lower bound exceeds the energy scale of uniaxial symmetry breaking perturbations in the spin Hamiltonian [52]. As no symmetry breaking terms are evident in the thermodynamic properties of Cu(pyz)(gly)ClO$_4$ for experimental investigations above 400 mK, linear fits are made to the log $C_{\text{mag}}$ vs. log $T$ data of Cu(pyz)(gly)ClO$_4$ for $0.4 \leq T \leq 0.56$ K to reveal $n = 2.13(2)$ and $0.99(2)$ at $H_{c1}$ and $H_{c2}$, respectively.

The exponent of $n = 0.99(2)$ close to $H_{c2}$ is consistent with $d = 2$, which is indicative of two-dimensional universal behaviour within this quantum spin network. This value for the exponent agrees with the analysis of the structure of this compound (above) that concluded that there is likely to be a large spatial-delocalization of spin-density within individual [Cu(pyz)(gly)]$^+$ layers of the material. However, it is important to stress that the bulk thermodynamic data presented in this chapter would not be consistent with interlayer interactions that are precisely zero. Spin-networks comprised of isolated layers of exchange-coupled antiferromagnetic
spin-dimers with uniaxial (or circular) symmetry are anticipated to adopt a low-temperature Berezinskii-Kosterlitz-Thouless (BKT) phase [17, 18, 145] and crossing a BKT phase boundary is not predicted to induce observable signatures in thermodynamic quantities including heat capacity and differential susceptibility. For Cu(pyz)(gly)ClO$_4$, measured peaks in both $C_{\text{mag}}(T)$ and $dM/dH$ mark the boundary to a distinct magnetic phase that forms within a dome in the $H-T$ plane, which necessarily indicates that the interlayer spin-exchange interactions must be finite in this compound. Nevertheless, the $n = 0.99(2)$ heat capacity exponent at $H_{c2}$ corroborates the approximate two-dimensional character of the material because it is well below the $n = 1.5$ expected for three-dimensional (3D) systems, where theoretical predictions derived from an analytical finite-scaling analysis of a 3D quantum critical systems suggest that this power law ought to be obeyed [148].

The separate heat capacity exponent of $n \approx 2$ measured at $H_{c1}$ requires further interpretation within the two-dimensional model, and the thermodynamic properties of related spin-gap materials offers one possible explanation. For in-
stance, the measured magnetic Grüneisen parameter $\Gamma$ of the spin-ladder compound $(\text{C}_4\text{H}_{12}\text{N})_4\text{CuCl}_4$ exhibits a critical (linear) scaling with temperature at $H_{c2}$ for measurements in the range $0.1 < k_B T/J < 0.4$ (where $J$ is the rung coupling constant), while $\Gamma$ vs. $T$ only tends towards a linear response $H_{c1}$ for sample temperatures below $\approx 0.1 J/k_B$ [147]. Given that an identical scaling of the thermodynamic quantities of exchange-coupled dimer systems can occur at $H_{c1}$ and $H_{c2}$, but only when measured over separate $T$ windows, one avenue for future investigations of Cu(pyz)(gly)ClO$_4$ could be to follow $C_{\text{mag}}(T)$ at $H_{c1,2}$ down to dilution refrigerator temperatures to determine whether the two exponents are equal at lower $T$.

An alternative strategy to explain the value of the $H_{c1}$ exponent is to consider the effect that symmetry breaking perturbations in the spin Hamiltonian might have on the expected values of $n$. One such interaction, that cannot be ruled out from the structure alone [74], is a Dzyaloshinskii-Moriya (DM) interaction. While there is no evidence for a DM interaction from the magnetometry measurements, if their energy scale of a DM term is indeed greater than 400 mK then this would induce a crossover from a BEC phase (i.e. an $XY$ spin model) to an Ising universality class at sufficiently low temperatures. For Ising systems, the critical exponent in heat capacity is expected to be $n = d$, in contrast to $n = d/2$ for an $XY$ model. The measured exponent of $n = 2.13(2)$ at $H_{c1}$, if it were indeed interpreted in the Ising model, would be consistent with a two-dimensional spin network. However this conclusion would be difficult to reconcile with the result for $n \approx 1$ at $H_{c2}$ and so this model is not appealing as a means to unambiguously explain the discrepancy in the measured exponents. An independent argument, which might account for the difference in $n$ at $H_{c1,2}$, is that zero-point fluctuations are a significant perturbation to the quantum spin system close to $H_{c1}$, the QCP at the boundary between the BEC and quantum disordered phase, but are less important at $H_{c2}$ for heat capacity measurements at the same temperature.

### 3.4.4 Evidence for zero-point fluctuations

In an extension of the published $C_p$ measurements of Cu(pyz)(gly)ClO$_4$, additional experiments are performed in this work to determine the applied magnetic field dependence of the heat capacity for quasistatic $\mu_0 H \leq 7$ T. Isothermal cuts through the results of heat capacity measurements performed with constant $H$ [Fig. 3.10 (b)] exhibit maxima that clearly mark each of the two critical fields. However, for a particular isotherm, the amplitude of the heat capacity anomaly at $H_{c1}$ is smaller relative to the size of the peak at $H_{c2}$. The asymmetry in ratios of the peak heights for Cu(pyz)(gly)ClO$_4$ [Fig. 3.10(d), triangles], which is also evident in the differ-
ential susceptibility measurements [Figs. 3.2(a)−(c)], becomes more pronounced as
the sample temperature is reduced. This behaviour is analogous to the results of
measurements and QMC simulations of the heat capacity of the related S = 1 BEC
polymeric material, NiCl$_2$-4SC(NH$_2$)$_2$ [94] [Fig. 3.10(d), diamonds]. In this Ni$^{2+}$
system, the small amplitude of the $H_{c1}$ heat capacity anomaly is explained by the
proximity of this feature to the low-field quantum disordered region, where zero-
point fluctuations (ZPFs) are predicted to renormalize the effective mass of bosonic
excitations of the system. This in turn reduces the heat capacity of the material
relative to measurements collected at the same temperature for $H \approx H_{c2}$, which are
performed close to the spin-polarized phase where the magnetization is a conserved
quantity [94].

Isothermal powder $\mu^+\mathrm{SR}$ experiments of Cu(pyz)(gly)ClO$_4$, which are per-
formed at 20 and 325 mK, indicate that there is almost no discernible change in
the root-mean-squared gaussian distribution of the internal magnetic flux at inter-
stitial lattice sites for measurements performed in a range of applied magnetic fields
inclusive of $H = H_{c1}$ (see Ref. [74] and the supporting information therein). This
implies that, for sample temperatures of the order $\approx 100$ mK, the thermal fluc-
tuations of the spin quanta are already sufficiently suppressed to the extent that
a further decrease in the sample temperature by an order of magnitude has little
impact on the time-averaged orientations of the Cu$^{2+}$ moments. This suggests that
the asymmetry observed in the $H$ dependence of the heat capacity at 400 mK is at-
tributable (in part) to quantum fluctuations of the spin moments for $H \approx H_{c1}$. The
ZPFs fluctuations of the system close to $H_{c1}$ act to increase $S_{\text{mag}}$ and therefore the
decrease the ability of the Cu$^{2+}$ moments to reorganize in order to absorb a small
amount of thermal energy in a heat capacity experiment. Meanwhile, it is likely the
suppression of quantum fluctuations in the spin-polarized phase is responsible for
the relatively large heat capacity anomaly at $H \approx H_{c2}$.

3.5 Conclusions

The exchange-coupled spin-dimer network Cu(pyz)(gly)ClO$_4$ exhibits a strong and
continuous MCE in rapidly changing applied magnetic fields. An analysis of the
isentropes of the material, derived from the published [74] heat capacity measure-
ments, suggests that the initial sample temperature is reduced by as much as 37%
during an adiabatic $H$ sweep. Accounting for a MCE removes the need to invoke
separate magnetic phases to explain the results of pulsed-field magnetometry ex-
periments, which are concluded to be sensitive to the same magnetic phase as the
published magnetometry, heat capacity and $\mu^+\text{SR}$ measurements performed in quasistatic $H$.

The results of MCE experiments performed to directly monitor the sample temperature in rapidly changing $H$ are consistent with the nature of the MCE implied by the isentropes of the system. Limiting the pulsed-field sweep rate $\mu_0|dH/dt|$ to approximately $100\,\text{Ts}^{-1}$ by using the LP magnet at NHMFL, Los Alamos, is found to increase the coupling of the Cernox$^\text{TM}$ thermometer to the sample $T$ relative to the SP measurements. However, both the SP and LP MCE measurements fell short of unambiguously following the sample $T$ as a function of $H$. For future investigations of the MCE in spin-gapped systems that have BEC phase diagrams spanning an $H-T$ range that is fully accessible with quasistatic applied magnetic fields, then the work in this project suggests that it is likely that heat capacity measurements will provide an efficient technique for the determination the isentropes of the system and hence the full extent of the MCE.

A thermodynamic model of the heat capacity predicts that a MCE occurs in Cu(pyz)(gly)ClO$_4$, and therefore related spin-gapped materials, for all $H > 0$. Two further results from this model are: (i) the temperature of a broad Schottky anomaly peak in the zero-field heat capacity occurs at approximately $T = 0.35\,\text{J}/k_\text{B}$; and (ii) a MCE acts to cool a spin-dimer material immediately once $H > 0$ for experiments performed at initial temperatures less than $\approx 0.5\,\text{J}/k_\text{B}$. In summary, while conductive materials are known to exhibit changes in the sample temperature in rapidly changing $H$ owing to the effects of eddy current heating (see, for instance, Ref. [113]), the experimental and theoretical results of this work suggest that the evolution of the sample $T$ is also likely to be of general importance for the measurements of electrically-insulating materials in pulsed magnetic fields.

The published results of a $\mu^+\text{SR}$ study of Cu(pyz)(gly)ClO$_4$ imply that this system is close to the $T = 0$ limit for experiments performed at temperatures in the $\approx 100\,\text{mK}$ range. The measured asymmetry in the $H$ dependence of the heat capacity along isotherms with $T \approx 400\,\text{mK}$ therefore suggests that ZPFs manipulate the spin-entropy for $H \approx H_{c1}$. Different critical exponents are found from the $T$ dependence of the published heat capacity when $H \approx H_{c1,2}$. The linear evolution of $C_{\text{mag}}(T)$ at $H \approx H_{c2}$ is indicative of two-dimensional universal behaviour within this quantum spin system. This result is consistent with an analysis of the published structure of Cu(pyz)(gly)ClO$_4$, which implies that spin-density is likely to be delocalized most effectively within individual [Cu(pyz)(gly)]$^+$ sheets.
Chapter 4

Bond disorder and single-ion physics of a spin $S = 1$ kagome lattice

Single-crystal x-ray diffraction measurements of $[\text{H}_2\text{F}]_2[\text{NiF}_2(3\text{-Fpy})_4]_3[\text{SbF}_6]_2$ (3-Fpy = 3-fluoropyridine) at 100 K indicate that the Ni$^{2+}$ ions of this polymeric compound reside on the vertices of a two-dimensional kagome lattice, wherein the spin $S = 1$ ions are linked via Ni-F···H-F-H···F-Ni hydrogen bonded bridges. However, a positional disorder of the H$_2$F$^+$ moieties within the kagome planes suppresses the Ni-Ni spin-exchange interactions and powder muon spin-relaxation measurements provide no evidence for long-range magnetic order at temperatures above 19 mK. Polycrystalline electron spin-resonance (ESR), magnetometry and heat capacity experiments each give rise to features that are largely accounted for by the single-ion physics of independent $S = 1$ ions, which exhibit a uniaxial and rhombohedral anisotropy of $D/k_B = 8.3(4)$ K and $E/k_B = 1.2(3)$ K respectively. Some of the results of this chapter, and the publication [75] relating to this work, may guide future investigations that aim to extract estimates of $D$ from the thermodynamic measurements of related compounds when limited to powdered samples.

4.1 Introduction

Long-range magnetic order is an emergent property of spin systems that is contingent upon there being a delicate balance of several microscopic and macroscopic factors.
Figure 4.1: Antiferromagnetic spin-exchange interactions (red lines) between spins (blue arrows) arranged on: (a) triangular; (b) tetrahedral; or (c) kagome lattices, results a geometric frustration of the magnetic interactions and multiple degenerate ground states. For a recent overview of the expected spin configurations of frustrated lattices see, for instance, Ref. [159]. (d) A structural disorder of these systems often leads to missing linkages between moments (e.g. the dashed line), which relieves the frustration of the spin system.

For instance, the results of quantum Monte-Carlo (QMC) simulations [68] and series expansions [149] performed to investigate the magnetic properties of linear-chain and square-lattice spin $S = 1$ antiferromagnets, respectively, suggest that the precise nature of the ground spin-state in these systems depends upon: (i) the sign of the uniaxial single-ion anisotropy $D$; and (ii) the relative strength of $D$ compared to the Heisenberg exchange interactions of the spin networks. A current trend of condensed matter research aims to investigate two further structural properties of solid-state spin systems that may also manipulate the magnetic degrees of freedom of a material. These are, in turn, a positional disorder of the underlying lattice; and a geometric frustration of the spin-exchange interactions in the material [150–154].

Taken independently, structural disorder and geometric frustration generally act to suppress the onset of long-range magnetic order in condensed matter systems. Crystalline materials with an inherent and random structural disorder tend to lack the periodicity of superexchange pathways that are typically necessary to support a magnetically ordered ground state. Geometric frustration on the other hand occurs in magnetic materials when there are multiple antiferromagnetic spin-exchange interactions that cannot be simultaneously satisfied, and systems of this type are predicted to exhibit a low-temperature spin liquid state [155–159]; that is, a highly correlated magnetic state in which fluctuations of the spin quanta persist even as $T \to 0$ [157]. Triangular, kagome or tetrahedral networks [Fig. 4.1, panels (a)–(c)] are just three paradigmatic examples of frustrated magnetic systems that may result in a multitude of degenerate ground spin-states. Here, each system...
incorporates antiferromagnetic Heisenberg spin-exchange interactions (red lines) between spin moments (blue arrows) and the Coulomb energy of a particular bond is minimized if the neighbouring moments are collinear and antiparallel. However, due to the geometrical constraints of these lattices there is no net energy gain for a spin to be orientated up or a down at each of the sites labelled with a question mark. When disorder is introduced to frustrated antiferromagnets, broken or missing superexchange pathways [e.g. Fig. 4.1(d), dashed line] typically act to relieve geometric frustration, giving rise to thermodynamically stable magnetic ground-states. The results of mean-field theory calculations performed on an Ising kagome lattice suggest that, in this case and therefore related systems, a small amount of structural disorder in frustrated lattices may also give rise to a low temperature spin-glass state [160], whereby the orientations of moments become “frozen” into random directions and the spin dynamics of the system are considerably slowed (e.g. Refs. [29,161]).

The scope of this chapter is to examine the interdependence of the structural and magnetic properties of \([\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4][\text{SbF}_6]_2\) \((3-\text{Fpy} = 3\text{-fluoropyridine})\). A refinement of the structure of this compound from the results of single-crystal x-ray diffraction measurements at 100 K (see below) demonstrates that the Ni\(^{2+}\) ions are organized into a perfectly two-dimensional kagome lattice, wherein charge-assisted Ni-F···H-F···H···F-Ni bonds are found to link coplanar spin-centres together, and this material was originally synthesized to explore the physics of an \(S = 1\) kagome system. However, there is a structural disorder of the positions of the H\(_2\)F\(^+\) moieties within the kagome layers. The experimental and theoretical investigations of the magnetic properties of \([\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4][\text{SbF}_6]_2\) above 19 mK presented in this chapter imply that this positional disorder acts to suppress, rather than enhance, the onset of bulk magnetic order or spin-glass behaviour in this kagome spin-system.

\([\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4][\text{SbF}_6]_2\) is the product of an ongoing effort to incorporate poly-HF moieties (e.g. HF\(^-\), H\(_2\)F\(^-\) and H\(_3\)F\(^-\)) into quantum spin systems and it falls into the larger class of coordination polymers that employ charge-assisted hydrogen-bonds (e.g. F···H-F, F···O-H and O···O-H) to form structurally stable polymeric magnets. Two examples of coordination compounds that utilize hydrogen fluoride derivates to maintain a rigid lattice are the mononuclear species \([\text{Cu(di-2-pyridyl-methanediol})_2](\text{H}_2\text{F}_3)_2\) [162]; and the quasi-two-dimensional Heisenberg \(S = 1/2\) square lattice AFM \([\text{Cu(HF}_2\text{)(pyz})_2]\text{SbF}_6\) (see Chapter 5 or Refs. [59,76]).

In the specific cases of polymeric complexes containing transition metal ions with unpaired electrons in \(d\) orbitals that delocalize spin-density towards a hydrogen
bond, these charge-assisted linkages oftentimes directly facilitate superexchange interactions. CuF$_2$(H$_2$O)$_2$(pyz) is one such system that, at ambient pressure, contains Cu-pyz-Cu chains, which are linked to four others via Cu-F···H-O-Cu bridges [164]. The Jahn-Teller axis of each CuN$_2$O$_2$F$_2$ octahedra is orientated along the pyz chain direction and spin-density is therefore delocalized along the hydrogen bonded pathways that mediate a spin-exchange interaction $J/k_B \approx 12$ K [45, 70, 164]. There are several Ni-F···H···F-Ni chain compounds, including [Ni(HF$_2$)(pyz)$_2$]SbF$_6$ [47], [Ni(HF$_2$)(pyz)$_2$]PF$_6$ [47] and [Ni(HF$_2$)(3-Clpy)$_4$]BF$_4$ [66], which also exhibit antiferromagnetic interactions along the hydrogen bonded bridges. The respective intrachain spin-exchange interactions ($J/k_B$) of these three compounds are 13.3 K (see Chapter 5 and the related work, Ref. [77]), 6.8 K [47] and 4.9 K [66]. These finite interactions result from a delocalization of spin-density along the chain directions owing to an unpaired electron in each Ni$^{2+}d_{z^2}$ orbital, whilst the range of $J$ values is dictated (in part) by a difference in the stretching and bending of the constituent HF$_2$ ions within the chains of each material [47, 66].

In the present work, the results of powder muon spin-relaxation experiments of [H$_2$F$_2$][NiF$_2$(3-Fpy)$_4$][SbF$_6$] indicate that this system lacks long-range magnetic order for sample temperatures above 19 mK. The observations of powder ESR measurements for $T \geq 3.3$ K, in addition to polycrystalline magnetometry and heat capacity experiments performed at $T \geq 0.4$ K, corroborate the weak nature of the spin-exchange interactions in this compound and the results of these investigations are largely accounted for with the single-ion spin Hamiltonian

$$\hat{H} = D(\hat{S}^z)^2 + E[(\hat{S}^x)^2 - (\hat{S}^y)^2] + \mu_0\mu_B \mathbf{H} \cdot \mathbf{gS}. \quad (4.1)$$

Here, $\mathbf{S} = (\hat{S}^x, \hat{S}^y, \hat{S}^z)^T$ is a column vector of dimensionless $S = 1$ operators [23]; $D$ and $E$ are the uniaxial and rhombohedral single-ion anisotropy terms respectively, which lift the degeneracy of the free-ion spin-states [165]; $\mathbf{g} = \text{diag}(g_{xy}, g_{xy}, g_z)$ is a tensor of anisotropic $g$-factors; and $\mathbf{H}$ is an applied magnetic field. As the experimental investigations of the magnetic properties of [H$_2$F$_2$][NiF$_2$(3-Fpy)$_4$][SbF$_6$] are limited to polycrystalline samples, in the analysis and discussion of the experimental results of this chapter (below) attention is paid to some of the general results of this work that may be applicable in future experimental investigations that aim to determine the strength of the single-ion anisotropy of powdered $S = 1$ materials.
4.2 Experimental Details

4.2.1 Sample preparation

\[ \text{[H}_2\text{F]}_2\text{[NiF}_2\text{(3-Fpy)}_4\text{][SbF}_6\text{]}_2 \] samples are prepared by J. L. Manson, P. M. Spurgeon and J. A. Villa at Eastern Washington University (USA). The synthesis procedure and the related infrared spectroscopic measurements are detailed in Ref. [75].

4.2.2 X-ray diffraction

X-ray diffraction measurements are performed and analysed by C. Campana and B. Noll at Bruker AXS Inc., Madison (USA). A \(355 \times 237 \times 146 \mu m\) single-crystal sample is mounted in the \(\lambda = 0.71073 \ \text{Å}\) monochromatic beam of a Bruker™ APEX II diffractometer. For experiments performed at 100 K, a total of 300 065 Bragg reflections are generated, which are used to identify the material’s unit cell and space group with the Bruker™ APEX II and SAINT [166] software packages. The intensity of 4281 symmetry equivalent Bragg reflections are integrated and the positions of the Ni, N, C, F and Sb atoms in the unit cell are refined within the \(R\overline{3}\) space group against the intensities of the scattering peaks using the shext-2914 [167] and shelxl-2014/7 [168] analysis software. The absorption effects of the sample are corrected for using the multiscan method in the sadabs package [169].

4.2.3 Muon spin-relaxation

Zero-field powder muon spin-relaxation spectra of \[\text{[H}_2\text{F]}_2\text{[NiF}_2\text{(3-Fpy)}_4\text{][SbF}_6\text{]}_2 \] are recorded for sample temperatures in the range \(0.019 \leq T \leq 10 \text{ K}\) at the Swiss Muon Source (SµS). This work was performed and analysed by T. Lancaster, F. Xiao, and R. C. Williams at Durham University (UK); C. Baines at SµS (Switzerland); F. L. Pratt at the ISIS Pulsed Muon Facility RAL (UK); and S. J. Blundell at the University of Oxford (UK). The measurements employed both the Low Temperature Facility (LTF) and General Purpose Surface-Muon (GPS) spectrometers to access the full temperature range. In each experiment, the polymeric sample is secured inside an Ag foil envelope, which has a thickness 12.5 \(\mu m\), and the sample is mounted on an Ag plate or Ag fork for the LTF or GPS measurements respectively.

4.2.4 Electron spin-resonance

Transmission ESR spectra are recorded and analysed by J. Liu (University of Oxford, UK) using the homodyne high-frequency spectrometer at NHMFL, Tallahassee.
Microwaves with frequencies in the range $203.2 \leq \nu \leq 633.6$ GHz are incident upon a powdered sample that is loosely restrained in a PTFE sample holder with KBr. Measurements are performed for quasistatic applied fields $\mu_0 H \leq 14$ T, while the sample $T$ is controlled in the range $3.3 \leq T \leq 100$ K with a $^3$He cryostat.

4.2.5 Pulsed-field and quasistatic magnetometry

(a) Compensation coil extraction magnetometry: Pulsed-field measurements of the differential susceptibility $dM/dH$ are recorded by S. Ghannadzadeh and F. Foronda with the capacitor driven short-pulse magnet at the Nicholas Kurti Magnetic Field Laboratory (NKMFL) at the University of Oxford (UK). Measurements are performed at temperatures from 0.53 to 4.55 K using an magnetic field pulses with an amplitude of $\mu_0 H = 10$ T and a rise-time to peak-field of $\approx 5$ ms. The analysis and simulations of these data are performed as part of this project.

(b) Dc SQUID magnetometry: In this work, the magnetic moment $M$ of a polycrystalline sample is followed as a function of temperature with a Quantum Design™ (QD) MPMS. These measurements are performed at the University of Warwick (UK). The experiments utilize a quasistatic applied magnetic field $\mu_0 H = 0.1$ T and consider sample temperatures in the range $1.8 \leq T \leq 300$ K. The iQuantum™ Helium-3 insert is used to obtain measurements of $M$ for sample temperatures between 0.45 and 2 K. The two separate measurements of $M$ are repeatable to approximately 3% for $T \approx 2$ K. The linear molar susceptibility is estimated from $\chi = M/(nH)$ where $n$ is the number of moles of the sample.

(c) Ac SQUID magnetometry: Ac susceptibility measurements are performed by C. V. Topping at the University of Oxford (UK). These experiments follow the time dependence of the magnetic moment $M$ in response to an ac applied field with an amplitude $\mu_0 H_{ac} = 0.1$ mT and sinusoidal frequencies $\nu_{ac} \leq 1500$ Hz, and they are conducted in quasistatic $\mu_0 H = 0.1$ T for temperatures $2 \leq T \leq 10$ K.

4.2.6 Heat capacity

In this work, heat capacity $C_p(T)$ measurements are performed with a 1.82(5) mg sample using the $^3$He inset to a QD Physical Property Measurement System at the University of Warwick (UK). The heat capacity is extracted from experiments performed in quasistatic $\mu_0 |H| \leq 9$ T for $0.4 \leq T \leq 20$ K.
4.2.7 Simulations

(a) Powder \( M(H) \) and \( C_p(T) \) calculations: In this work, simulations of the powder magnetization \( M(H) \) are performed in MATLAB by considering an ensemble of \( S = 1 \) ions described by the spin Hamiltonian in Eq. 4.1 and by utilizing the methodology described in Section 2.7. The values of \( D/k_B = 8.3 \text{ K} \), \( E/k_B = 1.2 \text{ K} \), \( g_z = 2.17 \) and \( g_{xy} = 2.20 \) are used in the calculation, which are derived from results of ESR measurements (see below). The magnetization calculations are performed at fixed sample temperatures in the range \( 0.5 \leq T \leq 2.5 \text{ K} \) and for applied magnetic fields \( \mu_0H \leq 10 \text{ T} \). Analogous simulations of the powder heat capacity \( C_p(T) \) are performed with \( 0 \leq T \leq 10 \text{ K} \) at fixed magnetic fields \( \mu_0H \leq 9 \text{ T} \). The \( H \) and \( T \) axes of the \( M(H) \) and \( C_p(T) \) simulations are considered in \( \mu_0H = 0.1 \text{ T} \) and \( \Delta T = 0.1 \text{ K} \) steps, respectively. The discreteness of these calculations is one source of error in the positions of features observed in these thermodynamic simulations.

(b) Density-functional theory: The density-functional theory (DFT) calculations referenced in this chapter are organized by T. Lancaster, and performed and analysed by S. J. Clark and I. O. Thomas at Durham University (UK). These simulations employ the CASTEP package \cite{170} with Perdew-Burke-Ernzerhof potentials \cite{171, 172} to obtain accurate \cite{173} estimates of the spin-exchange energies within the kagome planes.

4.3 Results and Discussions

4.3.1 The arrangement of Ni\(^{2+} \) ions

The crystal structure of [H\(_2\)F\(_2\)][NiF\(_2\)(3-Fpy)\(_4\)][SbF\(_6\)]\(_2\) (Table 4.1) is refined against the positions and intensity of Bragg reflections observed at 100 K from the results of single-crystal x-ray diffraction measurements. Each Ni\(^{2+} \) ion of this polymeric compound is positioned on a global inversion centre (point group = \(^{-1} \)) and is coordinated to four equatorial 3-Fpy molecules along with two axial F\(^{-} \) ions. Using the atomic labelling scheme of Fig. 4.2(a), the 3-Fpy and F\(^{-} \) ligands are found to complete Ni\(_{4}\)F\(_2\) pseudo-octahedral coordination environments for which the three unique bond lengths are Ni-F = 2.000 \AA, Ni-N1 = 2.101 \AA and Ni-N2 = 2.146 \AA, while the N1-Ni-Ni2, N1-Ni-F and N2-Ni-F internal bond angles are measured to be 91.0°, 91.2° and 88.5° respectively.

Coplanar Ni\(^{2+} \) spin centres are arranged into two-dimensional kagome lattices spanning the crystallographic ab-plane [Fig. 4.2(b)] wherein each of the intra-
Table 4.1: Refinement details for the single-crystal x-ray diffraction measurements of 
$[\text{H}_2\text{F}_2\text{NiF}_2(3-\text{Fpy})_4\text{SbF}_6]_2$. The trigonal space group $R3$ utilizes the hexagonal (H) choice of axes; and $R_{\text{int}} = \sum |F_{\text{obs}}^2 - F_{\text{calc}}^2| / \sum F_{\text{obs}}^2$, where $F_{\text{obs}}/F_{\text{calc}}$ are the observed/calculated structure factors and the sum runs over all measurements.

<table>
<thead>
<tr>
<th>Parameter (units)</th>
<th>Fitted value (error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical formula</td>
<td>C_{60}H_{52}F_{32}N_{12}Ni_{3}Sb_{2}</td>
</tr>
<tr>
<td>Formula mass (g mol$^{-1}$)</td>
<td>1968.68</td>
</tr>
<tr>
<td>Temperature (K)</td>
<td>100(2)</td>
</tr>
<tr>
<td>Space group</td>
<td>$R3$, H axes</td>
</tr>
<tr>
<td>$a, b$ (Å)</td>
<td>14.3617(5)</td>
</tr>
<tr>
<td>$c$ (Å)</td>
<td>30.905(1)</td>
</tr>
<tr>
<td>$\gamma$ (°)</td>
<td>120</td>
</tr>
<tr>
<td>Unit cell volume (Å³)</td>
<td>5520.4(4)</td>
</tr>
<tr>
<td>Chemical formulae per unit cell</td>
<td>3</td>
</tr>
<tr>
<td>$R_{\text{int}}$</td>
<td>0.0733</td>
</tr>
</tbody>
</table>

plane nearest-neighbour Ni-Ni distances are 7.181 Å. However, there is a structural disorder of the H$_2$F$^+$ moieties that form the central part of the Ni-F···H-F-H···F-Ni bridges within these planes. Each of the Ni$^{2+}$ triangles of the kagome lattice are symmetry equivalent and Fig. 4.2(c) depicts all of the possible positions for the H$_2$F$^+$ cations within one of these triangular plaquettes. There are two levels of disorder: (i) the central F atoms of the cations adopts one of two equally likely positions that each have the point group 3 (upper and lower panels); and (ii) the whole HF$_2^+$ complex rotates such that the separate H sites are occupied with a probability of one third (indicated with the fractionally filled spheres).

The positional disorder of the poly-HF moieties results in two distinct F···H hydrogen bond lengths [Fig. 4.2(c) (red and blue dots)] and there are therefore two possibilities for the distances between spin-centres along the nonlinear Ni-F···H-F···H···F-Ni pathways, which are 8.71 Å or 8.81 Å respectively. The longest distance between the F atoms within the F···H-F-H···F complexes is 2.403 Å. This fluorine to fluorine distance is typical of poly-HF moieties and within the sum of the van der Waals radii for two F atoms ($\approx 2.9$ Å). In the present work, an overall charge neutrality of the crystalline compound is provided by layers of SbF$_6^-$ counterions. These anions ions are organized into a weakly corrugated hexagonal lattice [Fig. 4.2(d)], which acts to keep individual $[\text{H}_2\text{F}_2\text{NiF}_2(3-\text{Fpy})_4\text{SbF}_6]_2^{2+}$ sheets separated by a perpendicular distance of 10.30 Å along the c-axis, and each $[\text{SbF}_6]_2^{-}$ sheet is displaced along the [110] direction with respect to the nearest anion layer in the crystal [Fig. 4.2(e)].
4.3.2 Muon spin-relaxation

For powder muon spin-relaxation measurements of $[\text{H}_2\text{F}_2]\text{[NiF}_2(3\text{-Fpy})_4]\text{[SbF}_6]_2$ performed in zero field, the observed asymmetry $A(t)$ spectra [Fig. 4.3(a) points] are approximately independent of the sample temperature $T$ for data collected in range $0.019 \leq T \leq 10$ K. Each $A(t)$ trace displays weak oscillatory features that are superimposed on a background that decays with time, which implies that the measured asymmetry curves may fitted to the expression
Figure 4.3: (a) Powder muon spin-relaxation asymmetry spectra as a function of time for [H$_2$F$_2$][NiF$_2$(3-Fpy)$_4$][SbF$_6$]$_2$ (points), fitted to Eq. 4.2 (solid lines). Data are plotted in arbitrary units (a.u.). Separate measurements at constant $T$ are offset for clarity. *Inset:* Asymmetry spectra at 0.019 K for times $t \leq 0.5 \mu$s. Panels (b) and (c) show the temperature dependence of the fitted values of $\omega/2\pi$ and the slow relaxation rate $\lambda_s$, respectively. Both parameters lack any sharp features as a function of $T$ that might indicate a transition to a magnetically ordered state. The average value of $\omega/2\pi = 1.74$ MHz, which indicates that a portion of the implanted muons that come to rest in the sample form F$^-$–$\mu^+$ with a bond separation of 1.09 Å.

$$A(t) = A_f e^{-\lambda_f t} + A_s e^{-\lambda_s t} + A_F D_z(\omega, t)e^{-\lambda_F t} + A_{\text{bgd}}.$$ (4.2)

The first term in Eq. 4.2 accounts for the amplitude $A$ and decay rate $\lambda$ of a fast (f) exponential relaxation of the implanted muon’s spin polarization. This rapid reduction in $A(t)$ likely owes its origin to $\mu^+$ particles that occupy paramagnetic sites within the crystalline sample (e.g. Ref [174]). The second term in Eq. 4.2 models a relatively slow (s) exponential decay of the $\mu^+$ polarization, which arises from an electromagnetic interaction between an individual $\mu^+$ spin and the fluctuating electronic moments in the material. The parameter $\lambda_s$ is proportional to the width of the local field distribution $(B - \langle B\rangle)^2$ at each interstitial $\mu^+$ site and is therefore sensitive to changes in the magnetic properties in the material [175]. The third term accounts for the weak oscillatory contribution to the measurement. Oscillatory features are common in the muon spin-relaxation measurements of fluorine compounds and indicate the formation of an entangled state between a $\mu^+$ particle and a $^{19}$F nucleus, where the angular frequency $\omega$ of this term depends on the $^{19}$F–$\mu^+$ separation [176]. The final term in Eq. 4.2 is a non-relaxing background to the measurements that results from muons that come to rest within the Ag sample.
holder or cryostat tail (see for instance Ref. [65] and the supporting information therein). The fitted values of $\omega/2\pi$ [Fig. 4.3(b)] and $\lambda_s$ [Fig. 4.3(c)] show no discernible sharp features at low $T$, which strongly indicates that there is no long-range magnetic order in $[\text{H}_2\text{F}]_2[\text{NiF}_2(\text{3-Fpy})]_4[\text{SbF}_6]_2$ for $T \geq 19$ mK.

### 4.3.3 Electron spin-resonance

For 435.2 GHz powder ESR measurements of $[\text{H}_2\text{F}]_2[\text{NiF}_2(\text{3-Fpy})]_4[\text{SbF}_6]_2$, the differential transmission intensity $dI/dH$ [Fig. 4.4(a), lines] exhibits a derivative shape ($\alpha$) on sweeping the applied magnetic field through $\mu_0 H = 6.3$ T. This resonance is found to occur at the same value of $H$ for spectra collected at sample temperatures in the range $3.3 \leq T \leq 100$ K. For measurements performed at $T \leq 10$ K, two further kinks in $dI/dH$ are evident at $\mu_0 H \approx 10$ T and 12 T, which are labelled $\beta$ (red arrow) and $\gamma$ (pale-blue arrow) respectively. Each of the $\alpha$, $\beta$ and $\gamma$ resonances become more pronounced on cooling and this, along with the weak temperature dependence of the position of these features, suggests that each absorption derives from a single-ion transition whereby a Ni$^{2+}$ ion the ground spin-state absorbs a photon to become excited to a higher energy level [49].

The $\nu$ dependence of the ESR spectra at 3.5 K [Fig. 4.4(b)] demonstrates that: (i) the $\alpha$ transition becomes sharper with increasing $\nu$; (ii) both the $\alpha$ and $\gamma$ transitions evolve to higher $\mu_0 H$ with increasing $\nu$; and (iii) the $\beta$ transition is relatively weak in most spectra. The $H - \nu$ dependence of the single-ion resonances [Fig. 4.4(c), points] are described by a powder average model (solid lines), which considers $[\text{H}_2\text{F}]_2[\text{NiF}_2(\text{3-Fpy})]_4[\text{SbF}_6]_2$ as an ensemble of $S = 1$ ions governed by the spin Hamiltonian of Eq. 4.1 and the single-ion parameters $D/k_B = 8.3$ K, $E/k_B = 1.2$ K, $g_z = 2.17$ and $g_{xy} = 2.20$ yield simulated powder ESR spectra [e.g. Fig. 4.4(d), red line] that largely reproduce the approximate positions and relative intensities of absorptions observed in the measured spectra (blue line).

The easy-plane nature of the spin moments is well constrained by the data. If simulations are performed with negative $D$, then the $\beta$ and $\gamma$ transitions are predicted to occur at higher applied magnetic fields than are observed in measurements of the real system. Furthermore, the separation of the $\beta$ and $\gamma$ resonance into two distinct modes necessarily requires $E \neq 0$, which is in keeping with the low symmetry of the pseudo-octahedral Ni$^{2+}$ coordination environments in the measured crystal structure (see above). An estimate of the size of the error on the parameters $D$ and $E$ is determined by modelling the data in Fig. 4.4(c) by the functional forms the $\alpha$, $\beta$, and $\gamma$ resonances, which are derived from exact diagonalization Eq. 4.1. In summary, the ESR data are consistent with values of $D/k_B = 8.3(4)$ K
Figure 4.4: (a) The applied magnetic field $\mu_0H$ dependence of the powder differential transmission ESR intensity $dI/dH$ of $[H_2F_2][NiF_2(3-Fpy)_4][SbF_6]_2$ for $\nu = 435.2$ GHz, plotted in arbitrary units (a.u.). The $\alpha$, $\beta$ (red arrow) and $\gamma$ (blue arrow) absorptions become stronger with decreasing $T$. (b) $dI/dH$ vs. $\mu_0H$ at 3.5 K for constant microwave frequencies in the range $203.2 \leq \nu \leq 633.6$ GHz (and 3.3 K for $\nu = 435.2$ GHz). (c) The evolution of the $\alpha$, $\beta$ and $\gamma$ transitions in the $\mu_0H - \nu$ plane at 3.3 K. Lines model the $H - \nu$ dependence expected for $S = 1$ ions that obey the Hamiltonian in Eq. 4.1 (see text). (d) Measured powder ESR spectrum at $T = 3.5$ K and $\nu = 435.2$ GHz (blue line) compared against the powder model (red line). (e) The spin-eigenstate energy $\epsilon$ vs. $\mu_0H$ for $\text{Ni}^{2+}$ ions in $H$ parallel to the $x$ (blue lines) and $y$ (red lines) axes. Arrows label the $\alpha$, $\beta$ and $\gamma$ transitions. Data in panels (a), (b) and (d) are offset for clarity.

and $E/k_B = 1.2(3)$ K. It is likely that the value of $E$ has the larger percentage error since this quantity scales with the separation of $\beta$ and $\gamma$ modes, but the position of the $\beta$ resonance is difficult to extract from most of the ESR spectra owing to its weak nature.

The strength of the uniaxial anisotropy derived from the results of powder ESR is also within 40% of an estimate of $|D|/k_B = 11.8$ K, which is extracted from an empirical model [179] that parameterizes $D$ in terms of the ratio of the axial and equatorial bond lengths of the Ni$^{2+}$ octahedra. The empirical model does, however, predict an Ising character for the spins, which is inconsistent with the results of this section and (as will be seen below) is furthermore incompatible with the measured and simulated thermodynamic properties of $[H_2F_2][NiF_2(3-Fpy)_4][SbF_6]_2$.

In the present study, the $\beta$ and $\gamma$ absorptions are attributed to ESR transitions that occur for $H$ parallel to the $x$ and $y$ axes respectively [Fig. 4.4(e)]. Both of these transitions are observed at values of $H$ for which the Zeeman energy exceeds the zero-field splitting of the Ni$^{2+}$ spin-states. Defining $m_s$ as the component of the Ni$^{2+}$ projected along the applied $H$ direction, the $\beta$ and $\gamma$ resonances are found to correspond to single-ion spin-transitions with $|\Delta m_s| = 1$. The $\alpha$ absorption, on the
other hand, is credited to a “half-field” transition, which occurs for \( H \) parallel to \( x \) and involves a \( \text{Ni}^{2+} \) ion transitioning from the ground spin-state to the highest energy level (dark blue arrow). Half-field transitions are commonly observed in the ESR spectra of \( \text{Ni}^{2+} \) compounds for which the spins reside in pseudo-octahedral coordination environments and the measurements are performed with \( \nu \approx D/h \) [177] and resonances of this type are permitted when the Zeeman energy is comparable to the zero-field splitting in which case \( m_s \) is not a good quantum number [178].

The result that ESR resonances observed at \( T > 3 \) K may be accounted for within a model of weakly interacting \( \text{Ni}^{2+} \) ions is consistent with the results of muon spin-relaxation experiments, which show no evidence for long-range magnetic ordering at these temperatures, and it is furthermore in keeping with the results of a density-functional theory (DFT) investigation of \([\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4][\text{SbF}_6]_2\) [75]. In summary, the results of the DFT calculations imply that: (i) while the positional disorder of the fluorine atoms within each \( \text{H}_2\text{F}^+ \) cation has little impact on the magnetic properties of the system, the disorder of the \( \text{H} \) atoms is predicted to result in a low spin density at the centre of the N-F\cdots\text{F-H-F}\cdots\text{F-Ni} \) bridges such that the strength of the intraplane Ni-Ni spin-exchange interactions are expected to be less than \( |J|/k_B \approx 1 \) K; and (ii) that this estimate of \( J \) is approximately an order of magnitude lower than the strength of the spin-exchange interactions predicted from a separate DFT model that considers an idealized analogue compound in which each of the \( \text{Ni-F}\cdots\text{H-F}\cdots\text{F-Ni} \) linkages are intact. It is therefore likely that the positional disorder of the poly-HF moieties in the real compound is responsible for the suppression of long-range magnetic order in this system and this allows for the results of powder ESR measurements to be largely accounted for with a model consisting of independent \( S = 1 \) ions.

4.3.4 Pulsed-field magnetometry

For pulsed-field magnetometry measurements of \([\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4][\text{SbF}_6]_2\) performed at sample temperatures in excess of \( \approx 1.4 \) K, the differential susceptibility \( dM/dH \) [Fig. 4.5(a)] decreases smoothly in an increasing applied magnetic field as individual spin moments cant towards the direction of \( H \). However, a bump in \( dM/dH \) develops for applied magnetic fields \( \mu_0 H \) in the approximate range 5–6 T for measurements repeated at \( T < 1.4 \) K. This feature becomes more pronounced as \( T \) decreases further, and the position of this small peak is approximately temperature independent.

By considering an ensemble of \( S = 1 \) ions described by the Hamiltonian in Eq. 4.1, and by assuming the values of \( D/k_B = 8.3 \) K, \( E/k_B = 1.2 \) K, \( g_z = 2.17 \),
Figure 4.5: (a) The measured differential susceptibility $dM/dH$ for a polycrystalline sample of $[\text{H}_2\text{F}_2\text{NiF}_2(3\text{-Fpy})_4][\text{SbF}_6]_2$. Experiments are recorded at fixed $T$ in the applied magnetic field $\mu_0H$ of a capacitor-driven short-pulse magnet at NKMFL, University of Oxford (UK). Lines plotted here are measured data that is interpolated from 0.2 to 10 T in 2000 steps and smoothed with the Savitzky-Golay method over a 51 point window. (b) Simulation of the powder differential susceptibility using the spin-Hamiltonian in Eq. 4.1 with single-ion anisotropy $D/k_B = 8.3$ K and $E/k_B = 1.2$ K, $g_z = 2.17$, $g_{xy} = 2.20$. Data in panels (a) and (b) are plotted in arbitrary units (a.u.) and offset for clarity. The respective panels (c) and (d) display single-crystal simulations of $M$ and $dM/dH$ for Ni$^{2+}$ $S = 1$ ions. These representative calculations use the same $D$ and $E$ values from panel (b) and consider $H$ parallel to the $x$ (light blue), $y$ (dark blue), and $z$ (red) axes.

and $g_{xy} = 2.20$ that are derived from ESR measurements (above), the methodology established in Section 2.7 is employed to simulate the powder differential susceptibility of $[\text{H}_2\text{F}_2\text{NiF}_2(3\text{-Fpy})_4][\text{SbF}_6]_2$. The calculated $dM/dH$ traces [Fig. 4.5(b)] predict that a small peak develops in the differential susceptibility for $\mu_0H \approx 5-6$ T, a result that is in keeping with the magnetic properties of the real compound. The bump in the simulated $dM/dH$ curves is only resolvable once the sample temperature is below $\approx 1.5$ K, which corresponds to applied magnetic field sweeps performed at sample temperatures less than $T \approx 0.18D/k_B$.

The small peak in the measured and simulated powder $dM/dH$ traces is largely accounted for by considering the evolution of the spin-states of independent $S = 1$ ions in an applied magnetic field. For $H$ along $z$, the three exact eigenvalues of Eq. 4.1 are $\epsilon_z = 0$ and $D \pm [E^2 + (g_z\mu_B\mu_0H)^2]^{1/2}$. These expressions, along with the representative energy level diagram in Fig. 2.13(b), together imply that there is a cross-over from a nonmagnetic to a magnetic ground spin-state as $H$ is increased.
through a critical applied magnetic field $H_c$ that satisfies the condition

$$g_z \mu_B \mu_0 H_c = \sqrt{D^2 - E^2}. \quad (4.3)$$

Thus, when the sample temperature is $T < D/k_B$, sweeping $H$ through $H_c$ is expected to induce a large step in the $z$-component of the magnetization $M_z$ [Fig. 4.5(c), red line] and this, in turn, results in a large peak in $dM_z/dH$ [Fig. 4.5(d)]. When $H$ is instead applied within the easy-plane of a Ni$^{2+}$ ion, the ground spin-state does not intersect any other energy levels for $H > 0$ [e.g. Fig. 2.13(b)] and therefore the $x$ and $y$ components of $M$ [Fig. 4.5(c)] and $dM/dH$ [Fig. 4.5(d)] evolve smoothly as a function of increasing $H$. In the magnetometry measurements of powdered $S = 1$ materials, there is a larger probability for $H$ to be perpendicular to, rather than parallel to, the local $z$ axis of each spin-centre (e.g. Eq. 2.24) and the small bump in the polycrystalline measurements and simulations of $dM/dH$ at $H \approx H_c$ is therefore relatively weak compared to the peak in the simulations of $dM_z/dH$.

One general remark, which is pertinent to the future investigations of easy-plane $S = 1$ materials, is that an estimate of $D$ may be made applying Eq. 4.3 to an approximation of $H_c$ extracted from the observation of a small bump in a powder measurement of $dM/dH$. This approach is applicable in cases when $E \ll D$, providing an estimate of the $g$ may also be obtained (e.g. from susceptibility measurements, see below, or ESR). The results of the simulations of this section suggest the small peak in $dM/dH$ is resolvable for powder magnetometry experiments performed at sample temperatures below $T \approx 0.18D/k_B$ in applied magnetic fields that are sufficient to reach $H_c$. These two experimental conditions set approximate lower and upper bounds on the values of $D$ that may be extracted from powder $dM/dH$ measurements. The capacitor-driven pulsed-field systems at NHMFL, Los Alamos (USA), provide access to $^3$He temperatures ($T \geq 0.4$ K) and applied magnetic fields ($\mu_0 H \leq 65$ T) such that, in principle, $dM/dH$ measurements performed with this pulsed-field system are sensitive to values of $D$ in the approximate range $2.2 \leq D/k_B \leq 87.1$ K, where the upper bound assumes $g_z \approx 2$.

### 4.3.5 Heat capacity

Zero-field heat capacity $C_p(T)$ measurements [Fig. 4.6(a), points] reveal a broad maximum at $T \approx 2.5$ K that is superimposed on a sloping background. The lattice contribution to the measurement $C_{\text{latt}}$ is estimated by fitting the measured heat capacity for $T \geq 10$ K to Eq. 1.10 using one Debye (D) and one Einstein (E) mode (red line). The phonon model is interpolated to the temperature of each $C_p(T)$ measurement and the magnetic heat capacity is approximated with the expression
Figure 4.6: (a) Zero-field heat capacity of \( [\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4]_3[\text{SbF}_6]_2 \) (points) measured from a polycrystalline sample. Data for \( T \geq 10 \) K are fitted to Eq. 1.10 with one Debye and one Einstein mode (solid line). The fitted amplitude \( A \) and characteristic temperature \( \theta \) of each mode are: \( A_D = 44(3) \text{ JK}^{-1}\text{mol}^{-1}, \theta_D = 48(2) \text{ K}; \) and \( A_E = 94(1) \text{ JK}^{-1}\text{mol}^{-1}, \theta_E = 91(3) \text{ K}. \) Inset: Estimate of the spin-entropy \( S_{\text{mag}} \) vs. temperature in zero-field (blue line) compared to \( R \ln 3 \) (red line). (b) Magnetic heat capacity \( C_{\text{mag}} \) for experiments performed in quasistatic \( \mu_0 H \leq 9 \) T. These \( T \)-dependent data are averaged over repeat measurements. (c) Simulated \( C_{\text{mag}}(T) \) using the spin Hamiltonian in Eq. 4.1 with \( D/k_B = 8.3 \text{ K}, E/k_B = 1.2 \text{ K}, g_z = 2.17, \) and \( g_{xy} = 2.20. \) (d) Applied magnetic field dependence of the temperature of the Schottky anomaly peak \( T_{\text{peak}} \), as derived from the measured (triangles) and simulated (circles) \( C_{\text{mag}}(T) \) data.

\[ C_{\text{mag}} = C_p - C_{\text{latt}}. \] The zero-field \( C_{\text{mag}}/T \) curve is integrated via Eq. 1.12 for \( T \leq 15 \) K to estimate the temperature dependence of the spin-entropy \( S_{\text{mag}}, \) where \( C_{\text{mag}} \) is assumed to be zero at \( T = 0. \) The change in \( S_{\text{mag}} \) on cooling the sample from \( 15 \) K [Fig. 4.6(a), inset] is consistent with a value of \( \text{Rhn3} \) per ion. This indicates that the broad peak in the zero-field heat capacity is a Schottky anomaly that results from each \( \text{Ni}^{2+} \) ion becoming restricted from three thermally accessible spin-states at high temperatures to a single ground-state at \( T \ll D/k_B. \)

The estimate of \( C_{\text{latt}} \) is subtracted from heat capacity measurements repeated in quasistatic applied magnetic fields \( \mu_0 H \leq 9 \) T [Fig. 4.6(b)]. The Schottky anomaly of the \( C_{\text{mag}}(T) \) traces has a peak temperature that moves monotonically to higher \( T \) with increasing \( H. \) The amplitude of the maximum in the magnetic heat capacity is initially suppressed with increasing applied fields up to \( \mu_0 H \approx 5 \) T where after the peak amplitude remains approximately constant with a further increase in the strength of the applied magnetic field.

Simulations [Fig. 4.6(c)] of the powder heat capacity utilize the method outlined in Section 2.7. These calculations consider an ensemble of \( S = 1 \) \( \text{Ni}^{2+} \) ions.
governed by Eq. 4.1 and use the $D$, $E$, $g_z$ and $g_{xy}$ values determined from ESR (above). The calculated $C_{\text{mag}}(T)$ traces share many of the broad features of the experimentally determined curves, where the amplitude and temperature dependence [Fig. 4.6(d)] of the measured Schottky anomaly peaks for $\mu_0H \leq 9$ T are reasonably well approximated by the single-ion simulation. Three factors that might contribute to the slight discrepancy between the positions of the simulated and measured Schottky anomalies are: (i) the discreteness of the data, which indicated by the error bars in panel (d); (ii) the possibility of weak Ni-Ni spin-exchange interactions predicted from the results of DFT simulations [75]; and (iii) the precise nature of the lattice model used to extract $C_{\text{mag}}$ from the experimental heat capacity measurements. Points (i)–(iii) might be relevant in future work conducted to examine the heat capacity of $S = 1$ systems with a strong single-ion anisotropy.

4.3.6 Quasistatic magnetometry

The results of ac susceptibility measurements of $[\text{H}_2\text{F}_2\text{NiF}_2(3\text{-Fpy})_4\text{SbF}_6]_2$ for $T \geq 2$ K [Fig. 4.7, panels (a) and (b)] indicate that the time dependent magnetic moment evolves in-phase with an applied sinusoidal modulation field for ac frequencies $\nu_{\text{ac}} \leq 1500$ Hz. The lack of an out-of-phase component of the ac susceptibility implies that there is no evidence for spin-glass behaviour (see, for instance, Refs. [29, 161]) in this structural disordered kagome system for $T \geq 2$ K, which is in keeping with the expected weak nature of the spin-exchange interactions of this material at these temperatures. Two further observations from the ac susceptibility data corroborate the easy-plane nature of the Ni$^{2+}$ uniaxial anisotropy. Firstly, Ising-like single-ion and single-molecule magnets are expected to exhibit a slow relaxation of the magnetization (and hence a finite out-of-phase component of the ac susceptibility) as it is these systems for which the zero-field splitting acts as a thermal energy barrier to the reversal of the magnetization for temperatures $T < |D|/k_B$ [180–182]; and secondly the ac susceptibility measurements performed on other polymeric single-molecule magnets containing easy-plane Ni$^{2+}$ ions (e.g. Ref. [183]) also exhibit no evidence for an out-of-phase component of the ac susceptibility.

The linear susceptibility $\chi_{\text{mol}}$ of $[\text{H}_2\text{F}_2\text{NiF}_2(3\text{-Fpy})_4\text{SbF}_6]_2$ is extracted from quasistatic magnetometry measurements performed on a polycrystalline sample. The magnitude of $\chi_{\text{mol}}(T)$ [Fig. 4.7(c), points] is slowly varying for temperatures in the range $0.4 \leq T \leq 2$ K, while the linear susceptibility decreases continuously for $T > 2$ K. For an ensemble of $S = 1$ ions in an applied magnetic field $H_i$ ($i = x$, $y$, or $z$), the eigenvalues of Eq. 4.1 are inserted into a partition function and, using the methodology of Ref. [79], the Cartesian components of the linear susceptibility
Figure 4.7: (a) In-phase, and (b) out-of-phase ac susceptibility measurements of \([H_2F]_2[NiF_2(3-Fpy)_4]_3[SbF_6]_2\). For \(T > 2\) K, and ac modulation frequencies \(\nu_{ac} \leq 1500\) Hz, the magnetic moment exhibits no slow-relaxation for the experiments performed in quasistatic \(\mu_0 H = 0.1\) T. The small value of \(\chi'\) at 2 K is frequency independent, does not correlate with a rise in \(\chi''\) and is not repeatable in the dc measurements [panel (c)]. It is therefore considered as an experimental artefact. (c) Zero-field cooled measurement of the linear susceptibility \(\chi_{mol}\) (points) with \(\mu_0 H = 0.1\) T. Data for \(T > 1.8\) K are extracted from SQUID magnetometry measurements, whilst data for \(0.4 \leq T \leq 1.9\) K are recorded with the iQuantum™ Helium-3 insert and scaled to the results of the high-\(T\) experiments with a small multiplicative factor. The data are fitted to Eq. 4.7 across the full \(T\) range (solid line, see text). (d) \(\chi_{mol}T\) vs. \(T\) displays an approximately linear dependence for \(T \gg D/k_B\), indicating a temperature independent paramagnetic contribution to \(\chi_{mol}\).

The susceptibility measurements are determined to take the form

\[
\chi_x = \frac{2\mu_0 N_s \mu_0^2 g_x \beta}{D + E} \frac{1 - e^{-\beta(D+E)}}{1 + 2e^{-\beta D} \cosh \beta E},
\]

(4.4)

and

\[
\chi_y = \frac{2\mu_0 N_s \mu_0^2 g_y \beta}{D - E} \frac{1 - e^{-\beta(D-E)}}{1 + 2e^{-\beta D} \cosh \beta E},
\]

(4.5)

\[
\chi_z = \frac{2\mu_0 N_s \mu_0^2 g_z \beta}{E} \frac{e^{-\beta D} \sinh \beta E}{1 + 2e^{-\beta D} \cosh \beta E}.
\]

(4.6)

In the analysis of the measured \(\chi_{mol}\) data (below), the powder average molar susceptibility of \([H_2F]_2[NiF_2(3-Fpy)_4]_3[SbF_6]_2\) is approximated by the expression

\[
\chi_{mol} = \frac{1}{3} \rho (\chi_x + \chi_y + \chi_z) + (1 - \rho) \chi_{para} + \chi_0.
\]

(4.7)

Here, \(\chi_{para}\) is an \(S = 1\) paramagnetic impurity, which assumes \(g = 2\) and accounts
for a fraction \((1 - \rho)\) of the sample, while \(\chi_0\) accounts for a temperature independent paramagnetic contribution to the measurement (which is necessary to account for the positive gradient of \(\chi T\) vs. \(T\) [Fig. 4.7(d)] at the highest temperatures measured and may result from van Vleck paramagnetism e.g. Ref. [184]).

Assuming the \(g\)-factor to be isotropic \((g_{xy,z} \approx g)\), the experimental \(\chi_{\text{mol}}(T)\) data are modelled with Eq. 4.7 for temperatures in the range \(0.4 \leq T \leq 300\) K [Fig. 4.7(c), solid line]. The resultant fitted parameters are \(D/k_B = 8.05(1)\) K, \(E/k_B = 1.73(3)\) K, \(g = 2.15(1)\), \(\rho = 0.9958(1)\) [i.e. there is a 0.42(1)% paramagnetic impurity phase], and \(\chi_0 = 3.2(6) \times 10^{-9}\) m\(^3\) mol\(^{-1}\). The single-ion parameters are in broad agreement with the conclusions of the high-precision ESR measurements (above), and the model also provides a good approximation for the observed temperature dependence of the linear susceptibility. The fitted value of \(\rho > 0\) is necessary to account for a slight inflection of \(\chi_{\text{mol}}(T)\) that is recorded at the lowest temperatures measured, whilst the small value of \(\chi_0\) derives from the positive gradient of \(\chi_{\text{mol}}T\) at temperatures \(T \gg D/k_B\) [Fig. 4.7(d)]. The magnitude of \(\chi_0\) is comparable to the size of the temperature independent paramagnetic response that is observed in the results of magnetometry measurements performed on other coordination complexes designed around octahedrally coordinated \(\text{Ni}^{2+}\) ions [185].

Single-crystal magnetometry measurements of materials with a single-ion anisotropy are predicted to exhibit an inverse susceptibility that follows a linear dependence on increasing temperature for \(T \gg D/k_B\), where a linear fit to these data is expected to yield an intercept with the \(T = 0\) axis that is sensitive to both the sign and size of \(D\) [186]. The single-ion model of this section is used to determine whether a similar result may also be derived from the inverse susceptibility measurements of powdered samples. Given the expressions in Eqs. 4.4–4.6, the inverse molar susceptibility \(\chi_{\text{mol}}^{-1} = 3/(\chi_x + \chi_y + \chi_z)\) is examined in the high temperature limit by performing a series expansion for \(T \gg D/k_B\) to give

\[
\chi_{\text{mol}}^{-1} = C \left[ T + \frac{D}{k_B} \left( \frac{g_{xy}^2 + g_z^2}{2g_{xy}^2 + g_z^2} - \frac{2}{3} \right) \right].
\]  (4.8)

where \(C^{-1} = \frac{1}{g_0 \mu_0 N A N_\lambda \mu_\lambda^2 (\frac{2}{3} g_{xy}^2 + \frac{1}{3} g_z^2) S(S + 1)}\). Eq. 4.8 implies that in the high temperature limit: (i) that the gradient of \(\chi_{\text{mol}}^{-1}(T)\) is analogous to the case of measurements performed on paramagnetic ensembles of \(S = 1\) ions; (ii) the \(T = 0\) intercept is zero for all values of \(D\) if the \(g\)-factor is isotropic \((g_z = g_{xy})\); (iii) the \(T = 0\) intercept is independent of \(E\) given the assumption that \(g_x = g_y = g_{xy}\); and (iv) for the inverse susceptibility measurements of powdered \(\text{Ni}^{2+}\) materials, the second term in the square brackets is less than 1% of \(D/k_B\) for typical \(g\)-factor
anisotropies of \(|g_z - g_{xy}| / g_z \approx 0.01\). Since \(|D| / k_B \approx 10\) K for typical Ni\(^{2+}\) materials, the intercept to a linear fit of \(\chi_{\text{mol}}^{-1}(T)\) with the \(T = 0\) axis is therefore likely to be negligible and difficult to reliably extract for measurements of powdered samples.

4.4 Conclusions

A refinement of 100 K structure of \([H_2F][NiF_2(3-Fpy)_4][SbF_6]_2\) indicates that the Ni\(^{2+}\) ions of this polymeric compound are arranged into two-dimensional kagome sheets. However, there are two levels of positional disorder within the intraplane charge-assisted Ni-F···H-F···F-Ni linkages: (i) the central fluorine atoms of the intermediary HF\(_2^+\) moieties adopts one of two lattice sites; and (ii) in each of these cases the cation rotates to adopt one of three equally likely orientations. The results of DFT calculations predict that property (ii) acts to significantly weaken the spin-exchange interactions between coplanar Ni\(^{2+}\) ions relative to the case for which there is no structural disorder is present and this is corroborated by the results of powder muon spin-relaxation measurements, which imply that there is no long range magnetic order in this compound for sample temperatures greater that 19 mK. Despite the absence of strong magnetic interactions in \([H_2F][NiF_2(3-Fpy)_4][SbF_6]_2\), the intriguing structure of this compound and the strong effect that bond-disorder has on the bulk magnetic properties of this system suggests that future realizations of polymeric magnets consisting of charge-assisted hydrogen bonds will continue to play a role in the ongoing research into the interdependence of structural disorder, geometric frustration and long-range magnetic order in solid-state systems.

Powder ESR measurements of \([H_2F][NiF_2(3-Fpy)_4][SbF_6]_2\) at temperatures \(T \geq 3.3\) K, along with the results of polycrystalline pulsed-field magnetometry and heat capacity experiments performed at \(T \geq 0.4\) K, exhibit features that are largely accounted for by modelling this Ni\(^{2+}\) system as an ensemble of independent ions with a uniaxial and rhombic single-ion anisotropy (Eq. 4.1), where \(D / k_B = 8.3(4)\) K and \(E / k_B = 1.2(3)\) K. Quasistatic measurements of the linear susceptibility (for \(T \geq 0.45\) K), which are also performed on a polycrystalline sample, are furthermore consistent with the suggested magnitudes of \(D\) and \(E\). The application of an empirical model [179], which aims to determine \(D\) from the ratio of the equatorial and axial bond lengths within the Ni\(^{2+}\) octahedra, provides an estimate of the uniaxial anisotropy that is within 40% of the measured value but it is predicted to have the opposite sign. The results of this chapter therefore indicate that there is no substitute for experimental estimates of single-ion parameters.

Along with ESR measurements, pulsed-field magnetometry techniques are
likely to be a useful tool in future work conducted to estimate the strength of the
uniaxial easy-plane single-ion anisotropy of powdered $S = 1$ materials. In particular,
differential susceptibility measurements of powdered $S = 1$ systems with $E \ll D$,
which are performed with the capacitor-driven pulsed-field magnet at NHMFL (Los
Alamos), are predicted to be sensitive to a small bump in $dM/dH$ vs. $H$ for systems
with values of $D$ in approximate range $2.2 \leq D/k_B \leq 87.1$ K. The linear dependence
of the inverse susceptibility of a powdered $S = 1$ system at temperatures $T \gg D/k_B$
is, however, predicted to be largely insensitive to the sign and strength of $D$ for
Ni$^{2+}$ materials with $g$-factors that are close to being isotropic.
Chapter 5

Quantum magnetism in three isotructural polymeric systems

A neutron powder diffraction (NPD) study of \([M(HF_2)(pyz)_2]SbF_6\) (where pyz = pyrazine; \(M = Cu^{2+}, Ni^{2+}\) or \(Co^{2+}\)) reveals that each system is tetragonal and that the exchange interactions mediated by both the pyz (\(J_{pyz}\)) and HF\(^-\) (\(J_{HF}\)) ligands are antiferromagnetic. The Heisenberg spin \(S = 1/2\) Cu\(^{2+}\) system exhibits an ordered moment \(\mu = 0.6(1)\mu_B\) that is reduced from its paramagnetic (PM) value by quantum fluctuations, while the Ni\(^{2+}\) (\(S = 1\)) and Co\(^{2+}\) (\(S = 3/2\)) congeners have \(\mu\) values of 2.03(7)\(\mu_B\) and 3.02(6)\(\mu_B\) that are consistent with their respective PM moments. For the Ni\(^{2+}\) complex the size of the single-ion anisotropy \(D\) and the quantity \((2J_{HF} + 4J_{pyz})\) are estimated from a semi-classical model and the results of powder magnetization \(M(H)\) measurements, though inelastic neutron scattering is necessary to uniquely determine \(D/k_B = 13.3(3)\) K, \(J_{HF}/k_B = 10.4(3)\) K and \(J_{pyz}/k_B = 1.4(2)\) K. These parameters combine with a published [68] quantum Monte-Carlo study to show that this \(S = 1\) system lies close to a zero-temperature critical point that separates magnetic order from two quantum disordered phases. The results of NPD, powder electron spin-resonance and bulk thermodynamic measurements of the Co\(^{2+}\) material suggest: (i) this system adopts an Ising-like magnetically ordered ground state below 7.1(1) K; and (ii) its magnetic properties may be modelled with an effective spin-1/2 Hamiltonian for which \(\tilde{g}_z = 5.5(7),\) \(\tilde{g}_{xy} = 3.6(4),\) and the average Co-Co spin-exchange is \(\tilde{J}/k_B \approx 7(1)\) K. Some of the methods of this chapter, and the related publications [59, 77], may act as a guide for future work that aims to characterize similar powdered materials.
5.1 Introduction

Kosterlitz and Thouless’ studies of the uniaxial two-dimensional ($XY$) spin-vector model [17,18] along with Haldane’s investigations of integer-spin chains [19,20] are just some of the early theoretical works that helped to establish low-dimensional antiferromagnets (AFMs) as archetypal materials in which to explore the macroscopic effects of quantum magnetism. These systems are anticipated to exhibit a number of properties that cannot be explained semi-classically including quantum fluctuations (QFs), i.e. spin excitations that are thought to persist even as the temperature $T$ goes to zero [15]; and quantum critical points (QCPs), which are externally driven phase transitions that are predicted to occur at $T = 0$ K [15,16]. Given the association of QFs and QCPs with the emergence of strongly correlated electron phenomena in a wide range of AFMs, such as the development of superconductivity in certain heavy-fermion [187, 188] and hole-doped cuprate compounds [14] or the formation of Bose-Einstein condensates in several spin-gapped systems [52], one modern trend of condensed matter research is to develop synthetic electrically-insulating magnetic materials [15] in order to explore the interdependence of quantum magnetism on some of the fundamental properties of the spin-Hamiltonian including the size of the spin quantum number $S$, the spatial-dimensionality of the spin-exchange network, and the nature of the single-ion anisotropy.

One strategy for the development of new magnetic materials is to exploit the flexibility of heterocyclic synthons, such as pyrazine (pyz) or pyridine (py), along with charge-assisted H⋯F bonds to afford metal-organic frameworks in a wide range of crystalline architectures. For instance, this approach has lead to the experimental investigations of several polymeric Heisenberg $S = 1/2$ materials including $[\text{Cu}_2\text{F(HF)}(\text{HF}_2)(\text{pyz})_4](\text{SbF}_6)_2$ [76] and the square-lattice AFMs $[\text{Cu(HF}_2)(\text{pyz})_2]Z$ (e.g. $Z = \text{AsF}_6^-$, PF$_6^-$, ClO$_4^-$ or BF$_4^-$) [45]; along with multiple $S = 1$ AFMs such as the Ising-like complex $[\text{Ni(HF}_2)(\text{pyz})_2]\text{PF}_6$ [47] and the Haldane chain $[\text{Ni(HF}_2)(3-\text{Clpy})_4]\text{BF}_4$ [66, 67]. This chapter provides an experimental and theoretical investigation of a series of three related coordination complexes of the form $[M(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6$, where $M = \text{Cu}^{2+}$, $\text{Ni}^{2+}$ or $\text{Co}^{2+}$. The scope of this work is firstly to consider how some of the bulk thermodynamic and local magnetic properties of these isostructural systems evolve according the choice of $M$, and secondly to build upon previous studies of the Cu$^{2+}$ [45, 76] and Ni$^{2+}$ [47, 189] congeners.

The results of neutron powder diffraction (NPD) measurements (see below) reveal that all three of the polymeric complexes investigated in this work crystallize in the tetragonal space-group $P4/nmm$. In each material, the individual
Figure 5.1: (a) Crystal structure of \([M(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6\) \((M = \text{Cu}^{2+}, \text{Ni}^{2+} \text{or Co}^{2+})\) derived from the results of NPD (see below). In each material the spin-centres form square-lattice \([M(\text{pyz})_2]^{2+}\) plaquettes spanning the \(ab\)-plane. (b) Hydrogen-bonded \(\text{HF}_2^-\) bridges create vertical pillars along \(c\), while charge balancing \(\text{SbF}_6^-\) anions (orange shading) occupy interstitial lattice sites. The blue shading and dashed lines in panels (a) and (b) depicts the chemical unit cell \((P4/nmm; \text{cell choice } 2 [190])\). (c) The metal ions reside in tetragonally distorted \(\text{MN}_4\text{F}_2\) octahedra. An unpaired \(M^{2+}\) electron in a \(d_{x^2−y^2}\) (blue) or \(d_{z^2}\) (pink) suborbital leads to a delocalization of spin-density over the equatorial pyz or axial \(\text{HF}_2^-\) ligands respectively.

Spin-centres are arranged into square-lattice \([M(\text{pyz})_2]^{2+}\) plaquettes [Fig. 5.1(a)], wherein the pyz molecules mediate an intraplane spin-exchange interaction \(J_{\text{pyz}}\) (blue arrow), while separate layers of this type are linked via linear bifluoride \((\text{HF}_2^-)\) ions [Fig. 5.1(b)] that give rise to an interlayer exchange \(J_{\text{fhf}}\) (pink arrow). Non-coordinated hexafluoroantimonate \((\text{SbF}_6^-)\) counterions, meanwhile, act to provide an overall charge neutrality and occupy interstitial lattice sites. The structural unit cell (dashed lines) contains two coplanar metal ions, each of which resides within a tetragonally distorted \(\text{MN}_4\text{F}_2\) octahedra [Fig. 5.1(c)] and the uniaxial crystalline electric field \((\text{CEF})\) around each moment results in a single-ion anisotropy \(D\) of the individual \(\text{Ni}^{2+}\) \((S = 1)\) and \(\text{Co}^{2+}\) \((S = 3/2)\) moments (e.g. Ref [36]).

The results [76] of x-ray diffraction measurements of \([\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6\) at \(T \geq 90\ \text{K}\) indicate that each \(\text{CuN}_4\text{F}_2\) octahedra exhibits an axial (Jahn-Teller) elongation, which acts to constrain the spatial distribution of the unpaired electron in the \(\text{Cu}^{2+}\) \(d_{x^2−y^2}\) orbital (and hence a large proportion of the spin-density) to lie within individual \([\text{Cu}(\text{pyz})_2]^{2+}\) layers. This leads to \(J_{\text{pyz}} \gg J_{\text{fhf}}\) such that the system approximates to a quasi-two-dimensional \((\text{Q2D})\) \(S = 1/2\) square-lattice AFM [45, 76]. While strong QFs are expected to prevent ideal quadratic \((\text{two-dimensional square-lattice})\) Hesienberg \(S = 1/2\) systems from developing magnetic
long-range order (LRO) for $T > 0$ [13], both muon spin-rotation ($\mu^{+}$SR) and heat capacity $C_p$ measurements of $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ imply that this system adopts LRO below a critical temperature $T_c = 4.3$ K [76]. Non-Heisenberg intraplane exchange interactions are one perturbation to the Heisenberg $S = 1/2$ square-lattice model that are predicted to lead to a finite $T_c$ in real compounds [35,46,64], and a single-crystal magnetometry study is used in this work to examine the nature of $J_{pyz}$ in $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$. Quantum-Monte-Carlo (QMC) simulations of Heisenberg $S = 1/2$ square-lattice AFMs suggest that finite interlayer interactions may also give rise to LRO at $T > 0$ [53] and, in this model, the measured $k_B T_c / J_{pyz} = 0.32$ ratio for $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ implies that $|J_{\text{fhf}}|/J_{pyz} \approx 9 \times 10^{-3}$ [45]. However, little is known about the sign of $J_{\text{fhf}}$ and one of aims of this chapter is determine this from the results of NPD measurements.

An additional interest in Q2D Heisenberg $S = 1/2$ AFMs derives from the results of linear spin-wave theory calculations [13,98] and renormalization group analysis of the non-linear sigma model [97], which together imply that each square-lattice plane extracted from these systems lies within the renormalized classical regime at $T = 0$; that is, the material adopts antiferromagnetic LRO at zero-temperature but the size of the ordered moment is anticipated to be reduced by a factor of approximately 0.6 from its paramagnetic value due to QFs [13, 98]. The magnitude of the ordered $\text{Cu}^{2+}$ moment in $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ is determined from the results of NPD at 1.5 K in this chapter to further examine the extent to which this AFM maps onto the predictions for the Heisenberg $S = 1/2$ model.

Contrastingly, $[\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ is a quasi-one-dimensional (Q1D) $S = 1$ AFM that adopts LRO at temperatures below $T_c = 12.2$ K [47]. The published [47] results of ligand field-theory (LFT) calculations imply that the individual $S = 1$ moments exhibit an intrinsic easy-plane single-ion anisotropy $D/k_B \approx 11.2$ K, while density-functional theory (DFT) simulations [47] suggest that the two unpaired electrons in each of the Ni$^{2+}$ $d_{z^2}$ and $d_{x^2-y^2}$ suborbitals gives rise to a delocalization of spin-density over both the pyz and HF$^\text{-}$ ligand types resulting in a spatial-exchange anisotropy of the order $J_{\text{fhf}}/J_{pyz} \approx 5$. One estimate of $J_{\text{fhf}}/k_B \approx 11.3$ K is obtained by fitting the measured powder linear susceptibility to a Heisenberg $S = 1$ spin-chain model [191], however extracting precise experimental estimates of the magnetochemical parameters $D$, $J_{\text{fhf}}$ and $J_{\text{fhf}}$ has thus far proven difficult for this compound owing to the limitation of powdered samples.

Part of this chapter is dedicated to characterizing the sign and size of the single-ion anisotropy and spin-exchange interactions of $[\text{Ni(HF}_2\text{(pyz)}_2]\text{SbF}_6$. The methods used to extract $D$ from thermodynamic measurements of the weakly-
coupled polymeric Ni$^{2+}$ complex in Chapter 4 are not likely to be applicable to this work owing to the comparable sizes of $J_{\text{HF}}$ and $D$ in [Ni(HF)$_2$(pyz)$_2$SbF$_6$]. Furthermore, the ratio $J_{\text{HF}}/D \approx 1$ for compound of the present study makes fitting the linear powder susceptibility to a one-dimensional easy-plane $S = 1$ AFM model [192] an unreliable means to extract independent estimates of $D$ and $J_{\text{HF}}$ since these parameters become coupled during the fitting procedure [77]. In this chapter, the sign of $D$, $J_{\text{HF}}$ and $J_{\text{pyz}}$ are first uniquely determined from NPD experiments and, while a semi-classical model interpretation of the results of pulsed-field powder magnetization $M(H)$ measurements is used to estimate $D$ and the average quantity $(2J_{\text{HF}} + 4J_{\text{pyz}})$, an inelastic neutron scattering (INS) study of a powdered sample is found to be necessary in order to unambiguously determine unique values for the three magnetochemical parameters.

The results [68] of QMC simulations for Q1D $S = 1$ AFMs predict that isolated chains of spins with $D > 0$ exhibit a Haldane ground-state that yields to a quantum paramagnet (QP) phase once the ratio of the single-ion anisotropy to the intrachain spin-exchange exceeds $\approx 0.97$ (e.g. Fig. 1.11). The overall effect of introducing finite interchain spin-exchange interactions in these systems, meanwhile, is to stabilize antiferromagnetic LRO. The expectation that $D/J_{\text{HF}} \approx 1$ and $J_{\text{pyz}}/J_{\text{HF}} < 1$ for [Ni(HF)$_2$(pyz)$_2$SbF$_6$] is intriguing as these ratios imply that this particular AFM is an example of a real system that lies in close proximity to the QCP that separates LRO from the two distinct quantum disordered phases and one further aim of this chapter is to use the results of NPD measurements to determine a precise magnetic ground state for [Ni(HF)$_2$(pyz)$_2$SbF$_6$] and, along with the refined estimates of $D/J_{\text{HF}}$ and $J_{\text{pyz}}/J_{\text{HF}}$, to position this material on the theoretical phase diagram for Q1D $S = 1$ AFMs.

Prior to this project, the magnetic properties of [Co(HF)$_2$(pyz)$_2$SbF$_6$] were unpublished. In general, complexes comprised of octahedrally coordinated Co$^{2+}$ ions are anticipated to exhibit a strong spin-orbit coupling interaction [34] and, consequently, the magnetic properties of these materials are oftentimes accounted for with an effective spin-1/2 Hamiltonian for $T < 30$ K [193]. This can be seen, for instance, in the polymeric materials [Co(pyO)$_6$]$_2X_2$ (pyO = pyidine-N-oxide; $X = \text{ClO}_4^-$, BF$_4^-$, NO$_3^-$ or I$^-$) [194–196] and Co(pyz)$_2X_2$ ($X = \text{Cl}^-$ or Br$^-$) [193] for which the CEF and spin-orbit interactions combine to give rise to a bistable Kramers doublet ground spin-state within each Co$^{2+}$ ion. In this work, the results of a NPD and powder $C_p$ experiments of [Co(HF)$_2$(pyz)$_2$SbF$_6$] combine to show that this AFM adopts LRO for $T \leq 7.1(1)$ K wherein the high-spin ($S = 3/2$) Co$^{2+}$ ions have an Ising character. Finally, an effective spin-half model is employed to
model the results of powder electron spin-resonance (ESR) and $M(H)$ measurements in order to estimate the anisotropic $g$-tensor components and the strength of the average spin-exchange interactions along the pyz and HF$_2$ ligands.

5.2 Experimental Details

5.2.1 Neutron scattering

(a) Wish diffractometer measurements: Time-of-flight NPD data are obtained from finely-ground partially-deuterated samples of $[M(\text{HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6$ ($M = \text{Cu}^{2+}, \text{Ni}^{2+}$ or $\text{Co}^{2+}$) using the Wish diffractometer at the ISIS Neutron and Muon Source, part of the Rutherford Appleton Laboratory (RAL), UK [136]. Here [and in part (b)], pyz ($\text{C}_4\text{H}_4\text{N}_2$) is replaced with pyz-$d_4$ ($\text{C}_4\text{D}_4\text{N}_2$) to reduce the overall incoherent scattering cross section of the materials and thereby increase the overall signal-to-background ratio of Bragg reflections observed in an experiment. The measurements of the Cu$^{2+}$ and Co$^{2+}$ congeners are conducted by L. Chapon and P. Manuel (both ISIS, RAL, UK), while the measurements of the Ni$^{2+}$ compound are performed by P. Manuel (ISIS, RAL, UK) and R. D. Johnson (University of Oxford, UK). The experiments use $\approx 1$ g of the Cu$^{2+}$ and Co$^{2+}$ materials and 1.8 g of the Ni$^{2+}$ compound, which are loaded into separate V cans in an inert He environment. NPD patterns are collected at 1.5 and 5 K for $[\text{Cu(HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6$, 4 and 10 K for $[\text{Co(HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6$, and at eleven individual setpoints in the range $1.5 \leq T \leq 20$ K for $[\text{Ni(HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6$; i.e., above and below the respective $T_c$ values. The low-$T$ Rietveld refinement of the chemical and magnetic structures of each compound is performed by R. D. Johnson (Oxford, UK) and implemented in FULLPROF [197]. The full interpretation of the results of these NPD studies forms part of this work.

(b) DCS measurements: Time-of-flight inelastic neutron scattering measurements are carried out on a powdered sample of $[\text{Ni(HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6$ using the Disc Chopper Spectrometer (DCS) at the National Institute of Standards and Technology (NIST), Gaitersburg, USA. These experiments form part of this project and are performed in collaboration with J. L. Manson (Eastern Washington University, USA), C. M. Brown (NIST, Gaitersburg, USA), and M. B. Stone (Oak Ridge National Laboratory, USA). The measurements use 1.8 g of powdered material, which is loaded into a cylindrical Al can in a $^4$He atmosphere. The sample holder is sealed with In wire and foil, masked with Cd, and lowered into a He-cryostat. With a 3.7 Å monochromatic neutron beam incident on the sample, histograms of
the scattered neutron intensity are recorded at 1.6, 10 and 20 K as a function of
the energy and momentum transferred to the sample. The data reduction is per-
formed in mSlice, part of the Data Analysis and Visualization Environment
package [198]. A background count rate of 27 counts per detector per hour is sub-
tracted from histograms plotted (below) at constant $T$, while this correction factor
is not applied to data presented as a difference between two measurements. The
spin-wave analysis in Section 3.2 is performed by M. B. Stone (Oak Ridge, USA)
using the numerical powder average spin-wave simulation package spinw [199] in
MATLAB [140].

5.2.2 Quasistatic and pulsed-field magnetometry

(a) SQUID Magnetometry: A 17.9 mg single-crystal sample of the Cu$^{2+}$ com-
plex is secured inside a gelatin capsule with cotton wool and a Quantum Design™
(QD) Magnetic Property Measurement System (MPMS) is used to follow the mag-
netic moment $M$ as a function of: (i) a quasistatic applied magnetic field $\mu_0 H \leq 7$ T
at 2 K, and (ii) temperatures $T \geq 1.8$ K with $\mu_0 H = 0.05$ or 0.1 T. The linear mo-
lar susceptibility $\chi_{\text{mol}}$ is derived from the results of experiment (ii) via the relation
$\chi_{\text{mol}} = M/(nH)$ where $n$ is number of moles of the sample. Both measurements (i)
and (ii) consider various orientations of $H$ with respect to the plane of the single-
crystal sample (see Section 5.3.1). Experiments at the University of Warwick (UK)
are also performed to monitor $\chi_{\text{mol}}(T)$ for three separate samples of the Ni$^{2+}$ con-
gener (one fully-hydrogenated and two partially-deuterated) using $\mu_0 H = 0.1$ T.

(b) VSM Magnetometry: An Oxford Instruments™ vibrating sample magneto-
trometer (VSM) is used in this project to monitor the magnetic moment $M$ of a
powdered [Co(HF$_2$)(pyz)$_2$]SbF$_6$ sample. The material is pressed into a pellet, at-
tached to a polyether ether ketone rod with vacuum grease and further secured with
polytetrafluoroethylene tape, before $M$ is followed for $\mu_0 H \leq 12$ T at quasistatic
temperatures in the range $1.4 \leq T \leq 8$ K. A separate experiment of this work is
performed by A. J. Steele in collaboration with S. J. Blundell (both University of
Oxford, UK) to follow the temperature dependence of the $M$ for $4 \leq T \leq 305$ K
with $\mu_0 = 0.1$ T. The analysis of the results of both VSM experiments forms part
of the work preformed in this chapter.

(c) Pulsed-field magnetometry: Compensated coil extraction magnetometer
measurements are performed on polycrystalline samples of [Ni(HF$_2$)(pyz)$_2$]SbF$_6$
and [Co(HF$_2$)(pyz)$_2$]SbF$_6$ using the capacitor-driven short pulse magnet at the Na-
tional High Magnetic Field Laboratory (NHMFL), Los Alamos, USA. J. Singleton (NHMFL) performed the measurements on both compounds, while S. Chikara, H. Lu and V. Zapf collaborated on the magnetometry investigation of the Ni$^{2+}$ material. The results of a published [76] pulsed-field powder magnetometry investigation of [Cu(HF$_2$)$_2$(pyz)$_2$]SbF$_6$ are also reanalyzed in this work. For this system, an $M(H)$ trace obtained at 0.5 K is interpolated to an interval of $\mu_0\Delta H = 0.05$ T, smoothed with a 10 point adjacent averaging window, differentiated with respect to $H$, and then smoothed once more (as above) to examine the $H$ dependence of the differential susceptibility of $dM/dH$. An error of $\pm 0.5$ T is attributed to the $\mu_0H$ positions of features derived from the $dM/dH$ curve owing to the data processing method applied here.

### 5.2.3 Heat capacity

Zero-field heat capacity $C_p$ measurements of [Ni(HF$_2$)$_2$(pyz)$_2$]SbF$_6$ for $T \leq 300$ K are collected in this work using a QD Physical Property Measurement System and a 1.91(5) mg powdered sample, which is pressed into a pellet. Experiments are repeated in quasistatic $\mu_0H \leq 9$ T to examine $C_p$ at temperatures close to $T_c$. Additional $C_p$ measurements of [Co(HF$_2$)$_2$(pyz)$_2$]SbF$_6$ are recorded by P. J. Baker (ISIS, RAL, UK). These experiments, which are analyzed as part of this work, utilize a 4.4(1) mg polycrystalline sample and monitor $C_p$ in zero-field for $2 \leq T \leq 200$ K, while $C_p$ is monitored at low temperatures (close to $T_c$) in quasistatic $\mu_0H \leq 12$ T.

### 5.2.4 Electron spin-resonance

High-frequency powder ESR measurements of [Co(HF$_2$)$_2$(pyz)$_2$]SbF$_6$ are collected and analysed by J. Liu, D. Kaminski and A. Ardavan (University of Oxford, UK) using the homodyne transmission spectrometer at NHMFL, Tallahassee (USA) [200]. A phase-locked oscillator along with a series of frequency $\nu$ multiplies and amplifiers provides a quasicontinuous $\nu$ coverage for $222.4 \leq \nu \leq 609.6$ GHz. A finely ground sample placed in a Teflon™ container and the differential microwave transmission intensity is recorded as a function of $\mu_0H \leq 14$ T with a cold bolometer detector. Quasistatic sample temperatures $T \geq 5$ K are maintained with a $^4$He flow cryostat.

### 5.2.5 Sample preparation

The fully-hydrogenated and partially-deuterated samples are prepared by J. L. Manson, S. G. Schwalbe, P. M. Spurgeon, H. E. Tran, P. K. Peterson, J. F. Corbey, and...
J. A. Villa at Eastern Washington University (USA). Full details of the synthesis procedures may be found in Refs. [47, 59, 76].

5.2.6 Simulations

The powder-average magnetization of [Ni(HF$_2$)(pyz)$_2$]SbF$_6$ is calculated in MATLAB using the semi-classical Monte-Carlo methodology detailed in Section 2.7. The simulation uses the published $g$-factor [47], and the values of $D/k_B = 13.3$ K, $J_{fhf}/k_B = 10.3$ K and $J_{pyz}/k_B = 1.43$ K derived from the results of INS measurements performed on a powdered sample (see below, Ref. [77]).

5.3 Results and discussion

5.3.1 [Cu(HF$_2$)(pyz)$_2$]SbF$_6$

(a) Neutron powder diffraction: The results of time-of-flight NPD measurements of [Cu(HF$_2$)(pyz-d$_4$)$_2$]SbF$_6$ at 1.5 K [Fig. 5.2(a)] reveal a series of Bragg peaks that occur via the coherent diffraction of neutrons from the sample. The reflections originating from nuclear scattering are removed from these data by subtracting a representative paramagnetic NPD pattern obtained at 5 K and the difference plot [Fig. 5.2(a), inset] exhibits two small maxima. These peaks are attributed to neutrons that scatter from planes of antiferromagnetically ordered Cu$^{2+}$ moments, firstly since the scattering intensity is noted to be weaker at smaller plane spacings $d$, which is consistent with the expected nature of the magnetic form factor (e.g. Ref. [133]); and secondly because the two features are centred on $d$ values that do not correspond to those measured for the nuclear Bragg reflections.

The chemical unit cell of [Cu(HF$_2$)(pyz-d$_4$)$_2$]SbF$_6$ at 1.5 K is determined by starting from a Rietveld refinement of the high-$T$ published [76] crystal structure of the fully hydrogenated congener [Cu(HF$_2$)(pyz)$_2$]SbF$_6$ [59]. During this analysis each pyz H atom is replaced with deuterium, the isotropic thermal parameters for H atoms are constrained to a constant while those for the independent F atoms are coupled to each other. [Cu(HF$_2$)(pyz-d$_4$)$_2$]SbF$_6$ is found to be isostructural to the fully hydrogenated complex and the lattice parameters of the deuterated sample (Table 5.1) are furthermore measured to be smaller but within $\approx 0.8\%$ of those measured [76] for [Cu(HF$_2$)(pyz)$_2$]SbF$_6$ at 90 K. Collectively, these observations indicate that the magnetic properties of the two polymeric complexes are likely to be comparable. The point group at each Cu$^{2+}$ lattice site is $4m2$; i.e., the two axial fluorine atoms of the CuN$_4$F$_2$ octahedra are equidistant from the spin centre,
Figure 5.2: (a) Time-of-flight NPD pattern for \([\text{Cu(HF}_2\text{)(pyz-d}_4\text{)}_2]\text{SbF}_6\) at 1.5 K (points), collected with detector Bank 2 of the Wish diffractometer. The reflected neutron intensity is plotted in arbitrary units (a.u.) as a function of the plane spacing \(d\) of scatterers (nuclei/moments) in the crystal. The solid line is the result of a Rietveld refinement of the nuclear scattering, the ticks are nuclear reflections indexed in the \(P4/nmm\) space group, and the blue line is the difference between the model and measured data. The asterisks indicate peaks derived from a small, as yet unidentified, impurity phase. *Inset:* Difference plot of the scattering intensity between measurements recorded at 1.5 K and 5 K (plotted on the same intensity scale as the main panel). The solid line is the refined magnetic scattering model and the ticks mark reflections indexed with the propagation vector \(\mathbf{k} = (0, 0, 1/2)\) (r.l.u.). (b) At 1.5 K the ordered \(\text{Cu}^{2+}\) moments \(\mu\) (red arrows) may be: (i) parallel (\(|\rangle\)); or (ii) perpendicular (\(\perp\)) to the \(c\)-axis. The \(\text{Ni}^{2+}\) and \(\text{Co}^{2+}\) congeners adopt the spin states depicted in panels (ii) and (i) respectively (see below).

The four equatorial \(\text{Cu-N}\) bond lengths are all equal, and each of the \(\text{N-Cu-F}\) bond angles are 90°. The ratio of the \(\text{Cu-F}\) to \(\text{Cu-N}\) bond lengths is measured to be 1.08 at 1.5 K, which confirms that the Jahn-Teller axis of this Q2D square-lattice AFM is perpendicular to the \([\text{Cu(pyz)}_2]^{2+}\) sheets for \(T < T_c\).

The magnetic Bragg reflections of \([\text{Cu(HF}_2\text{)(pyz-d}_4\text{)}_2]\text{SbF}_6\) observed at 1.5 K are indexed by the commensurate propagation vector \(\mathbf{k} = (0, 0, 1/2)\), written here in reciprocal lattice units (r.l.u.). This implies that magnetic supercell is twice the height of chemical cell, which in turn supports the conclusion that the \(\text{HF}_2^-\) ligands give rise to an antiferromagnetic spin-exchange interaction. Symmetry analysis of the 1.5 K structure and \(\mathbf{k}\)-vector suggests that there are four possible ground-spin states for this system. The \(\text{Cu}^{2+}\) moments must be collinear and antiparallel with respect to their nearest neighbours along the bifluoride bridges, but \(J_{\text{pyz}}\) may be ferromagnetic or antiferromagnetic and in each case the spins may be parallel or
Table 5.1: Refinement details for the NPD measurements of \([M(HF_2)(pyz-d_4)_2]SbF_6\) \((M = \text{Cu}^{2+}, \text{Ni}^{2+} \text{or} \text{Co}^{2+})\), where \(T\) is the temperature of the experiment; \(a, b\) and \(c\) are the lattice vectors; \(V\) is the unit cell volume; \(Z\) is the number of chemical formulae per structural unit cell; \(k\) is the magnetic propagation vector in reciprocal lattice units (r.l.u.); and \(\mu\) is the ordered moment in Bohr magnetons. The Wish diffractometer detector Banks 2 and 9 have the same \(\langle 2\theta \rangle = 58.330^\circ\) average in-plane scattering angles, while Bank 5 is positioned at \(\langle 2\theta \rangle = 152.827^\circ\).

The goodness-of fit parameter \(R_{\text{Bragg}} = \frac{\sum |I_{\text{obs}} - I_{\text{calc}}|}{\sum |I_{\text{obs}}|}\), where \(I_{\text{obs}}\) and \(I_{\text{calc}}\) are the observed and calculated intensities, respectively, and the sums run over all measurements; while \(R_{\text{mag}}\) is analogously defined but is only applied to the magnetic scattering.

<table>
<thead>
<tr>
<th>Parameter (units)</th>
<th>Fitted values (errors)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M) () ()</td>
<td>() () ()</td>
</tr>
<tr>
<td>Chemical formula</td>
<td>() () ()</td>
</tr>
<tr>
<td>(T) (K)</td>
<td>1.5 () 1.5 () 4</td>
</tr>
<tr>
<td>Space group</td>
<td>(P4/\text{nmm}) () (P4/\text{nmm}) () (P4/\text{nmm})</td>
</tr>
<tr>
<td>(a, b) (Å)</td>
<td>9.6749(1) () 9.8933(1) () 10.0225(8)</td>
</tr>
<tr>
<td>(c) (Å)</td>
<td>6.7981(3) () 6.4318(2) () 6.4287(5)</td>
</tr>
<tr>
<td>(V) (Å(^3))</td>
<td>636.33(3) () 629.53(2) () 645.76(9)</td>
</tr>
<tr>
<td>(Z)</td>
<td>2 () 2 () 2</td>
</tr>
<tr>
<td>(k) (r.l.u.)</td>
<td>(0, 0, 1/2) () (0, 0, 1/2) () (0, 0, 1/2)</td>
</tr>
<tr>
<td>(\mu) ((\mu_b))</td>
<td>0.6(1) () 2.03(7) () 3.02(6)</td>
</tr>
<tr>
<td>Detector</td>
<td>Bank 2 () Banks 2 &amp; 9 () Banks 2/5</td>
</tr>
<tr>
<td>(R_{\text{Bragg}})</td>
<td>0.0256 () 0.0362 () 0.0402/0.0764</td>
</tr>
<tr>
<td>(R_{\text{mag}})</td>
<td>0.1700 () 0.0589 () 0.050/0.134</td>
</tr>
</tbody>
</table>

perpendicular to the \(c\)-axis. The positions of the magnetic Bragg reflections of \([\text{Cu(HF}_2)(\text{pyz-d}_4)_2]SbF_6\) (and, in fact, the results of magnetometry experiments, see below or Ref. \[45,76\]), are incompatible with a model in which \(J_{\text{pyz}}\) is ferromagnetic. This leaves two potential antiferromagnetic ground states [Fig. 5.2(b), panels (i) and (ii)]. In general, the structure factors of models (i) and (ii) give rise to simulated NPD patterns for which the magnetic Bragg peaks occur at the same \(d\)-spacings but with different relative intensities. However, this property cannot be used to assign a unique ground-state to \([\text{Cu(HF}_2)(\text{pyz-d}_4)_2]SbF_6\) owing to the weak amplitude of the observed reflections in Fig. 5.2(a) (inset). Using models (i) and (ii) in turn, the chemical structure and the size of the ordered \(\text{Cu}^{2+}\) moment \(\mu_{\text{Cu}}\) are simultaneously refined against the absolute intensities of the 1.5 K NPD data. For each model, \(\mu_{\text{Cu}}\) is consistent with a value of 0.6(1)\(\mu_b\) per ion, which is much smaller than the paramagnetic value \(g\mu_bS = 1.07(1)\mu_b\) that is implied from the size of powder-average \(g\)-factor extracted from ESR [45] and magnetometry measurements [76].
The results of a previous [76] $\mu^+\text{SR}$ investigation of $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ highlight the significance of the small value of $\mu_\text{Cu}$ measured at 1.5 K. For experiments performed on magnetically ordered systems $\mu^+\text{SR}$ follows the spin-polarization of a population of muons implanted into a sample, which undergoes a coherent precession at a frequency $\nu$ that is proportional to the local internal magnetic flux generated by the ordered moments in the crystal (see, for instance, Ref. [99]). For zero-field $\mu^+\text{SR}$ experiments performed on a polycrystalline sample of $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ at constant $T < T_c$, individual measurements of $\nu$ are fitted to a temperature dependence of the form $[1 - (T/T_c)^\alpha]^\beta$, where $\alpha = 2.8(1)$ and $\beta = 0.34(1)$ [76]. This expression implies that $\nu$ has reached $\approx 98\%$ of its $T = 0$ limiting value at 1.5 K and, consequently, the measurement of $\mu_\text{Cu} = 0.6(1)\mu_b$ at 1.5 K is also likely to be close to its zero-temperature value. It is therefore concluded that the ordered Cu$^{2+}$ moment is reduced by quantum (as oppose to thermal) fluctuations that persist in the magnetically ordered phase.

The reduced ordered moment of $[\text{Cu(HF}_2\text{)(pyz-d}_4\text{)}_2]\text{SbF}_6$ is comparable with the results of single-crystal neutron diffraction measurements performed on the related Q2D $S = 1/2$ polymeric AFMs $\text{CuF}_2(\text{H}_2\text{O})_2(\text{pyz} \text{)}$ and $\text{Cu(pyz)}_2(\text{ClO}_4)_2$, for which the respective $\mu_\text{Cu}$ values are $0.60(3)\mu_b$ [201] and $0.47(5)\mu_b$ [101]. In the present study, the measured value of $\mu_\text{Cu}$ is furthermore in good agreement with the results of linear spin-wave perturbation theory calculations for ideal square-lattice Heisenberg $S = 1/2$ AFMs, which predict that ordered moment is reduced by a factor 0.61 with respect to the paramagnetic moment [13]. In this model, spin-flip type excitations at $T = 0$ are anticipated to propagate across the square-lattice planes and interact with the ground-state so as to generate further excitations, and it is by summing over the creation, propagation and annihilation of all possible fluctuations of this type that leads to the overall reduction in the time-averaged moment size.

(b) Quasistatic and pulsed-field magnetometry: Linear susceptibility $\chi_{\text{mol}}$ measurements are performed on a single-crystal sample of $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ with a quasistatic magnetic field $\mu_0 H = 0.1$ T [Fig. 5.3(a)] that is applied parallel (circles) or perpendicular (triangles) to the $z$-axis, defined here as the direction perpendicular to the plane of the sample. For $T > J_{\text{pyz}}/k_B$ the predominant thermal excitations of $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ are expected to be quasi-independent spin-flips and this gives rise to the measured Curie-Weiss behaviour at these temperatures. Each $\chi_{\text{mol}}(T)$ trace furthermore exhibits a broad maximum at $T = 12(2)$ K and a local minimum at a temperature that is consistent with the published $T_c$ value [45,76]. The broad maximum in $\chi_{\text{mol}}$ occurs at $T \approx J_{\text{pyz}}/k_B$ and is attributed to the forma-
Figure 5.3: Linear susceptibility $\chi_{\text{mol}}$ of $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ for a magnetic field (a) $\mu_0 H = 0.1$ T; and (b) $\mu_0 H = 0.05$ T, which is applied parallel ($\parallel$) or perpendicular ($\perp$) the $z$-axis [see panel (a) inset]. The data for $T \geq 8$ K are fitted to a Heisenberg $S = 1/2$ square-lattice (2D) AFM model (solid lines, see text). (c) In this work, the single-crystal magnetization (normalized to the $g$-factor) $M/g_i$ scales linearly with $g_i\mu_0 H$ ($i = xy$ or $z$). (d) The differential susceptibility $dM/dH$ vs. $H$ at 0.5 K, derived from the published [76] results of a pulsed-field powder magnetometry study, exhibits an anisotropic saturation field (arrows, see text).

Figure 5.3: Linear susceptibility $\chi_{\text{mol}}$ of $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ for a magnetic field (a) $\mu_0 H = 0.1$ T; and (b) $\mu_0 H = 0.05$ T, which is applied parallel ($\parallel$) or perpendicular ($\perp$) the $z$-axis [see panel (a) inset]. The data for $T \geq 8$ K are fitted to a Heisenberg $S = 1/2$ square-lattice (2D) AFM model (solid lines, see text). (c) In this work, the single-crystal magnetization (normalized to the $g$-factor) $M/g_i$ scales linearly with $g_i\mu_0 H$ ($i = xy$ or $z$). (d) The differential susceptibility $dM/dH$ vs. $H$ at 0.5 K, derived from the published [76] results of a pulsed-field powder magnetometry study, exhibits an anisotropic saturation field (arrows, see text).

The orientation of antiferromagnetic clusters within individual Cu-pyz layers, wherein the orientations of neighbouring Cu$^{2+}$ moments are instantaneously colinear and antiparallel. As $T$ is reduced further the size of these clusters (i.e. the intraplane spin-correlation length $\xi$) increases and, given that the ordered moment $\mu_{\text{Cu}} = 0.6\mu_B$ [see part (a)], renormalization group analysis of the nonlinear sigma model (Eq. 1.22) [97] predicts that $\xi$ is $\approx 10$ times the square-lattice constant at $T = T_c$.

A model spin-Hamiltonian for $[\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ takes the form

$$\hat{H} = \sum_{(i,j)} J_{ij} \left[ \hat{S}_i^x \hat{S}_j^x + \hat{S}_i^y \hat{S}_j^y + (1 - \Delta_{ij}) \hat{S}_i^z \hat{S}_j^z \right] + \mu_0 \mu_B \sum_i H^T g_i S_i.$$  \hspace{1cm} (5.1)

Here $S_i = (\hat{S}_i^x, \hat{S}_i^y, \hat{S}_i^z)^T$ is a column vector of $S = 1/2$ operators; the indices label each spin; the sum runs over unique pairs of neighbouring spins; $J_{ij} = J_{\text{pyz}/\text{HF}}$ for moments linked via pyz/HF$_2$, while finite $\Delta_{ij} = \Delta_{\text{pyz}/\text{HF}}$ values allows for non-Heisenberg intraplane/interplane exchange interactions; $H$ is an applied magnetic field; and finally $g = \text{diag}(g_{xy}, g_{xy}, g_z)$ is the anisotropic $g$-tensor.

For $T \geq 8$ K the measured $\chi_{\text{mol}}$ curves of Fig. 5.3(a) are fitted to a square-lattice Heisenberg $S = 1/2$ model [61, 202] that utilizes the spin-Hamiltonian of
Eq. 5.1 with $J_{\text{hf}}$ and $\Delta_{\text{pyz/fhf}}$ fixed to zero. Additionally, a small constant diamagnetic contribution to the linear susceptibility measurement is included in the fitting function ($\chi_0 = -3.2 \times 10^{-9}$ m$^3$ mol$^{-1}$), which accounts for a small $T$ independent contribution to the measurement from the sample holder and the molecular components of the sample (e.g. Ref [78]). The fitted curves [Fig. 5.3(a), solid lines] provide a good representation of the measured data, where the separate amplitudes of the two $\chi_{\text{mol}}$ measurements are accounted for with $g_z = 2.28(3)$ and $g_{xy} = 2.06(2)$. The quantity $\left[\frac{1}{8}(g_z^2 + 2g_{xy}^2)\right]^{1/2} = 2.14(3)$ is consistent with previous ESR and magnetometry measurements of powder average $g$-factor [45, 76], while the anisotropic $g$-tensor also points to a finite spin-orbit coupling interaction in this material. In the present study, the fitted intraplane spin-exchange constants of the two $\chi_{\text{mol}}$ traces suggest $J_{\text{pyz}}/k_B = 13.3(1)$ K, which is in agreement with the published value of 13.3 K [45, 76]. When the in-plane $H$ is rotated by approximately 45° about $z$ with respect to the direction of the applied field for the measurements shown in panel (a), the fitted values of $g_{xy}$ and $J_{\text{pyz}}$ are found to be unchanged within the reported errors after accounting for a small difference in the $T$ independent contribution to these measurements.

Pyz molecules have been observed to facilitate anisotropic intraplane spin-exchange interactions in several tetragonal and monoclinic Q2D $S = 1/2$ polymeric systems based upon on $[\text{Cu(pyz)}_2]^ {2+}$ plaquettes [35, 46]. This interaction, which is a consequence of spin-orbit coupling, results in typical values of $\Delta_{\text{pyz}} < 7 \times 10^{-3}$ [35, 46] and provides a net energy gain for the Cu$^{2+}$ moments to be orientated within the pyz layers at $T \leq T_c$. In this model, $\chi_{\text{mol}}$ is expected to decrease on cooling for $T \leq T_c$ when $H$ is applied within the $[\text{Cu(pyz)}_2]^ {2+}$ sheets, while a local minimum in the linear susceptibility at $T \approx T_c$ arises if $H$ is applied perpendicular to this direction [35]. For $[\text{Cu(HF}_2)(\text{pyz})_2]\text{SbF}_6$, $\chi_{\text{mol}}(T)$ exhibits a minimum at $T \approx T_c$ when the applied field $\mu_0H = 0.1$ T is aligned parallel or perpendicular to the plane of the sample. Linear susceptibility measurements are repeated with $\mu_0H = 50$ mT [Fig. 5.3(b)] and, while these experiments are likely to have a larger $y$-axis error compared to the results of panel (a) owing to the small absolute moment of the antiferromagnetic sample for $T \approx T_c$, a local minimum in $\chi_{\text{mol}}(T)$ is clearly reproducible for both orientations $H$. The $\chi_{\text{mol}}(T)$ traces of panels (a) and (b) both imply that the Cu$^{2+}$ moments are orientated perpendicular to $H$ at $T < T_c$, which most likely occurs such that each spin may cant slightly towards $H$ so as to lower the total Zeeman energy of the sample. For this to be the case the last term in Eq. 5.1, which cannot exceed the energy scale of $g_z\mu_0\mu_BHS$ per spin, must be greater than the expectation value of $J_{\text{pyz}}\Delta_{\text{pyz}}(S^2) \approx J_{\text{pyz}}\Delta_{\text{pyz}}S(S + 1)$ when $\mu_0H > 50$ mT.
Thus, the linear susceptibility measurements of \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\) in this work are consistent with an upper bound of \(\Delta_{\text{pyz}} \approx 3 \times 10^{-3}\).

Single-crystal magnetization \(M\) measurements of \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\) performed at \(T = 2\) K with \(H\) parallel and perpendicular to \(z\) [Fig. 5.3(d)] reveal that \(M/g_i\) vs. \(g_i\mu_0H\) \((i = xy\) or \(z\)) follows a linear dependence across the measured applied magnetic field range. Given that a change in slope of \(M(H)\) has previously been used as an indicator of non-Heisenberg intraplane spin-exchange interactions in related Q2D \(S = 1/2\) AFMs \([35,46]\), the measured magnetization of \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\) implies that a Heisenberg spin model is appropriate for this high-symmetry tetragonal compound at \(T \geq 2\) K. In the absence of direct evidence for non-Heisenberg spin-exchange interactions in \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\), the finite \(T_c\) value for this material is likely to be largely driven by non-zero interplane spin-exchange interactions. The results of QMC simulations for Q2D Heisenberg \(S = 1/2\) AFMs relate the finite magnetic ordering temperature to the ratio of the interplane to intraplane spin-exchange interactions (Eq. 1.19) \([53]\) and, given the measured values of \(k_B T_c/J_{\text{pyz}} = 0.32\) and \(J_{\text{pyz}}/k_B = 13.3\) K for \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\) \([45,76]\), this suggests that \(J_{\text{hf}}/k_B \approx 0.12\) K for this material where the sign of this term is deduced from the results of NPD (above).

Finally, the anisotropic \(g\)-factor of \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\) measured in this work is used to interpret the results of a previously published \([76]\) pulsed-field powder magnetization study. At 0.5 K the magnetization is found to exhibit a slightly broadened approach towards saturation, which leads to a separation between the point at which the differential susceptibility \(dM/dH\) begins to decrease and when \(dM/dH\) reaches zero [Fig. 5.3(d)]. The results of QMC simulations for Q2D Heisenberg \(S = 1/2\) AFMs \([45]\) suggest that the saturation field of these materials scales with \(g^{-1}\) (Eq. 1.23) and, in cases where there is a \(g\)-factor anisotropy, this will lead to a difference in the saturation fields \(H_{cxy}\) and \(H_{cz}\) obtained when a magnetic field is applied perpendicular or parallel to the \(z\)-axis. If the two critical fields in \(dM/dH\) for \([\text{Cu(HF}_2\text{)(pyz)}_2\text{SbF}_6]\) at 34.9(5) T and 38.9(5) T are attributed to \(\mu_0 H_{cxy}\) and \(\mu_0 H_{cz}\) respectively [Fig. 5.3(d), arrows], the measured ratio of \(H_{cxy}/H_{cz} = 1.11(3)\) is found to be in agreement with single-crystal measurement of the quantity \(g_z/g_{xy} = 1.11(3)\).

Thus, while a square-lattice Heisenberg model remains a good approximation to the spin Hamiltonian of this complex one effect of the spin-orbit coupling interaction is to give rise to a \(g\)-factor anisotropy (e.g. Ref \([203]\)) that accounts for the measured range of saturation fields, while additional perturbations to the spin Hamiltonian such as non-Heisenberg intraplane spin-exchange interactions are likely to be small for \(T > 2\) K and \(\mu_0 H > 50\) mT compared to the finite interplane spin-exchange.
5.3.2 \[\text{Ni(HF}_2\text{)}(\text{pyz-d}_4\text{)}_2\text{SbF}_6\]

(a) Neutron powder diffraction and linear susceptibility: The structure of \[\text{Ni(HF}_2\text{)}(\text{pyz-d}_4\text{)}_2\text{SbF}_6\] (Table 5.1) is determined from the results of time-of-flight NPD measurements performed at 1.5 K [Fig. 5.4(a), points] and a by starting from a Rietveld refinement of the 15 K chemical structure of the fully hydrogenated sample, which has been previously determined from an independent microcrystal x-ray diffraction study [77]. The hydrogenated and deuterated congeners are found to be isostructural (\(P4/nmm\)) and this result, together with observation that the pyz and pyz-d\(_4\) materials exhibit similar \(\chi_{\text{mol}}(T)\) traces [Fig. 5.4(b), red and dark-blue points], implies the two compounds are likely to have similar magnetic properties.
Plotting the difference between the NPD patterns of [Ni(HF$_2$)(pyz-$d_4$)$_2$]SbF$_6$ obtained at 1.5 K and 20 K [Fig. 5.4(c)] reveals three maxima at $d$-spacings of 3.94 Å, 4.19 Å, and 7.85 Å. These reflections, which are only present in the data set collected at temperatures below $T_c = 12.2$ K, do not correspond to the positions of nuclear Bragg peaks and are therefore attributed to neutrons that diffract from planes of antiferromagnetically ordered Ni$^{2+}$ moments [77]. The magnetic Bragg reflections are indexed with a commensurate propagation vector $\mathbf{k} = (0, 0, 1/2)$ (r.l.u.) and a magnetic supercell that has twice the height of the chemical unit cell implies that the Ni$^{2+}$ moments are antiferromagnetically coupled along the HF$_2^-$ bridges in the magnetically ordered phase.

A symmetry analysis of the chemical structure and $\mathbf{k}$-vector implemented in ISODISTORT indicates that there are four potential magnetic ground states [77]. The Ni$^{2+}$ moments must be colinear and antiparallel with respect to a neighbouring spin displaced along the $c$-axis, but pairs of coplanar moments linked via pyz may be either antiferromagnetically or ferromagnetically coupled and in each case the spins can adopt alignments that are parallel or perpendicular to the [Ni(pyz)$_2$]$^{2+}$ sheets. The measured $d$-spacings of the magnetic Bragg reflections of [Ni(HF$_2$)(pyz-$d_4$)$_2$]SbF$_6$ are inconsistent with the calculated structure factor of either model in which $J_{pyz}$ is ferromagnetic. The two remaining antiferromagnetic ground-states are tested by comparing the relative intensity of magnetic Bragg peaks predicted by each model against the measured data [Fig. 5.4(b), inset]. The amplitudes of the measured magnetic reflections are only reproducible in an $XY$-antiferromagnetic ($XY$-AFM) model for which the ordered Ni$^{2+}$ moments are projected along an arbitrary direction within the [Ni(pyz)$_2$]$^{2+}$ plane [e.g. Fig. 5.2(b), panel (ii)]. The measured NPD data are, however, insensitive to the precise orientation of the spins within these planes.

The structure and the size of the ordered Ni$^{2+}$ moment $\mu_{Ni}$ are simultaneously refined against the results of NPD measurements performed for 1.5 $\leq T \leq$ 12 K [Fig. 5.4(d), points]. The $T$ dependence of $\mu_{Ni}$ is modelled by an expression of the form $\mu_{Ni} \propto [1 - (T/T_c)]^\beta$ (dashed line), where the fitted values of $T_c$ and $\beta$ are 12.13(7) K and 0.141(1), respectively. Typically, quantum spin systems only obey a critical behaviour for $(1 - T/T_c) < 0.02$ [204] and the sparse density of measurements in this particular $T$ range suggests that caution should be applied when interpreting $\beta$ within a particular model. The ordered moment of [Ni(HF$_2$)(pyz-$d_4$)$_2$]SbF$_6$ at 1.5 K is found to be $\mu_{Ni} = 2.03(7)\mu_B$, which is consistent with the size of the paramagnetic moment $g\mu_BS \approx 2.08\mu_B$ deduced from the published powder-average $g$-factor [47]. While Q1D $S = 1$ AFMs may, in general, exhibit strong
QFs that can prevent the formation of a magnetic LRO altogether [68], the results of magnetization and INS measurements performed on a powdered sample of [Ni(HF2)(pyz)2]SbF6 suggest that it is the precise ratios of $D/J_{\text{fhf}}$ and $J_{\text{fhf}}/J_{\text{pyz}}$ that act to stabilize magnetic LRO from the effects of QFs in this particular compound [see part (d)].

In summary, the results of NPD in this section suggest that a model spin Hamiltonian for [Ni(HF2)(pyz)2]SbF6 may be written as

$$\hat{H} = J_{\text{pyz}} \sum_{\langle i,j \rangle} \mathbf{S}_i \cdot \mathbf{S}_j + J_{\text{fhf}} \sum_{\langle i,j' \rangle} \mathbf{S}_i \cdot \mathbf{S}_{j'} + \sum_i \left[ D(\hat{S}_z^2) + g\mu_0\mu_B H \cdot \mathbf{S}_i \right],$$

(5.2)

where $\mathbf{S}$ is a column vector of $S = 1$ operators; the first and second sums run over unique pairs of spins within each layer and in adjacent layers respectively; while $J_{\text{pyz}}$, $J_{\text{fhf}}$ and $D$ are all positive. Eq. 5.2 is used in a discussion of the results of heat capacity, magnetometry and INS measurements performed on a powdered sample below.

(b) Heat capacity: The results of zero-field heat capacity $C_p$ experiments performed on a powdered sample of [Ni(HF2)(pyz)2]SbF6 exhibit a sharp maximum in $C_p/T$ at 12.2(1) K, which is superimposed on a sloping background [Fig. 5.5(a) (points)]. The lattice contribution $C_{\text{latt}}$ to the total sample heat capacity is determined by fitting the measured $C_p/T$ curve to Eq. 1.10 for $32 \leq T \leq 300$ K (solid line). This analysis utilizes one Debye and two independent Einstein modes and the fitted phonon spectra is compared against those for the isostructural Cu$^{2+}$ and Co$^{2+}$ complexes in Table 5.2. Whilst the lattice heat capacity of the three isostructural compounds are all accounted for with the same number of phonon terms, the fitted amplitude and energy scale of the respective Debye and Einstein modes for each congener are reasonably distinct and an INS investigation is planned to further investigate the differences between the phonon spectra of these systems.

In the present study, the zero-field magnetic heat capacity of the Ni$^{2+}$ congener ($C_{\text{mag}} = C_p - C_{\text{latt}}$) is integrated via Eq. 1.12 for $T \leq 30$ K, where $C_{\text{mag}}$ is assumed to be zero at $T = 0$ K. The estimated change in spin-entropy $S_{\text{mag}}$ that results from cooling the material from the paramagnetic phase is consistent with a value of $R\ln3$ per ion [Fig. 5.5(a), inset]; i.e. the full value expected for a $S = 1$ system that adopts magnetic LRO. One further observation is that $S_{\text{mag}}$ is already significantly lower than its high-$T$ value at $T_C$. This might be attributable to a reduction in the spin-degrees of freedom that results from the build up of antiferromagnetic spin-correlations along the HF$_2^-$ chains at $T > T_C$ in this Q1D $S = 1$ AFM, or through a thermal depopulation of spin-states that are separated in energy.
Figure 5.5: (a) Zero-field powder heat capacity $C_p$ of $[\text{Ni(HF}_2\text{)}(\text{pyz})_2\text{]}\text{SbF}_6$ plotted as $C_p/T$ (points) and fitted for $T \geq 32$ K to a phonon model (Eq. 1.10, solid line). The change in spin-entropy $S_{\text{mag}}$ on cooling from 30 K is consistent with a value of $R\ln3$ per Ni$^{2+}$ ion. (b) The zero-field magnetic heat capacity $C_{\text{mag}}$ (points) exhibits a sharp maximum at 12.2 K. The data for $T \leq 8$ K are fitted to a power law $T^d$ (solid line), which yields a fitted exponent $d = 3.09(3)$. (c) For $C_p/T$ measurements repeated with $\mu_0H \leq 9$ T, $T_c$ is slightly reduced with increasing $H$. Owing to $D$.

In cases when antiferromagnetic spin-wave excitations are the dominant contribution to $C_{\text{mag}}$ for $T < T_c$, the magnetic heat capacity is predicted to scale as $T^d$ where $d$ is the spatial dimensionality of the spin-exchange network [205]. The zero-field $C_{\text{mag}}(T)$ curve for $[\text{Ni(HF}_2\text{)}(\text{pyz})_2\text{]}\text{SbF}_6$ [Fig. 5.5(b), points] is fitted to a power-law for $T \leq 8$ K (line) yielding a good representation of the measured $T$ dependence with the exponent $d = 3.09(3)$. This result is in agreement with a previous estimate of $d$ that was extracted from a low-$T$ measurement of $C_p$ [47], but the analysis in this chapter specifically excludes a Debye phonon contribution to the total heat that also obeys a $T^3$ dependence low temperatures. For comparison, a similar analysis of the magnetic heat capacity of the Q2D Cu$^{2+}$ congener outputs $d = 2.17(1)$ [76]. Together, these fitted exponents imply that the $J_{\text{FHF}}/J_{\text{mag}}$ ratio is likely to be much closer to one in the Ni$^{2+}$ system and this necessitates the inclusion of both of the pyz and HF$_2$ spin-exchange constants in the analysis of the results of magnetometry and INS measurements performed on a powdered sample (below).

Finally, the magnetic ordering temperature $[\text{Ni(HF}_2\text{)}(\text{pyz})_2\text{]}\text{SbF}_6$ is found to be suppressed by approximately 1.6% under the application of quasistatic applied magnetic fields $\mu_0H$ up to 9 T [Fig. 5.5(c)]. The overall reduction of $T_c$ with increas-
ing $H$ is in keeping with the antiferromagnetic nature of the magnetic ground-state implied by the results of NPD (above), while the weak nature of this applied magnetic field dependence is furthermore consistent with the relatively large saturation field of this compound (see below, or Ref. [47]).

(c) Pulsed-field magnetometry and semi-classical Monte-Carlo simulation of the powder-average magnetization: For pulsed-field powder magnetometry measurements of $[\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ performed at temperatures $T \leq 11.4$ K [Fig. 5.6(a)], the magnetization $M$ is found to exhibit smooth and broad approach towards saturation. This leads to two critical fields in the differential susceptibility, where $dM/dH$ rises to a small peak at $\mu_0H_{c1}$ before reaching zero at $\mu_0H_{c2}$ [Fig. 5.6(b), arrows]. The magnitude of $H_{c1}$ is observed to decrease as $T$ is raised [Fig. 5.6(b), inset] and is no longer present once the initial experimental temperature exceeds $T_c$ (e.g. black curve at 15 K).

The evolution of $\mu_0H_{c1}$ and $\mu_0H_{c2}$ with $T$ are combined with the results of $C_p$ and NPD experiments (above) to construct a powder-average phase diagram for $[\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ in the $H-T$ plane [Fig. 5.6(c)]. In zero-field and at $T > D/k_B$ the Ni$^{2+}$ moments are expected to be paramagnetic (PM), while the system adopts a zero-field magnetically ordered $XY$-AFM ground-state once $T \leq T_c$. In an applied field $H > 0$, the value of $T_c$ is initially reduced before the powdered sample is pulled through an anisotropic saturation field to reach a spin-polarized (SP) phase. The form of the phase boundary to $H_{c1}$ is fitted to an expression of the form

$$T_c(H) = T_0 \left[ 1 - \left( \frac{H}{H_{c1}} \right)^{\alpha_1} \right]^{\beta_1}, \quad (5.3)$$

which yields values of $\alpha_1 = 4.6(4)$, $\beta_1 = 0.56(4)$, and $\mu_0H_{c1} = 32.0(3)$ T. The
Figure 5.6: (a) Powder magnetization $M$ of $[\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ [in arbitrary units (a.u.)] measured in pulsed magnetic fields $H$. (b) At 0.6 K, $dM/dH$ has two critical fields. A small peak occurs at $\mu_0 H_{c1}$ and $dM/dH \to 0$ at $\mu_0 H_{c2}$. The solid-black line is derived from the results of the Monte-Carlo simulation in panel (d). Inset: $\mu_0 H_{c1}$ tends to decrease as the temperature $T$ is increases. (c) $\mu_0 H - T$ powder-average phase diagram for $[\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6$, depicting the paramagnetic (PM), spin-polarized (SP), and XY-AFM phases. The $T_c$ and $\mu_0 H_{c1,2}$ values derive from $C_p(T)$ and $M(H)$ measurements respectively. The solid line is a fit to Eq. 5.3 (see text), the dashed pale-blue line is a guide to the eye, and the value of $D/k_b$ is shown for reference. (d) Monte-Carlo simulation of the powder average magnetization (black line) derived from Eq. 2.30 and eleven separate calculations of $M(H)$ performed with $H$ at a fixed angle $\theta_H$ with respect to the $z$-axis (faded lines). The 0.6 K $M(H)$ curve from panel (a) is scaled to the simulated data for comparison.

A semi-classical mean-field model is adopted to quantitatively account for the two critical fields of $[\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6$. Treating each Ni$^{2+}$ spin as a classical vector with length $S = 1$, Eq. 5.2 implies that the average energy per ion $\epsilon^0$ of the zero-field XY-AFM ground state is $\epsilon^0 = -\frac{1}{2} z\langle J \rangle$. Here, $J_{\text{HF}}$ and $J_{\text{pyz}}$ are combined into an average spin-exchange interaction $\langle J \rangle$ that couples each moment to $z$ nearest neighbours (i.e., $z\langle J \rangle = 2J_{\text{HF}} + 4J_{\text{pyz}}$), while the factor of one-half avoids the double
counting of bonds when summing this quantity over all moments in the system. For a magnetic field $H^z$ applied perpendicular to the $[\text{Ni}(\text{pyz})_2]^{2+}$ sheets, each Ni$^{2+}$ moment canters towards $H$ by an angle $\theta$ while the projection of the spins into the easy-plane remains antiferromagnetically coupled. In a semi-classical vector model, the average energy per spin $\epsilon^z$ of this canted phase is estimated to be

$$
\epsilon^z = \frac{1}{2} z\langle J \rangle S^2 \sin^2 \theta - \frac{1}{2} z\langle J \rangle S^2 \cos^2 \theta + DS^2 \sin^2 \theta - g\mu_n \mu_0 H^z \sin \theta.
$$

(5.4)

By differentiating $\epsilon^z$ with respect to $\sin \theta$, Eq. 5.4 is found to be minimized when $\sin \theta = g\mu_n \mu_0 H^z / [2(D + z\langle J \rangle)]$. A spin-polarized (SP) phase is reached once $\theta = \pi/2$, which occurs at the critical field $H^z = H_{c2}$ given by the expression

$$
\mu_0 H_{c2} = \frac{2(D + z\langle J \rangle)}{g\mu_n}.
$$

(5.5)

If an external magnetic field is instead applied parallel to the $[\text{Ni}(\text{pyz})_2]^{2+}$ layers ($H = H^{xy}$), the moments slowly rotate within the easy-plane towards the direction of the applied magnetic field. The average energy per spin for $H^{xy} > 0$ is similar to Eq. 5.4, but as the third term is now zero. By analogy with the calculation above, a SP phase is reached once $H^{xy}$ reaches a value $H_{c1}$ that satisfies the relation

$$
\mu_0 H_{c1} = \frac{2z\langle J \rangle}{g\mu_n}.
$$

(5.6)

Thus, the separation of $H_{c1}$ and $H_{c2}$ largely owes its origin to the single-ion anisotropy $D$. Measurements of $dM/dH$ performed on powdered $S = 1$ materials are expected to be sensitive to both critical fields; the differential susceptibility decreases at $H_{c1}$ once the portion of the sample with $H$ along the local $z$-axis reaches the SP phase, while $dM/dH$ only reaches zero at $H_{c2}$ when all of the individual spin moments are aligned with the direction of $H$.

The experimental measurements of $H_{c1,2}$ for $[\text{Ni}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6$ (above) combine with Eq. 5.5, Eq. 5.6 and the powder-average $g$-factor ($g = 2.08$) [47] to estimate $D/k_B = 15(1)$ K and $z\langle J \rangle/k_B = 22.4(2)$ K. In order to deconstruct the measured $z\langle J \rangle$ value into its constituent parts, the strength of spin-exchange interaction along the pyz molecules is estimated by appealing to separate measurements of $J_{\text{pyz}}$ derived from other polymeric compounds based upon $[\text{Ni}(\text{pyz})_2]^{2+}$ plaquettes (Table. 5.3). The average $J_{\text{pyz}}/k_B$ value of compounds (a)–(f) in the table is 0.9(1) K. Given firstly that the nearest-neighbour intraplane Ni-Ni distance of 7.03 Å for $[\text{Ni}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6$ at 300 K [47] is comparable to those found in compounds (a)–(f) (column 2); and secondly that $J_{\text{pyz}}$ does not correlate with other structural factors such as the tilt angle of the pyz molecule from the plane of the Ni$^{2+}$ square-plaquettes [47], a value $J_{\text{pyz}}/k_B = 0.9(1)$ K is likely to be a reason-
Table 5.3: Selected magnetostructural parameters for some $S = 1$ Ni$^{2+}$ polymeric magnets containing $[\text{Ni(pyz)}_2]^{2+}$ sheets. Here, the spin-centres reside in NiNi$_4$X$_2$ octahedra, where the Pauling electronegativity of the axially coordinated species X increases down the table; $d_{\text{pyz}}$ is the intraplane Ni-Ni distance derived from the results of x-ray diffraction experiments performed at 100 K for compound (a) and room-temperature for systems (b)–(f); $J_{\text{pyz}}/\perp$ are the intraplane/interplane Heisenberg spin-exchange constants respectively; $D$ is the uniaxial single-ion anisotropy; and $T_C$ is the antiferromagnetic ordering temperature. Magnetic properties are obtained from powders using pulsed-field magnetization $^\dagger$; fitting the linear susceptibility to a Heisenberg $S = 1$ model $^\ddagger$; heat capacity $^*$; and ESR experiments $^\lozenge$.

<table>
<thead>
<tr>
<th>Compound</th>
<th>$d_{\text{pyz}}$ ($\AA$)</th>
<th>$J_{\text{pyz}}/k_B$ ($\text{K}$)</th>
<th>$J_{\perp}/k_B$ ($\text{K}$)</th>
<th>$D/k_B$ ($\text{K}$)</th>
<th>$T_C$ ($\text{K}$)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) NiI$_2$(pyz)$_2$</td>
<td>7.06</td>
<td>$&lt;1.19^\dagger$</td>
<td>$&gt;1.19^\dagger$</td>
<td>0$^\circ$</td>
<td>2.5$^*$</td>
<td>[48]</td>
</tr>
<tr>
<td>(b) NiBr$_2$(pyz)$_2$</td>
<td>7.06</td>
<td>1.00$^\dagger$</td>
<td>0.26$^\dagger$</td>
<td>0$^\circ$</td>
<td>1.8$^*$</td>
<td>[48]</td>
</tr>
<tr>
<td>(c) Ni(NCS)$_2$(pyz)$_2$</td>
<td>7.12</td>
<td>0.82$^\dagger$</td>
<td>0.47$^\dagger$</td>
<td>0$^\circ$</td>
<td>1.8$^*$</td>
<td>[48]</td>
</tr>
<tr>
<td>(d) Ni(NCO)$_2$(pyz)$_2$</td>
<td>7.07</td>
<td>0.63$^\dagger$</td>
<td>-</td>
<td>0$^\dagger$</td>
<td>-</td>
<td>[207]</td>
</tr>
<tr>
<td>(e) NiCl$_2$(pyz)$_2$</td>
<td>7.04</td>
<td>0.49$^\dagger$</td>
<td>$&lt;0.05^\dagger$</td>
<td>8.0$^\circ$</td>
<td>-</td>
<td>[48]</td>
</tr>
<tr>
<td>(f) <a href="BF$_4$">Ni(H$_2$O)$_2$(pyz)$_2$</a>$_2$</td>
<td>6.98</td>
<td>1.05$^\dagger$</td>
<td>-</td>
<td>5.5$^\dagger$</td>
<td>3.0$^*$</td>
<td>[208]</td>
</tr>
</tbody>
</table>

able approximation for the magnitude of Ni-pyz-Ni spin-exchange interaction in the present study. Using this value in conjunction with the estimate of $z\langle J \rangle$ above implies that $J_{\text{fHF}}/k_B = 9.4(5) \text{ K}$ for $[\text{Ni(HF}_2\text{(pyz)}_2]\text{SbF}_6$.

The magnitudes of the spin-exchange constants across the pyz and HF$_2^-$ linkages derived above are in approximate agreement with the results of recent periodic density field-theory calculations (DFT) performed on $[\text{Ni(HF}_2\text{(pyz)}_2]\text{SbF}_6$, which imply that $J_{\text{pyz}}/k_B = 1.8 \text{ K}$ and $J_{\text{fHF}}/k_B = 9.2 \text{ K}$ [77]. These DFT simulations additionally suggest that pyz molecules mediate a spin-exchange interaction owing to a spatial overlap of the Ni$^{2+}$ $d_{x^2-y^2}$ suborbital with the molecular $\sigma$-orbitals of the heterolytic ligands. In this case the Ni-pyz-Ni superexchange pathway follows the bonds around the pyz ring, which amounts to a distance of $\approx 8.3 \AA$ at 1.5 K, and since this is longer than the $\approx 6.4 \AA$ separation of the Ni$^{2+}$ spin-centres along the HF$_2^−$ bridges this is likely to be one reason why $J_{\text{fHF}} > J_{\text{pyz}}$ in this compound.

The powder-average magnetization of $[\text{Ni(HF}_2\text{(pyz)}_2]\text{SbF}_6$ is simulated in this work using the semi-classical Monte-Carlo routine outlined Section 2.7, and by furthermore appealing to the results of INS measurements (detailed below), which are used to extract estimates of $D/k_B = 13.3 \text{ K}$, $J_{\text{fHF}}/k_B = 10.4 \text{ K}$ and $J_{\text{pyz}}/k_B = 1.4 \text{ K}$. By taking these parameters as given, the comparison of the simulated and measured $M(H)$ traces in this section acts as a consistency check on the interpreta-
tion of the experimental magnetometry data. The calculated powder-average $M(H)$ curve [Fig. 5.6(d), black line] recaptures the broad approach towards saturation exhibited by the real system at 0.6 K (red line). The anisotropic saturation field of the sample is more clearly seen by plotting individual single-crystal simulations of $M(H)$ performed with the applied magnetic field at a fixed angle $\theta_H$ with respect to the magnetic hard axis (coloured lines). The position of the field-induced transition to a SP phase is observed to increase monotonically from $H_{c1}$ to $H_{c2}$ as the applied magnetic field rotates from within the magnetic easy-plane towards the $z$-axis, which is in keeping with the prediction of the mean-field semi-classical calculation above. By differentiating the simulated powder-average magnetization with respect to $H$, the resultant $dM/dH$ curve [Fig. 5.6(b), black line] is seen to decrease at $H_{c1}$ and tends to zero at $H_{c2}$ in approximate agreement with the form of the measured differential susceptibility.

One difference between the simulated and measured $M(H)$ curves is that the magnetization of the real compound displays a slight concavity as $H$ approaches each critical field, such that $dM/dH$ [Fig. 5.6(b), red line] is observed to rise to a small peak $H_{c1}$ and a small hump before $H_{c2}$. These small features, which are not reproduced by the semi-classical calculation, might be evidence for the presence of QFs in this Q1D $S = 1$ AFM. A second difference between the measured and simulated $dM/dH$ traces is a small peak that occurs at $\mu_0 H \approx 2$ T and 5 T in the respective data sets. The peak in the 0.6 K measured differential susceptibility might indicate the presence of a small $XY$ symmetry perturbation to Eq. 5.2 that leads to a preferred orientation of the spin-moments at very low temperatures, or it could result from the break up of antiferromagnetic domains as $H$ increases.

Zero-field cooled and field-cooled quasistatic magnetization measurements at $^3$He temperatures might be one way to differentiate between these possible explanations in a future experiment. In this work, the small peak in the simulated $dM/dH$ curve is an artefact of the calculation. The Monte Carlo routine used to derive this $dM/dH$ trace tests a fixed number of spin-configurations at each value of $H$ and, since the uniaxial zero-field Hamiltonian (Eq. 5.2) gives rise to multiple spin-states with similar energies for small $H$, this leads to the slight underestimation of the magnetization (and hence a small kink) at low fields when averaging over multiple $M(H)$ curves estimated in this way.

In future work, if powder $dM/dH$ measurements are to be used to estimate the easy-plane single-ion anisotropy and spin-exchange interactions of related $S = 1$ quantum spin-systems, $H$ must firstly be sufficient to reach $\mu_0 H_{c2}$ (Eq. 5.5). For $M(H)$ measurements performed with the 65 T capacitor-driven short-pulse magnet
at NHMFL (Los Alamos), this implies the quantity \((D + z\langle J\rangle)/k_b\) of the material ought to be less than 43.6 K (assuming \(g = 2\)). Furthermore, an estimate of \(\langle J\rangle\) can only be obtained from the results of magnetization measurements for compounds in which \(z\) is known. This might be the case if: (i) the structure implies that the system consists of close-to-ideal chains \((z = 2)\) or planes \((z = 4)\) of spins; (ii) the dimensionality of the spin-exchange network can be estimated from theoretical (e.g. DFT) calculations; or (iii) if the power-law dependence of the low-\(T\) magnetic heat capacity suggests a particular spatial-dimensionality for the exchange interactions.

In principle if \(H_{c2}\) falls within an experimentally accessible \(H\) range then \(H_{c1}\) will too. However, Eq. 5.3 indicates that \(H_{c1}\) only reaches 90% of its \(T = 0\) limiting value for measurements of \([\text{Ni(HF}_2)(\text{pyz})_2]\text{SbF}_6\) performed at \(T < 0.6T_c\) and, given that experimental temperatures as low as \(\approx 500\) mK are accessible at NHMFL (Los Alamos), this implies that \(H_{c1}\) is only likely to measurable within a 10% accuracy for similar systems to \([\text{Ni(HF}_2)(\text{pyz})_2]\text{SbF}_6\) if the \(T_c\) values of the compounds in the future work exceed \(\approx 800\) mK.

**(d) Inelastic neutron scattering:** INS measurements are performed on a powdered sample of \([\text{Ni(HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6\) using the time-of-flight instrument DCS at NIST (USA). Each experiment utilizes a 3.7 Å monochromatic neutron beam to obtain histograms of the scattered neutron intensity as a function of the energy \(\hbar\omega\) and momentum \(|Q|\) transferred to the sample. The INS measurements of this section are performed on a separate powdered sample to the NPD investigation in part (a). While the linear susceptibility of these two partially-deuterated samples individually exhibit a broad peak in \(\chi_{\text{mol}}\) at the same approximate \(T\) [Fig. 5.4(b), light and dark blue points], which is furthermore in agreement with the results of \(\chi_{\text{mol}}(T)\) measurements of the fully hydrogenated material (red points), the \(\chi_{\text{mol}}(T)\) trace for the pyz-\(d_4\) sample of the present study (light-blue points) suggests this material has a larger impurity phase with respect to the sample investigated with Wish. Nevertheless, the neutron scattering investigations of this section and part (a) are shown below to be sensitive to the same \(XY\)-AFM ordered phase of \([\text{Ni(HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6\) and the main aim of this study is to refine the estimates of \(D\), \(J_{\text{FHF}}\) and \(J_{\text{pyz}}\) that are independently estimated from the results of the magnetometry investigation (above).

For DCS experiments conducted at 20 K \((T > T_c)\) [Fig. 5.7(a)] the inelastic neutron scattering data are dominated by phonon excitations that give rise to a relatively smooth scattered neutron intensity across the \(\hbar\omega - |Q|\) plane. At 1.6 K [Fig. 5.7(b)], however, an additional band of scattering at \(\hbar\omega \approx 3.4\) meV emerges.
Figure 5.7: Scattered neutron intensity $I$ in the $\hbar \omega - |Q|$ plane for DCS measurements of $[\text{Ni(HF}_2\text{)(pyz-d}_4\text{)}_2] \text{SbF}_6$ at (a) 20 K; and (b) 1.6 K. (c) A difference plot of panels (a) and (b) reveals the magnetic contribution to the measurement, which includes a bright band of scattering at $\hbar \omega \approx 3.4 \text{ meV}$. (d) Integrating data in panel (c) over energy transfers in range $[-1,4] \text{ meV}$ reveals three magnetic Bragg peaks (see text). (e) $I$ vs. $|Q|$ (integrated from $[0.25, 1] \text{ meV}$) at 1.6, 10 and 20 K tends to increase with $T$. (f) Simulated INS data performed with the SPINW package in MATLAB (see text). Intensity scales of panels (a)−(e) are in the same units; panels (a)−(c) are smoothed once with a $3 \times 3$ bin Gaussian kernel; while the arrows in panels (d) and (f) mark the positions of magnetic Bragg peaks from Fig. 5.4(c).

This relatively bright region of scattering, which is more clearly seen by subtracting the 20 K measurements from the low temperature data [Fig. 5.7(c)], has an intensity that falls off with increasing $|Q|$ as is required for neutron diffraction that is modulated by a magnetic form factor (e.g. Ref. [133]). Secondly, the difference plot also suggests that there is another relatively intense region of scattering for $|Q| \approx 0.5 \text{ Å}^{-1}$ and $\hbar \omega \geq 2 \text{ meV}$. Integrating the data in panel (c) over $\hbar \omega$ values in the range $[-1,4] \text{ meV}$ [Fig. 5.7(d)] reveals three magnetic Bragg peaks at momentum transfers of $|Q| \approx 0.8, 1.5$ and $1.6 \text{ Å}^{-1}$. The intensity of these maxima is reduced at larger values of $|Q|$ by the magnetic form factor and, furthermore, they correspond to respective $d$-spacings ($2\pi/|Q|$) of 7.9, 4.2 and 3.9 Å, which are
in agreement with the positions of the magnetic Bragg reflections derived from the high resolution NPD experiments [blue arrows in panel (d)]. This implies that the strongest features of the inelastic neutron spectra at 1.6 K, which are not present at 20 K, are attributable to spin-wave excitations of [Ni(HF$_2$)$_2$(pyz-d$_4$)$_2$]SbF$_6$.

For energy-transfers $\hbar \omega \leq 1$ meV, there is a slight over subtraction of the paramagnetic background leading to the darkest region of the colourmap in panel (c). Integrating the scattered neutron intensity over the range $0.25 \leq \hbar \omega \leq 1$ meV for three separate measurements performed at 1.6, 10 and 20 K [Fig. 5.7(d)] demonstrates firstly that the overall strength of the neutron diffraction tends to increase with $T$, and secondly that the integrated intensity is not diminished at large $|Q|$ by a magnetic form factor. These two observations together imply that acoustic phonons dominate the INS measurements at small positive energy transfers and this portion of the data is therefore not included in the analysis of the spin-wave spectrum below.

Estimates of $J_{pyz}$, $J_{fHF}$ and $D$ for [Ni(HF$_2$)$_2$(pyz)$_2$]SbF$_6$ are obtained by modelling the 1.6 K measured spin-wave spectrum for $2 \leq \hbar \omega \leq 4$ meV with the numerical powder-average spin-wave calculation package SPINW in MATLAB [77]. The analysis proceeds as follows: (i) the zero-field XY-AFM magnetic ground-state derived from the Wish diffractometer NPD measurements (above) is used as an initial input for the calculation; (ii) for a given set of $(D, J_{fHF}, J_{pyz})$ parameters, a powder-average spin-wave spectrum is calculated across the $\hbar \omega - |Q|$ plane; (iii) the simulated spectrum is scaled to the measured data with an additive constant and an overall scale factor to obtain a reduced $\chi^2$ value by subtracting the experimental and simulated scattering-intensity [210, 211]; and (iv) a global minimum in $\chi^2$ is obtained with the parameters $D/k_B = 13.3(1)$ K, $J_{fHF}/k_B = 10.4(3)$ K and $J_{pyz}/k_B = 1.4(2)$ K [77]. These values are in good agreement with the semi-classical interpretation of the results of pulsed-field powder magnetometry (above), and this independent estimate of $J_{pyz}$ is in approximate agreement the typical energy scale of the Ni-pyz-Ni spin-exchange interaction in related polymeric complexes (Table 5.3).

In this work, the fitted $D$, $J_{fHF}$ and $J_{pyz}$ values from this section are combined with the lattice parameters derived from results of part (a) to calculate the spin-wave spectrum of [Ni(HF$_2$)$_2$(pyz-d$_4$)$_2$]SbF$_6$ in SPINW [Fig. 5.7(f)]. The powder-average simulated spectrum reproduces some of the key features of measured magnetic INS data at 1.6 K including: (i) a bright region of scattering observed at $|Q| \approx 0.5$ Å and $\hbar \omega \approx 2$ meV; and (ii) an intense band at $\hbar \omega = 3.4$ meV, which is noted to occur at a value of $\hbar \omega \approx D + 2J_{fHF} + 4J_{pyz}$. The simulation reveals that feature (i) forms part of one of the spin-wave branches that emerges from each of the magnetic Bragg peak along the elastic scattering line [light-blue arrows in panel (f)].
Figure 5.8: The results of a published [68] QMC study of Q1D $S = 1$ AFMs predicts that the zero-temperature phase boundaries (dashed lines) between the Haldane, XY-AFM and quantum paramagnetic ground-states meet at a QCP when $D/J \approx 0.97$ and $J' = 0$. Here, $J$ ($J'$) is the intrachain (interchain) spin-exchange interaction. $[\text{Ni(HF}_2\text{)(pyz)}_2\text{SbF}_6]$ is positioned on this theoretical phase diagram using the results of INS (this section) and magnetization $M$ experiments [part (c)] performed on a powdered sample. The positions of the Haldane compound $[\text{Ni(HF}_2\text{(3-Clpy)}_4\text{BF}_4]$ [66] and the quantum paramagnet NiCl$_2$-(4SC)(NH$_2$)$_2$ [92] are also depicted.

Observation (ii), meanwhile, is relevant to future investigations that aim to measure the inelastic neutron spectra of related $S = 1$ complexes with DCS at NIST (USA). Given that the maximum energy that may be transferred to a sample by a 3.7 Å monochromatic neutron beam is approximately 6.0 meV this implies that, in future work, the quantity $(D + z\langle J\rangle)/k_B$ likely needs to be lower than $\approx 69.6$ K for a significant portion of the spin-excitation spectrum to be measurable. Thus, while a semi-classical interpretation of the results of powder pulsed-field magnetometry measurements ought to provide an accessible way to obtain estimates of the single-ion anisotropy and average spin-exchange interactions of $XY$-like $S = 1$ AFMs, INS measurements with DCS might be necessary for the characterization of powdered samples in which the saturation field $H_{c2}$ exceeds the applied-field capabilities of pulsed-field systems.

The published [68] results of QMC calculations performed on Q1D $S = 1$ AFMs with $D > 0$ (where the intrachain and interchain exchange interactions are redefined as $J$ and $J'$ respectively) suggest that it is the combined ratios of $D/J$ and $J'/J$ that dictate whether the system adopts a zero temperature Haldane, quantum
paramagnet, or XY-AFM phase (Fig. 5.8). The measurements of $D/J$ and $J'/J$ for $[\text{Ni(HF}_2\text{)(pyz)}_2\text{]}\text{SbF}_6$, which are derived from the results of magnetometry and INS performed on powders both suggest that this system falls within the XY-AFM region of the phase diagram and this prediction is consistent with measurement of the magnetic unit cell from part (a). $[\text{Ni(HF}_2\text{)(pyz)}_2\text{]}\text{SbF}_6$ is also concluded to be a rare example of a real material that is positioned within the XY-AFM phase and in close proximity to the QCP where three magnetic ground states of $Q_{1D} S = 1$ AFMs are predicted to meet, and one avenue for future work could be to follow this compound across this phase-diagram as it is perturbed by control parameters such as isotopic substitution, mechanical pressure $p$ or uniaxial stress. In particular, $p$ might provide a means to tune the $J'/J$ ratio of $[\text{Ni(HF}_2\text{)(pyz)}_2\text{]}\text{SbF}_6$. This is inferred from the results of infrared absorption spectroscopy measurements [189], which imply that there are changes to the molecular vibrational modes of the HF ligands at $p \approx 1$ GPa, while both of the pyz and bifluoride ligands become perturbed once $p \approx 3$ GPa.

5.3.3 $[\text{Co(HF}_2\text{)(pyz)}_2\text{]}\text{SbF}_6$

(a) Neutron powder diffraction: The results of time-of-flight NPD measurements of $[\text{Co(HF}_2\text{(pyz-d}_4\text{)}_2\text{]}\text{SbF}_6$ are examined with two fixed angle detectors of the instrument Wish: Bank 2, a detector array with an average in-plane scattering angle $\langle \theta \rangle = 58.330^\circ$ that has a large flux at long $d$ spacings and is therefore suited to the investigation of magnetic Bragg reflections; and Bank 5, which is positioned at $\langle 2\theta \rangle = 152.827^\circ$ and provides a high structural resolution. The chemical structure of $[\text{Co(HF}_2\text{(pyz-d}_4\text{)}_2\text{]}\text{SbF}_6$ is determined from the measured positions and intensities of the nuclear Bragg reflections observed at 4 K in Banks 2 and 5 of the diffractometer Wish via a Rietveld refinement of the published [76] structure of the fully-hydrogenated Cu$^{2+}$ congeners (where the Cu$^{2+}$ and pyz H atoms are replaced with Co$^{2+}$ and D, respectively). The result of this analysis (Table 5.1) reveals: (i) all three of the Cu$^{2+}$, Ni$^{2+}$ and Co$^{2+}$ compounds studied in this chapter are isostructural at He temperatures; (ii) the $M$-pyz-$M$ distance increases across the Cu$^{2+}$, Ni$^{2+}$ and Co$^{2+}$ series; and (iii) the corresponding interlayer separation decreases. One specific property of the Co$^{2+}$ system is that spin-centres are found to occupy axially compressed Co$_4$F$_2$ octahedra, where the ratio of the Co-F to Co-N bond lengths at 4 K is 0.97.

Subtracting the results of NPD measurements of $[\text{Co(HF}_2\text{(pyz-d}_4\text{)}_2\text{]}\text{SbF}_6$ recorded at 4 and 10 K for [that is, above and below $T_c = 7.1(1)$ K (see below)], four prominent magnetic Bragg reflections are observed (Fig. 5.9, inset). These
maxima do not correspond to the \(d\)-spacings of nuclear Bragg peaks, indicating that the ground spin-state of this complex has an antiferromagnetic character. The magnetic peaks are indexed with the commensurate propagation vector \(\mathbf{k} = (0, 0, 1/2)\) (r.l.u.); i.e. \(J_{\text{HF}}\) is antiferromagnetic. By analogy with the analysis of the Cu\(^{2+}\) and Ni\(^{2+}\) systems (above), there are four symmetry-allowed magnetic supercells for the Co\(^{2+}\) complex. The observed \(d\)-spacings of the peaks in Fig. 5.9 (inset) are only consistent with spin-states in which \(J_{\text{pyz}}\) is also antiferromagnetic and, furthermore, the measured relative intensities of the magnetic Bragg reflections at 4 K are only reproduced by an Ising model in which each Co\(^{2+}\) moment is collinear with the crystallographic \(c\)-axis [e.g. Fig. 5.2(b), panel (i)].

The magnitude of the ordered moment \(\mu_{\text{Co}}\) for \([\text{Co(HF}_2(\text{pyz-d}_4)_2])\text{SbF}_6\) is refined within the Ising model (along with the chemical structure) against the results of 4 K NPD measurements collected in detector Banks 2 and 5 of the Wish diffractometer. A fitted value of \(\mu_{\text{Co}} = 3.02(6)\mu_b\) is obtained, which consistent with each Co\(^{2+}\) moment adopting a \(S = 3/2\) configuration. For octahedrally coordinated high-spin Co\(^{2+}\) ions the expected effect of the CEF is to split the free-ion spin-states into three terms [165, 212], while an axial compression of the coordination sphere...
Figure 5.10: (a) Zero-field powder heat capacity $C_p$ for $[\text{Co(HF}_2](\text{pyz})_2]\text{SbF}_6$ (points) fitted to Eq. 1.10 for $T \geq 11 \text{ K}$ (solid line). There is a weak, as yet unexplained, peak in the zero field $C_p(T)$ curve at $T \approx 2 \text{ K}$, which might be related to a small impurity phase detected from the results of ESR experiments (below). (b) The change in spin entropy $S_{\text{mag}}$ on cooling through $T_c$ in zero-field is consistent with a value of $R \ln 2$ per ion. (c) The $H$ dependence of $C_{\text{mag}}$ reveals $T_c$ is reduced for $\mu_0 H \leq 12 \text{ T}$. (d) The powder-average linear susceptibility $\chi_{\text{mol}}$ exhibits a broad maximum at $\approx 8 \text{ K}$. (e) A linear fit to $\chi_{\text{mol}}^{-1}(T)$ is performed for $15 \leq T \leq 40 \text{ K}$ (red line) and the measured data departs an extrapolation of this linear fit (yellow line) once $T$ exceeds $\approx 50 \text{ K}$ (arrow). The solid blue line represents a linear fit for $70 \leq T \leq 140 \text{ K}$ (see text).

is predicted to result in an orbital singlet ground-state [34, 212]. In this case, the CEF leads to a term in the $S = 3/2$ Hamiltonian of the form $\hat{H}_{\text{CEF}} = D(\hat{S}^z)^2$ (e.g. Ref [36]), which gives rise to a bistable Kramers-doublet ground-state.

(b) Heat capacity: Heat capacity $C_p$ measurements of $[\text{Co(HF}_2](\text{pyz})_2]\text{SbF}_6$ performed on a powdered sample in zero-field display a sharp peak at $T_c = 7.1(1) \text{ K}$ in addition to a slowly-varying background owing to the phonon contribution to the measurement [Fig. 5.10(a)]. The lattice component $C_{\text{latt}}$ of the total heat capacity is modelled by fitting $C_p/T$ to Eq. 1.10 for $T \geq 11 \text{ K}$ using one Debye and two independent Einstein modes (Table 5.2). The resultant phonon model [Fig. 5.10(a), solid line] is subtracted from the $C_p$ data to estimate $C_{\text{mag}}$ and, by assuming that $C_{\text{mag}} = 0$ at $T = 0 \text{ K}$, the magnetic heat capacity is integrated via Eq. 1.12 for $T \leq 20 \text{ K}$ to determine that the change in spin-entropy $\Delta S_{\text{mag}}$ associated with the phase transition at $T_c$ is approximately $R \ln 2$ per ion [Fig. 5.10(b)]. This suggests that each moment has only two spin degrees of freedom for $T \leq 20 \text{ K}$; that is, only
the lowest-energy Kramers doublet spin-state is likely to be thermally occupied at these temperatures. The calculation of $\Delta S_{\text{mag}}$ furthermore implies that the fitted phonon model has absorbed a broad Schottky anomaly that is anticipated to occur in the measurement of the real $S = 3/2$ system owing to the thermal depopulation of non-degenerate spin-states within each Co$^{2+}$ ion. However, the amplitude of this anomaly is only expected$^1$ to be $\approx 3.7 \text{ JK}^{-1}\text{mol}^{-1}$, which is one to two orders of magnitude smaller than (and within the sum of the fitted errors of) the amplitudes of the phonon modes for $[\text{Co(HF}_2]_\text{pyz}]_2\text{SbF}_6$ (Table 5.2).

When $C_{\text{mag}}(T)$ is extracted from heat capacity experiments repeated in quasistatic $\mu_0 H \leq 12 \text{ T}$ [Fig. 5.10(c)], the magnetic ordering temperature $T_c$ of the Co$^{2+}$ complex is found to decrease as the strength of an applied magnetic field is raised. This behaviour is in accord with the results of NPD measurements (above), which unambiguously determine the antiferromagnetic nature of the magnetically ordered phase. The width of peak in $C_{\text{mag}}$ at $T = T_c$ is broadened with increasing $H$ and, as a result, the magnetic ordering temperature becomes difficult to distinguish from the sloping background for experiments conducted in quasistatic $\mu_0 H > 11 \text{ T}$.

There are four observations derived from the results of parts (a) and (b) that collectively suggest that $J_{\text{ff}}/J_{\text{pyz}}$ is likely to be larger for $[\text{Co(HF}_2]_\text{pyz}]_2\text{SbF}_6$ with respect to the value of this ratio in the Cu$^{2+}$ congener: (i) high-spin Co$^{2+}$ ions contain an unpaired electron in the $d_z^2$ orbital, which allows spin-density to become delocalized over the HF$^-_2$ ligands; (ii) the investigation of the Ni$^{2+}$ complex (above) shows that HF$^-_2$ is an effective mediator of spin-exchange in cases when this ligand couples directly to magnetic $d$-orbitals; (iii) the results of NPD for the Co$^{2+}$ complex imply that separation of ions along the HF$^-_2$ bridges at 4 K is approximately 5% shorter compared to the equivalent distance in Cu$^{2+}$ congener at 1.5 K; and (iv) $[\text{Co(HF}_2]_\text{pyz}]_2\text{SbF}_6$ has a critical temperature $T_c$ that is an order of magnitude greater than the related system CoCl$_2(\text{pyz})_2$, which is a tetragonal ($I4/nmm$) AFM based upon non-coordinated (i.e. weakly coupled) $[\text{Co(pyz})_2]^{2+}$ plaquettes [213], which only adopts magnetic LRO for $T \leq 0.855(5) \text{ K}$ [193].

The overall form of $C_{\text{mag}}(T)$ for $[\text{Co(HF}_2]_\text{pyz}]_2\text{SbF}_6$ can be used to make some further assertions about the $J_{\text{ff}}/J_{\text{pyz}}$ ratio for this system. The results of QMC simulations [103] of the heat capacity for Ising spins on a cubic lattice predict that a sharp peak occurs in $C_{\text{mag}}$ at $T = T_c$ [e.g. Fig. 1.10(c)]. For ideal quadratic Ising systems, meanwhile, correlated-effective-field theory simulations [105] and Onsager’s analytical calculations [106] suggest that a similarly distinct feature is ex-

---

$^1$See for instance the heat capacity of a two-level system in Ref. [79], which has the same $T$ dependence as the Schottky anomaly resulting from the thermal depopulation between two sets of bistable Kramers doublets.
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pected to occur in the heat capacity at the transition to a magnetically ordered state. However, the correlated-effective-field theory simulations anticipate that a sharp peak at $T = T_c$ gives way to a small broad maximum in the magnetic heat capacity at $T > T_c$ in instances when a material is a close-to-ideal realization of an Ising spin chain. The sharp and distinct peak in $C_{\text{mag}}$ at $T = T_c$ \([\text{Co(HF}_2\text{)(pyz)}_2]\text{SbF}_6\) is therefore consistent with a spin-Hamiltonian in which $J_{\text{FHf}} \approx J_{\text{pyz}}$ or $J_{\text{FHf}} \ll J_{\text{pyz}}$. Thus, while observations (i)–(iv) above suggest $J_{\text{FHf}}/J_{\text{pyz}}$ may be larger in this compound compared to the Cu$^{2+}$ complex, the results of heat capacity measurements suggest that it cannot be so large so as to move the system towards the Q1D limit and it is therefore concluded that $J_{\text{FHf}}$ and $J_{\text{pyz}}$ are likely to have comparable energy scales in \([\text{Co(HF}_2\text{)(pyz)}_2]\text{SbF}_6\).

(c) Linear susceptibility: For experiments performed in quasistatic $\mu_0 H = 0.1$ T, the linear powder susceptibility $\chi_{\text{mol}}$ of \([\text{Co(HF}_2\text{)(pyz)}_2]\text{SbF}_6\) [Fig. 5.10(d)] exhibits a peak at a temperature $T \approx 8$ K. For $T > 10$ K, i.e. when the sample is in the paramagnetic phase, the inverse susceptibility begins to evolve linearly with increasing temperature [Fig. 5.10(e)] and Curie-Weiss (linear) fit to these data for $15 \leq T \leq 40$ K (red line) suggests that the powder-average effective moment of the sample is $\mu_{\text{eff}} = 4.35 \mu_B$ per ion. However there is a departure from this model once the sample temperature exceeds $\approx 50$ K (green arrow) where there is noted to be an approximately 28% reduction in the gradient of $\chi_{\text{mol}}^{-1}$ giving rise to a separate region of Curie-Weiss behaviour (dark blue line) for which $\mu_{\text{eff}} = 5.13 \mu_B$. The high temperature effective moment falls within the typical range for octahedrally coordinated Co$^{2+}$ compounds, which often take values in the range $4.7 \mu_B$ to $5.2 \mu_B$ [214]. The smaller effective moment of \([\text{Co(HF}_2\text{)(pyz)}_2]\text{SbF}_6\) below 50 K, meanwhile, is in approximate agreement with the results of ESR measurements (below) that suggest that the individual spin moments are predominantly projected along the local z-axis at these temperatures, which leads to an overall reduction in the powder-average $\mu_{\text{eff}}$ value. In this interpretation of the linear susceptibility data, 50 K represents the thermal energy at which the paramagnetic spins tend to adopt an easy-axis character and this temperature therefore acts as an order of magnitude estimate for the energy scale of the single-ion anisotropy of this complex.

In summary, the results of parts (a)–(c) suggest that \([\text{Co(HF}_2\text{)(pyz)}_2]\text{SbF}_6\) behaves as two-level spin system at low-temperatures compared to the zero-field splitting. In more general terms, the two lowest-energy eigenstates of octahedrally coordinated high-spin Co$^{2+}$ materials map onto an effective spin-half ($\sigma = 1/2$) Hamiltonian $\hat{H}_{\text{eff}}$ in an applied magnetic field wherein the single-ion anisotropy is
reparametrized as a non-Heisenberg spin-exchange interaction (e.g. Refs. [39, 40, 193]) and an anisotropic $g$-tensor $\tilde{g} = \text{diag}(\tilde{g}_{xy}, \tilde{g}_{xy}, \tilde{g}_z)$ (e.g. Refs. [39, 193]). Both of these terms also act to absorb the full size of the $\text{Co}^{2+}$ moments and, in this model, $\hat{H}_{\text{eff}}$ is given by an expression of the form

$$\hat{H}_{\text{eff}} = \tilde{J}\sum_{\langle i,j \rangle} \left[ \hat{\sigma}^z_i \hat{\sigma}^z_j + a \left( \hat{\sigma}^x_i \hat{\sigma}^x_j + \hat{\sigma}^y_i \hat{\sigma}^y_j \right) \right] + \mu_0\mu_b \sum_i H^T \tilde{g} \sigma_i, \quad (5.7)$$

where $\sigma = (\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z)^T$ is a column vector of spin-1/2 operators; the first sum runs over unique pairs of neighbouring spins, while the second sum runs over each spin; $\tilde{J}$ is the average spin-exchange constant to $z$ nearest neighbours; the parameter $a < 1$ accounts for the larger projection of the easy-axis moments on to the $z$-axis; and $H$ is the applied magnetic field. Eq. 5.7 is used in an analysis of the results of powder ESR and magnetization measurements of $[\text{Co(HF}_2\text{(pyz)}_2]\text{SbF}_6$ below.

(d) **Electron spin-resonance:** For constant frequency ($\nu = 416 \text{ GHz}$) powder ESR measurements of $[\text{Co(HF}_2\text{(pyz)}_2]\text{SbF}_6$ performed at temperatures in the range $20 \leq T \leq 30 \text{ K}$ [Fig. 5.11(a)], the differential transmission intensity $dI/dH$ exhibits a small peak at $\mu_0H \approx 5 \text{ T}$ and a larger derivative shape centred on $8 \text{ T}$ (arrows). The weak $H$ dependence of these peaks, in addition to the observation that they become stronger as $T$ is reduced, together imply that these absorptions derive from single-ion resonances within the lowest-energy Kramers doublet of each $\text{Co}^{2+}$ ion. The low-field resonance has the smaller amplitude of the two features and is therefore attributed to excitations induced in the portion of the sample for which $H$ is parallel to the $z$-axis and, with this assumption, the powder ESR measurements at $20 \text{ K}$ [Fig. 5.11(b), blue line] are modelled with a paramagnetic effective-spin half Hamiltonian using the values $\tilde{g}_z = 5.5(7)$ and $\tilde{g}_{xy} = 3.6(4)$ (red line). The errors here derive from the finite widths of the measured single-ion ESR resonances that, in turn, leads to an error in determining the precise fields of these features. The powder-average value $\tilde{g} = [\frac{1}{3}(\tilde{g}_z^2 + 2\tilde{g}_{xy}^2)]^{1/2} = 4.3(5)$ derived from this result implies that the effective moment in the $\sigma = 1/2$ model is $\mu_{\text{eff}} = \tilde{g}\sigma(\sigma+1)^{1/2}\mu_b = 3.7(5)\mu_b$, which is in approximate agreement with the value derived from the analysis of the powder-average inverse linear-susceptibility for $15 \leq T \leq 40 \text{ K}$ in part (c).

At $20 \text{ K}$, the size of the paramagnetic $\text{Co}^{2+}$ moment projected onto the local $z$-axis $\tilde{g}_z\mu_b\sigma = 2.8(4)\mu_b$ is furthermore consistent with the magnitude of the ordered moment $\mu_{\text{Co}} = 3.02(6)\mu_b$ derived from the results of NPD in part (a). The $\text{Co}^{2+}$ system therefore does not exhibit a renormalized moment $T \leq T_c$, in contrast to the $\text{Cu}^{2+}$ congener. There are three key differences between the $\text{Cu}^{2+}$ and $\text{Co}^{2+}$ materials of this chapter that may account for this observation: (i) $S = 1/2$ for
Figure 5.11: (a) For constant $\nu$ powder ESR measurements of $[\text{Co(HF}_2\text{)(pyz)}_2]\text{SbF}_6$ at $T > T_c$, the differential transmission intensity $dI/dH$ vs. $\mu_0 H$ (lines) exhibits two single-ion resonances (red arrows), while a strong antiferromagnetic resonance centred on $\mu_0 H \approx 8.5$ T develops for $T < T_c$. The circle in the 5 K ESR spectrum marks a spin-flop resonance (see text), the dashed line is a guide to the eye and the asterisks mark peaks attributed to a paramagnetic impurity. (b) At 20 K, the observed form of the single-ion resonances (blue line) is broadly reproduced with an effective spin-half model wherein $\tilde{g}_z = 5.5(7)$, $\tilde{g}_{xy} = 3.6(4)$ and the isotropic line width (i.e. full width at half maximum) is 800 mT. (c) For measurements of $dI/dH$ vs. $\mu_0 H$ at 5 K, the strong antiferromagnetic resonance mode (derivate shape) moves to higher $H$ with increasing $\nu$. A series of weaker absorptions (diamonds) at lower values of $H$ evolve linearly with $\nu$ and are consistent with $\tilde{g}_z \approx 6.3$. (d) The $\nu$ dependence of the antiferromagnetic resonance mode (triangles) is approximately accounted for with a theoretical Ising model (solid line) (Eq. 5.8, see text). Data in panels (a)–(c) are plotted in arbitrary units and are offset for clarity.

Cu$^{2+}$, whilst $S = 3/2$ for Co$^{2+}$; (ii) the $J_{\text{hf}}/J_{\text{pyz}}$ ratio is likely to be closer to one for the Co$^{2+}$ complex; and (iii) the Co$^{2+}$ moments have an Ising character as opposed to the Heisenberg Cu$^{2+}$ spins. Point (i) by itself is not sufficient to explain the lack of a reduced moment in the Co$^{2+}$ system as the results of linear spin-wave theory calculations for Heisenberg square-lattice AFMs, for instance, predict $S = 3/2$ systems to exhibit a $T = 0$ ordered moment that is reduced from its paramagnetic value by 87% [98]. Instead, it is points (ii) and (iii) that combine to stabilize $\mu_{\text{Co}}$ from the effects of QFs in $[\text{Co(HF}_2\text{)(pyz)}_2]\text{SbF}_6$. Ideal square-lattice Ising systems are expected to order at a finite temperature with the full ordered moment [217] and, furthermore, spin-waves are not observed in the experimental investigation of real Q2D Co$^{2+}$ compounds [218] thus removing the mechanism by which the reduced
moment was observed in the Cu$^{2+}$ system. While one-dimensional Ising systems are expected to order with the full moment at $T = 0$ unless perturbed, for instance, by a small transverse magnetic field [16] the experimental investigation of real Co$^{2+}$ materials that approximately map onto the Q1D Ising model have been shown to exhibit a reduced ordered moment in the ordered phase [219,220]. The observation of the full moment at $T \leq T_c$ for [Co(HF$_2$)(pyz)$_2$]SbF$_6$, suggests that while $J_{\text{HF}}/J_{\text{pyz}}$ is expected to be larger for this system with respect to the Cu$^{2+}$ complex, this ratio is unlikely to be so large as to give rise to Q1D behaviour; that is, the results of this section are consistent with the discussion of the heat capacity (above).

In the present ESR study, the results of measurements conducted at 5 K with $\nu = 416$ GHz [Fig. 5.11(a), dark-blue trace] exhibit a strong antiferromagnetic resonance mode centred on $\mu_0 H \approx 8.5$ T. The width of this mode $\Delta H_w$ is approximately two orders of magnitude greater than the AFM resonance of the $S = 1/2$ system [Cu(HF$_2$)(pyz)$_2$]SbF$_6$. Heisenberg systems are expected to exhibit narrow ESR resonances [49] and, thus, the ESR measurements of the Co$^{2+}$ complex are indicative of non-Heisenberg type spin-exchange interactions in this material [215]. In an isothermal $\nu$-dependent ESR study at 5 K [Fig. 5.11(c)], the AFM resonance mode of [Co(HF$_2$)(pyz)$_2$]SbF$_6$ is observed to move to increasingly higher $H$ as $\nu$ is raised. This frequency dependence [Fig. 5.11(d), points] is fitted to an expression [216] for ideal Ising spins of the form

$$
\nu = \frac{\tilde{g}\mu_0 H}{h} \left( H^2 - H_{\text{sf}}^2 \right)^{1/2}, \tag{5.8}
$$

where $\tilde{g}$ is the powder-average $\sigma = 1/2$ $g$-factor and $H_{\text{sf}}$ estimates the value of a field induced spin-flop (SF) transition that is expected to occur in easy-axis AFMs for an applied magnetic field along the $z$ direction. Specifically, $H_{\text{sf}}$ is a lower bound of the spin-flop field that is realized in the case of purely Ising spins, while the spin-flop field of the real compound is $H_{\text{sf}} > H_{\text{sf}}$. Fitting Eq. 5.8 to the measured data [Fig. 5.11(d), solid line] yields $\mu_0 H_{\text{sf}} = 4.9$ T (arrow) and $\tilde{g} = 4.21$. The fitted powder-average $g$-factor is consistent with the value of $\tilde{g}$ derived from the analysis of the single-ion ESR resonances at 20 K (above).

One final note is that there is a small broad feature in the 5 K transmission ESR spectrum [marked with a circle in panel (a)] that occurs for applied magnetic fields in the approximate range $5 \leq \mu_0 H \leq 6$ T; i.e. in the approximate vicinity of $H_{\text{sf}}$. A frequency-independent ESR resonance mode is predicted to occur at the true spin-flop transition $H = H_{\text{sf}}$ once $T < T_c$ [216] and this might be the cause of this particular feature, although it was not observed over a wide $\nu$ range as this feature quickly becomes masked by the AFM mode for $\nu \leq 331.2$ GHz.
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Figure 5.12: Applied magnetic field $\mu_0 H$ dependence of: (a) the magnetization $M$; and (b) the differential susceptibility $dM/dH$, for a powdered sample of $\text{[Co(HF$_2$)(pyz)$_2$]SbF}_6$. Data are extracted from VSM ($T \geq 1.4$ K) and pulsed-field magnetometry ($T = 0.8$ K). Here, a.u. = arbitrary units; arrows in (a) show the direction of $H$; while arrows in (b) mark the positions of the critical fields (see text). (c) Schematic $M(H)$ curves for an easy-axis $\sigma = 1/2$ AFM at $T = 0$. For $H \parallel z$ (red line) there is a transition to a spin-flop (SF) and spin-polarized (SP) phase at $H_{sf}$ and $H_{sp}$ respectively. The lines drawn here assume $H_{sv}/\tilde{H}_{sv} = 0.75$ and $\tilde{g}_x/\tilde{g}_z = 0.65$ (as measured for $\text{[Co(HF$_2$)(pyz)$_2$]SbF}_6$). (d) Powder-average phase diagram for $\text{[Co(HF$_2$)(pyz)$_2$]SbF}_6$. Here, the critical temperature and fields are derived from the results of heat capacity (circles), VSM (triangles) and pulsed-field magnetometry (diamonds) measurements. The dashed lines are a guide to the eye.

(e) Quasistatic and pulsed-field powder magnetometry: The powder magnetization $M$ of $\text{[Co(HF$_2$)(pyz)$_2$]SbF}_6$ is studied with VSM measurements at temperatures in the range $1.4 \leq T \leq 8$ K and compensated coil extraction magnetometry experiments performed at $0.8$ K with $\mu_0 H \leq 20$ T [Fig. 5.12(a)]. When the pulsed-field magnetization trace is (approximately) normalized to the $1.8$ K VSM measurement (blue curve), $M$ is found to reach a value of $\approx 2\mu_b$ per ion at $\mu_0 H = 20$ T. This is significantly below the value of $3.02\mu_b$ expected in the spin-polarized phase, which suggests that the single-ion anisotropy of this complex is strong compared to the powder-average Zeeman energy $\tilde{g} \mu_B \mu_0 H \sigma / k_B \approx 29$ K of the effective spin-half moments at $\mu_0 H = 20$ T.

For isothermal magnetometry measurements performed at $T < T_c$ a large
kink develops in $M(H)$ at $\mu_0 H \approx 5$ T, which corresponds to a rapid increase in $dM/dH$ [Fig. 5.12(b)]. The differential susceptibility then approximately plateaus until $\mu_0 H$ reaches $\approx 7$ T where after $dM/dH$ begins to decrease with increasing $H$. For $\mu_0 H < 5$ T, the initial gradient of $dM/dH$ tends to increase with sample temperatures up to 8 K. This observation is in keeping with the measured peak in the linear susceptibility at 8 K [see part (c)] and is therefore likely to be a reflection of the $k_B T/\tilde{J}$ ratio of a particular experiment; i.e. at low temperatures compared to $\tilde{J}$ then pairs of neighbouring Co$^{2+}$ moments become preferentially antiferromagnetically coupled, which makes the individual spin orientations less susceptible to a small applied magnetic field. One final observation is that the oscillations for $\mu_0 H > 8$ T in the pulsed-field measurements are an artefact of the experimental procedure. The measurement signal in compensated coil extraction magnetometry is proportional to $dM/dH$ [45] and, while this makes this technique very sensitive to kinks and inflections in the magnetization curves, this quantity becomes increasing diminished and susceptible to noise once a greater proportion of the powdered sample becomes spin-polarized.

A quantitative interpretation of the kinks in $dM/dH$ at $\mu_0 H \approx 5$ and 7 T proceeds with a semi-classical model that considers the Co$^{2+}$ moments as vectors governed by the spin-Hamiltonian of Eq. 5.7. Given the results of NPD measurements (above), which imply that the zero-field magnetic ground-state consists of collinear and antiferromagnetically coupled moments, Eq. 5.7 dictates that the average energy per spin is $\epsilon^0 = -\frac{1}{2} z \tilde{J} \sigma^2$, where the factor of one-half avoids the double counting of bonds when averaging this quantity over the entire spin-ensemble. For a magnetic field $H^z$ applied parallel to the $z$-axis, the Ising ground state competes with a spin-canted phase in which the spins are antiferromagnetically coupled in the $xy$-plane but each moment is rotated by an angle $\theta$ towards the direction of $H^z$. The energy $\epsilon^z$ of the canted phase is given by the expression

$$\epsilon^z = \frac{1}{2} z a \tilde{J} \sigma^2 \sin^2 \theta - \frac{1}{2} z \tilde{J} \sigma^2 \cos^2 \theta - \tilde{g}_z \mu_0 \mu_B H^z \sigma \sin \theta,$$

which is minimized when $\sin \theta = \tilde{g}_z \mu_0 \mu_B H^z / [z(1 + a) \tilde{J} \sigma]$. Once $H^z$ is sufficient for $\epsilon^z$ to become lower in energy than $\epsilon^0$, the spins rotate from the Ising ground-state to the canted phase in a spin-flop (SF) transition [Fig. 5.12(c), red-line]. This occurs at $H = H_{sf}$, which satisfies the relation

$$\mu_0 H_{sf} = \frac{z \tilde{J}(1 - a^2)^{1/2} \sigma}{\tilde{g}_z \mu_B}.$$

As $H$ increases the Co$^{2+}$ moments continue to rotate until a spin-polarized phase (SP) is reached when $\theta = \pi/2$. The equilibrium value of $\sin \theta$ (above) suggests this
will occur once $H^z = H^z_{\text{sp}}$, which is given by

$$\mu_0 H^z_{\text{sp}} = \frac{z \tilde{J}(1 + a)\sigma}{\tilde{g}_z \mu_b}.$$

(5.11)

When $H$ is instead applied perpendicular to the easy-axis [Fig 5.12(c), pale-blue line] the spins rotate to align with the applied magnetic field with no discontinuities in $M(H)$ for $H < H^z_{\text{sp}}$. The first two kinks in the powder-average magnetization are therefore concurrent with field-induced phase transitions from the portion of the sample with $H$ along the $z$-axis.

The observed sharp rise and subsequent decrease in the 0.8 K powder $dM/dH$ measurements of $\text{[Co(HF}_2\text{)(pyz)}_2\text{SbF}_6$ [Fig. 5.12(b)] at 5.1(1) T and 6.8(2) T (arrows) are attributed to $\mu_0 H^z_{\text{sp}}$ and $\mu_0 H^z_{\text{sf}}$ respectively. With the result from ESR that $\tilde{g}_z = 5.5(7)$, these critical fields combine with Eqs. 5.10 and 5.11 to yield values of $z \tilde{J}/k_B = 39(9)$ K and $a = 0.28(6)$. Given the discussions in parts (b) and (d) that $J_{\text{pyz}}$ and $J_{\text{het}}$ are likely to have comparable energy scales in this system, assuming a value of $z = 6$ leads to an estimate of the average nearest-neighbour spin-exchange constant $\tilde{J}/k_B = 7(1)$ K. In this model, the measured ratio $k_B T_c/\tilde{J}$ is found to be 1.1(2), which agrees with a value of 1.1 that is predicted for networks of exchange-coupled ideal Ising spins arranged on the vertices of a cubic lattice [193].

Finally, the results of this section are collated with those from the heat capacity and NPD measurements (above) to form a powder-average $H - T$ phase diagram for $\text{[Co(HF}_2\text{)(pyz)}_2\text{SbF}_6$ [Fig. 5.12(d)]. In zero-field and for temperatures $T > T_c$, the Co$^{2+}$ moments are paramagnetic (PM), but are likely to retain an easy-axis character for temperatures below $\approx 50$ K, while for $T \leq T_c$ the moments adopt a collinear Ising-like antiferromagnetic ground state. The effect of an applied magnetic field $H > 0$ is firstly to reduce $T_c$ and secondly to induce two phase transitions in a powdered sample such that, in the portion of the sample with $H$ parallel to the $z$-axis, the spins firstly reach a spin-flop (SF) phase before reaching a spin-polarized phase. Future work on this compound might be aimed at examining the field induced phase transition to a fully polarized spin-state or to obtain an accurate estimate for the CEF splitting of the individual Co$^{2+}$ spin-states.

### 5.4 Conclusions

A NPD investigation of the polymeric series $[M(\text{HF}_2)(\text{pyz-d}_4)_2]\text{SbF}_6$ ($M = \text{Cu}^{2+}$, Ni$^{2+}$ or Co$^{2+}$) reveals that each material is isostructural at He temperatures, crystallizing in the $P4/nmm$ space group. The Q2D $S = 1/2$ Cu$^{2+}$ congener is measured to exhibit an ordered moment $\mu_{\text{Cu}} = 0.6(1) \mu_b$ that is determined to be reduced from
its paramagnetic value \( g\mu_n S = 1.07(1)\mu_n \) by quantum fluctuations that persist in the magnetically ordered phase. A single-crystal magnetometry study of this compound furthermore implies that the \( S = 1/2 \) moments are well approximated by a Heisenberg model for \( T \geq 2 \) K, which is most likely to be a consequence of the high-symmetry of this tetragonal complex. This implies that related polymeric systems of this type might provide a platform on which to further investigate the magnetic properties of the Heisenberg \( S = 1/2 \) model in future experimental work. The main effect of a finite spin-orbit coupling interaction in \([\text{Cu(HF}_2\text{)(pyz)}_2]\text{SbF}_6\) is to give rise to an anisotropic \( g \)-factor, which accounts for the range of saturation fields observed \([76]\) in pulsed-field powder magnetization measurements. However, the single-crystal magnetometry measurements performed in this work found no direct evidence for non-Heisenberg intraplane spin-exchange interactions in this compound and this result is used to infer that the finite ordering temperature of this Q2D \( S = 1/2 \) AFM is largely attributable to an antiferromagnetic exchange interaction \( J_{\text{hf}}/k_B = 0.12 \) K along the HF ligands.

\[ [\text{Ni(HF}_2\text{)(pyz)}_2]\text{SbF}_6 \text{ exhibits an } XY-\text{AFM ground-state for } T \leq 12.2 \text{ K wherein the ordered Ni}^{2+} \text{ moment } \mu_{\text{Ni}} = 2.03(7)\mu_n \text{ is consistent with the full paramagnetic value } g\mu_n S \approx 2.08\mu_n \text{ [47]. Estimates of the uniaxial single-ion anisotropy } D/k_n = 15(1) \text{ K and the quantity } (2J_{\text{hf}} + 4J_{\text{pyz}})/k_n = 22.4(2) \text{ K are extracted for this compound using a semi-classical interpretation of the results of pulsed-field powder magnetization measurements. However, given the non-negligible size of } J_{\text{pyz}}, \text{ INS experiments performed on a powder are necessary to uniquely determine } D/k_n = 13.3(3) \text{ K, } J_{\text{hf}}/k_n = 10.4(3) \text{ K and } J_{\text{pyz}}/k_n = 1.4(2) \text{ K. These three magnetochemical parameters are used in a semi-classical Monte-Carlo simulation of the powder-average magnetization, which is found to provide a good approximation to the measured magnetization trace and furthermore suggests that the anisotropic saturation field of this exchange-coupled system compound largely derives from the easy-plane nature of } D. \text{ Lastly, the results of a published [68] QMC study suggest that it is combination precise combination of the ratios } D/J_{\text{hf}} \text{ and } J_{\text{pyz}}/J_{\text{hv}} \text{ that act to stabilize magnetic LRO in this Q1D } S = 1 \text{ AFM system with respect to the disordered Haldane and quantum paramagnet phases.}

Collectively, the work performed on the Ni\textsuperscript{2+} complex in this chapter outlines a strategy that may be used for the efficient characterization of related \( XY \)-like \( S = 1 \) powdered compounds. Firstly, elastic NPD measurements may be used to obtain the nature of the magnetic ground-state, thereby determining the sign of the single-ion anisotropy and nearest neighbour spin-exchange interactions. For systems with \( g \approx 2, (D + z\langle J\rangle)/k_n < 43.6 \) K, and \( T_c > 800 \text{ mK}, \) then a semi-
classical interpretation of the results of powder-average magnetization measurements performed at 3He temperatures with the 65 T capacitor-driven pulsed-field magnet at NHMFL (Los Alamos) may be used to infer the strengths of the $D$ and the average nearest-neighbour spin-exchange $z\langle J \rangle$. In specific cases when the number of nearest neighbours $z$ may be estimated (e.g., by inference from the structure, via DFT calculations, or by measuring power-law dependence of the low-T magnetic heat capacity), then powder magnetometry measurements alone are likely to be sufficient to characterize the spin Hamiltonian of the system. If the saturation field of a particular $S = 1$ compound exceeds the capabilities of pulsed-field magnets, or if the exchange constants are strong along multiple ligand types (as is the case for [Ni(HF$_2$)(pyz)$_2$]SbF$_6$), then INS measurements may be warranted in order to determine unique estimates of $D$ and the individual components of $z\langle J \rangle$.

For [Co(HF$_2$)(pyz)$_2$]SbF$_6$, the results of powder heat capacity and NPD investigations demonstrate firstly that this spin system exhibits antiferromagnetic order for $T \leq 7.1(1)$ K; secondly that the Co$^{2+}$ ions adopt the high-spin ($S = 3/2$) configuration; and thirdly that the combined effect of spin-orbit coupling and the CEF produced by the axially compressed CoN$_4$F$_2$ octahedra is to give rise to a low-energy Ising-like Kramers doublet within each Co$^{2+}$ ion. A Curie-Weiss analysis of the powder-average inverse linear-susceptibility suggests that an effective spin $\sigma = 1/2$ Hamiltonian is applicable to this compound at temperatures $T < 50$ K and, within this model, the results of powder ESR measurements and magnetometry measurements indicate that the effective $g$-tensor components are $\tilde{g}_z = 5.5(7)$ and $\tilde{g}_{xy} = 3.4$, while the average spin-exchange interaction $z\tilde{J}/\kappa_n = 39(9)$ K. Given that each $S = 3/2$ Co$^{2+}$ spin-centre contains an unpaired electron in a suborbital with $d_{z^2}$ character, in addition to the observations of the Ni$^{2+}$ congener (above) that charge assisted H⋯F bonds are efficient mediators of magnetic exchange, it is likely that the $J_{yvy}/J_{pyz}$ ratio for [Co(HF$_2$)(pyz)$_2$]SbF$_6$ is greater than in the Cu$^{2+}$ system. However, the absence of a broad maximum in the magnetic heat capacity for the Co$^{2+}$ complex, in conjunction with the observation that the ordered Co$^{2+}$ moment $[3.02(6)\mu_B]$ accounts for the full paramagnetic value in the $\sigma = 1/2$ model implied by the results of ESR, suggests that the $J_{yvy}/J_{pyz}$ ratio cannot be so large as to move [Co(HF$_2$)(pyz)$_2$]SbF$_6$ towards the Q1D limit. Under the assumption that the exchange interactions along the pyz and HF$_2^-$ molecules are comparable (i.e., $z = 6$), the measured ratio $\kappa_nT_C/\tilde{J} = 1.1(2)$ is found to be consistent with the expectation value of 1.1 that is predicted for cubic Ising systems [193].
Chapter 6

Conclusions

This thesis provides an experimental and theoretical examination of five separate homometallic-organic coordination polymers. These investigations include an exploration of: (i) the adiabatic physics, zero-point fluctuations and possible two-dimensional universal behaviour of Cu(pyz)(gly)ClO$_4$ (pyz = pyrazine; gly = glycinate), an exchange-coupled spin-dimer complex; (ii) the significance of bond-disorder and the nature of the single-ion anisotropy in [H$_2$F]$_2$[NiF$_2$(3-Fpy)$_4$][SbF$_6$]$_2$ (3-Fpy = 3-fluoropyridine), a spin $S = 1$ system for which the Ni$^{2+}$ ions are arranged on the vertices of a two-dimensional kagome lattice; and (iii) the relation between some of the bulk thermodynamic and local magnetic properties of the isostructural series of tetragonal antiferromagnets (AFMs) [$M$(HF$_2$)(pyz)$_2$]SbF$_6$, where $M$ is Cu$^{2+}$ ($S = 1/2$), Ni$^{2+}$ ($S = 1$) or Co$^{2+}$ ($S = 3/2$).

Cu(pyz)(gly)ClO$_4$ is a spin-gapped system that adopts a zero-field quantum disordered ground-state [74]. In an applied magnetic field $H$ the material exhibits a field-induced phase that is bounded by two zero temperature quantum critical points (QCPs) $H_{c1,2}$, between which the magnetic properties map onto the formation of a Bose-Einstein condensate that develops from a nonmagnetic vacuum. This electrically-insulating spin-dimer complex undergoes a strong and continuous magnetocaloric effect (MCE) (i.e. a change in the sample temperature $T$) under the application of adiabatic $H$ sweeps that, when accounted for, explains an apparent discrepancy between the results of magnetometry measurements recorded in quasistatic and pulsed-magnetic fields. A direct pulsed-field measurement of the MCE implies that the sample $T$ is perturbed by $H$, although the isentropes of the system (and therefore the full extent of the MCE) are most readily derived from an examination of heat capacity experiments performed in quasistatic $H$. A general thermodynamic model of the magnetic heat capacity $C_{mag}$ is found to largely
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account the observed form of the constant entropy contours in Cu(pyz)(gly)ClO$_4$, and these heat capacity simulations furthermore suggest that the MCE is a general property of spin-dimer systems; that is, if the antiferromagnetic intradimer exchange constant is given by $J$, then the initial sample temperature $T_0$ is expected to be immediately reduced by an adiabatic applied field $H > 0$ once $T_0 < 0.5J/k_B$. Thus, the MCE is concluded to be an important consideration for the pulsed-field measurements of electrically-insulating samples and not just for conductive materials, which are known to display effects such as eddy current heating in rapidly changing $H$ (e.g. Ref. [113]).

Isothermal cuts through heat capacity measurements of Cu(pyz)(gly)ClO$_4$ reveal two sharp anomalies at $H_{c1}$ and $H_{c2}$, where the peak height at the first critical field is substantially reduced relative to the maximum observed at the second critical point at the same sample $T$. This property is attributed to an extraordinary contribution to the heat capacity measurements from zero-point fluctuations that persist at $T > 400$ mK and, therefore, future work aimed at examining the bulk thermodynamic properties of polymeric Heisenberg $S = 1/2$ AFMs may provide an accessible means to further explore the macroscopic effects of fundamental microscopic spin fluctuations in the laboratory. For measurements recorded in quasistatic $H \approx H_{c2}$, the $T$ dependence of $C_{mag}$ for Cu(pyz)(gly)ClO$_4$ displays a power law exponent that is consistent with two-dimensional universal behaviour of this quantum spin system. This observation is furthermore in keeping with an analysis of published [74] room temperature structure of the compound, which suggests that the spin-density is likely to be largely distributed within individual [Cu(pyz)(gly)]$^+$ layers in this material.

The results of 100 K single-crystal x-ray diffraction measurements performed on the kagome complex [H$_2$F]$_2$[NiF$_2$(3-Fpy)$_4$]$_3$[SbF$_6$]$_2$, meanwhile, imply that each of the charge-assisted Ni-F···H-F-H···F-Ni hydrogen-bonded bridges that connect the individual spin-centres within the kagome layers exhibits two-levels of positional disorder: (i) the central F atom of the H$_2$F$^+$ moiety adopts one of two possible positions; and (ii) for each F site the whole poly-HF cation rotates to adopt one of three equally-likely orientations. A computational density-functional theory (DFT) study [75] suggests that while property (i) is expected to have little impact on the magnetic properties of the system, the effect of (ii) is to suppress the strength of the intraplane Ni-Ni spin-exchange interactions. The results of polycrystalline muon spin-rotation experiments corroborate the predicted weak nature of the exchange interactions, revealing that there is no long-range magnetic order in this system for $T \geq 0.019$ K. In addition, the observations derived from powder electron spin-
resonance (ESR), heat capacity and magnetometry experiments are all accounted for by considering the uniaxial $D$ and rhombic $E$ single-ion anisotropy of the $\text{Ni}^{2+}$ ions alone, where $D/k_B = 8.3(4)$ K and $E/k_B = 1.2(3)$ K respectively. The interesting structure of $[\text{H}_2\text{F}]_2[\text{NiF}_2(3-\text{Fpy})_4][\text{SbF}_6]_2$ and the surprisingly strong effect that the positional disorder of the $\text{H}_2\text{F}^+$ moieties has on the bulk magnetic properties of this compound suggests that similar polymeric magnets consisting of charge-assisted hydrogen-bonds are likely to continue to play a key role in the investigation of the interdependence of magnetic order, geometric frustration, and structural disorder in condensed matter systems.

The results of time-of-flight neutron powder diffraction (NPD) and single crystal magnetometry measurements of $[\text{Cu}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6$ suggest that this quasi-two-dimensional $S = 1/2$ square-lattice AFM is well approximated by a Heisenberg (isotropic) spin model at $T \geq 2$ K. The ordered $\text{Cu}^{2+}$ moment $\mu_{\text{Cu}} = 0.6(1)\mu_B$ is determined to be reduced from a powder-average paramagnetic (PM) value of $g\mu_B S = 1.07(1)\mu_B$ [45, 76] by quantum fluctuations (QFs) that persist within the magnetically ordered phase. In the absence of direct evidence for anisotropic intraplane spin-exchange interactions mediated by the pyz linkages, this compound is most likely to be driven to magnetic long-range order below a critical temperature $T_C = 4.3$ K as a result of antiferromagnetic interlayer spin-exchange interactions $J_{\text{fHF}}/k_B = 0.12$ K facilitated by the HF$_2^-$ ligands. In summary, this work suggests that similar tetragonal polymeric $S = 1/2$ systems might provide a set of compounds in which to further examine the magnetic properties of the Heisenberg square-lattice model in future experimental work.

A NPD investigation of $[\text{Ni}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6$ and $[\text{Co}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6$ implies that the ordered $\text{Ni}^{2+}$ [$\mu_{\text{Ni}} = 2.03(7)\mu_B$] and $\text{Co}^{2+}$ [$\mu_{\text{Co}} = 3.02(6)\mu_B$] moments of these systems are consistent with their respective PM values. While these systems both have a larger $S$ quantum number with respect to the isostructural $\text{Cu}^{2+}$ congener, the suppression of QFs in each of the $\text{Ni}^{2+}$ and $\text{Co}^{2+}$ compounds is attributed to a combined effects of: (i) the single-ion anisotropy; and (ii) the larger $J_{\text{fHF}}/J_{\text{pyz}}$ ratio of the interplane to intraplane spin-exchange constants for these materials. Point (ii) further suggests that $\text{Ni}^{2+}$ and $\text{Co}^{2+}$ complexes are likely to play a significant part in evaluating the role charge-assisted hydrogen bonds can play in facilitating magnetic exchange interactions within crystalline polymeric compounds.

The NPD study of $[\text{Ni}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6$ additionally indicates that $D$ has an $XY$-like (easy-plane nature) in this polymeric complex. A semi-classical interpretation of the measured anisotropic saturation field of this compound is employed to provide quantitative estimates of $D/k_B = 15(1)$ K and the average quantity
\[ z(J)/k_B \equiv (2J_{\text{ff}} + 4J_{\text{pyz}})/k_B = 22.4(2) \text{ K}. \] However, since the results of DFT calculations predict that there is a significant delocalization of spin-density over both the pyz and HF$_2^-$ ligands in this particular system [77], inelastic neutron scattering (INS) measurements of a powdered sample are necessary to uniquely determine \( D/k_B = 13.3 \text{ K}, \) \( J_{\text{ff}}/k_B = 10.3 \text{ K} \) and \( J_{\text{pyz}}/k_B = 1.6 \text{ K} \). The measured \( D/J_{\text{ff}} \) and \( J_{\text{pyz}}/J_{\text{ff}} \) ratios combine with a published [68] quantum Monte-Carlo study of the phase-diagram of quasi-one-dimensional (Q1D) \( S = 1 \) AFMs to suggest that \([\text{Ni}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6\) lies close to a QCP that is predicted to separate long-range magnetic order from two topologically distinct quantum disordered phases. Future work might aim to perturb \([\text{Ni}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6\) (e.g. with pressure or uniaxial stress) in order to explore a greater proportion of this low-temperature theoretical phase diagram in the laboratory.

The results of heat capacity and NPD measurements of the Co$^{2+}$ complex combine to show that this material adopts an Ising-like antiferromagnetic spin-state at temperatures below \( T_c = 7.1(1) \text{ K} \). The ratio \( J_{\text{ff}}/J_{\text{pyz}} \) is likely to be greater in this high-spin Co$^{2+}$ compound relative to the size of this ratio in the Cu$^{2+}$ congener, although an absence of a broad hump in \( C_{\text{mag}} \) at \( T \geq T_c \) for \([\text{Co}(\text{HF}_2)(\text{pyz})_2]\text{SbF}_6\) in addition to the observation that the ordered Co$^{2+}$ moment accounts for the full PM value in the effective spin \( \sigma = 1/2 \) model that is observed with ESR, the ratio of the spin-exchange constants along the HF$_2^-$ and pyz ligands cannot be so large so as to move the Co$^{2+}$ material towards the Q1D limit. With this deduction, the results of powder magnetization experiments imply that average nearest-neighbour spin-exchange interaction in the effective \( \sigma = 1/2 \) Hamiltonian is \( \tilde{J}/k_B = 7(1) \text{ K} \) and the measured ratio of \( k_B T_c/J \tilde{J} = 1.1(2) \) is consistent with the value expected in the case of Ising spins arranged on the corners of a cubic lattice [193].

The thesis also pays attention to some of the general results of Chapters 4 and 5 that may be pertinent to future work that is aimed at the characterization of powdered \( XY \)-like \( S = 1 \) materials. For systems comprised of weakly-coupled ions, pulsed-field magnetometry is determined to be an efficient means to estimate the strength of \( D \). Specifically, a small bump in the differential powder susceptibility is predicted to occur at a critical field \( \mu_0 H_c = (D^2 - E^2)^{1/2}/(g\mu_B) \) for temperatures performed below \( \approx 0.18 D/k_B \). Thus, in cases when \( D \ll E \) and \( g = 2 \), this implies that $^3$He magnetometry measurements performed with the 65 T capacitor-driven short-pulse magnets at the National High Magnetic Field Laboratory (NHMFL), Los Alamos, are likely to be sensitive to single-ion anisotropies in the approximate range \( 2.2 \leq D/k_B \leq 87.1 \text{ K} \). If, however, the \( S = 1 \) ions have an average spin-exchange \( \langle J \rangle \) to \( z \) nearest neighbours, then NPD measurements of the magnetic ground-state are
a reliable way to extract the sign of individual terms in the spin Hamiltonian. Following this, pulsed field magnetometry at NHMFL (Los Alamos) ought to be useful as a means to estimate the sizes of $D$ and $z\langle J \rangle$ providing $(D + z\langle J \rangle)/k_B < 43.6$ K, $g = 2$, and $T_C > 800$ mK. An INS investigation is likely to be most appropriate in instances when: (i) $z$ cannot be estimated from the structure, via DFT calculations, or through measurements of the low-temperature power-law dependence of $C_{\text{mag}}(T)$; (ii) there are comparable spin-exchange interactions over multiple ligand types; or (iii) the energy scale of $2(D + z\langle J \rangle)/(g\mu_B)$ exceeds the maximum $\mu_0H$ that can be achieved with experimental systems.

Perhaps, above all else, this thesis shows that polymeric magnets provide an accessible means to experimentally investigate a wide range of emergent magnetic phenomena even when the compounds themselves are comprised from a relatively small number of molecular building blocks. Given firstly that there has been a sustained theoretical and experimental interest in the tunable nature of condensed matter magnetism, which goes back as far as Pierre Curie’s early examination of the temperature dependent properties of ferromagnets in the 19th century [1]; and secondly that metal-organic frameworks offer physicists, chemists and materials scientists an unprecedented degree of control over some of the microscopic characteristics of solid-state systems including the size of the spin quantum number, the dimensionality of the spin-exchange network, and the nature of the single-ion anisotropy (e.g. Refs. [4, 22–24]), it seems beyond doubt that coordination polymers will continue to play an integral role in condensed matter research by facilitating many more laboratory-based investigations of quantum magnetism in the future.
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