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In 1969, Dade showed that the nilpotent length of a finite soluble group is bounded in terms of the composition length of a Carter subgroup. The main aim of this thesis is to prove a dual result to this involving nilpotent injectors instead of Carter subgroups: namely, we prove the following theorem.

**Theorem.** Let $E$ be a nilpotent injector of the finite soluble group $G$. Suppose that $E$ can be generated by $m$ elements, and that $G$ has nilpotent length 1. Then

$$1 \leq m + 3.$$

Three other (similar) bounds are also proved. All four results are consequences of two theorems concerning the representation theory of a soluble group over a finite field.
CONVENTIONS

All groups are finite unless otherwise stated. All modules are finite dimensional.

In the large amount of arithmetic in this work, the period (.) will be used to denote multiplication (not a decimal point).

See the note after Hypotheses (II.2.7) for a convention concerning central products (which we denote by $\gamma$).

NOTATION

Let $H$ and $G$ be groups. Let $K$ be a field and $E$ a field extension of $K$. Let $V$ be an $FG$-module. Let $p$ be a prime, let $m$ and $n$ be integers, and let $x$ be a real number.

- $H \leq G$: $H$ is a subgroup of $G$.
- $H \triangleleft G$: $H$ is a normal subgroup of $G$.
- $H < G$: $H$ is a proper subgroup of $G$.
- $H \triangleleft G$: $H$ is a minimal subgroup of $G$.
- $H <\cdot G$: $H$ is a maximal subgroup of $G$.
- $\text{char } G$: $H$ is a characteristic subgroup of $G$.

The meaning of $\triangleleft$, $\cdot$, etc., should be obvious.

- $\mathbb{Z}(G)$: the centre of $G$.
- $G'$: the derived group of $G$.
- $G^{(n)}$: the $n$th derived group of $G$. 
\( \mathcal{P}(G) \) the Frattini subgroup of \( G \) (page 7).
\( F(G) \) the Fitting subgroup of \( G \) (page 7).
\( \mathcal{O}_p(G) \) the largest normal \( p \)-subgroup of \( G \) (page 7).
\( \mathcal{P}_p(G) \) the largest normal \( p' \)-subgroup of \( G \) (page 7).
\( F_i(G) \) the \( i \)th term in the upper nilpotent series of \( G \) (page 8).
\( J_i(G) \) the \( i \)th term in the lower nilpotent series of \( G \).
\( K_i(G) \) the \( i \)th term in the lower central series of \( G \).
\( \text{Aut}(G) \) the automorphism group of \( G \).
\( \text{Syl}_p(G) \) the set of Sylow \( p \)-subgroups of \( G \).
\( C_G(H) \) (where \( H \leq G \)) the centraliser of \( H \) in \( G \).
\( N_G(H) \) (where \( H \leq G \)) the normaliser of \( H \) in \( G \).
\( \text{Core}_G(H) \) the core of \( H \) in \( G \) (page 85).
\( l(G) \) the nilpotent length of \( G \) (page 7).
\( d(G) \) the derived length of \( G \) (page 8).
\( m(G) \) the minimal number of generators of \( G \).
\( r(G) \) the rank of \( G \) (page 8).
\( n_G(N/M) \) (where \( N \leq M \) and \( N, M \leq G \)) the \( G \)-rank of \( N/M \) (page 8).
\( \lambda_p(G) \) the \( p \)-length of \( G \).
\( \gamma(G) \) the composition length of \( G \).
\( \langle X \rangle \) (where \( X \leq G \)) the subgroup generated by \( X \).
\( G \bowtie H \) the regular wreath product of \( G \) and \( H \).
\( (\text{See } [17, \text{p.} 15.6]) \)
\( G \cdot H \) the central product of \( G \) and \( H \). (See page 43 and note on page 46.)
the additive group of \( \mathbb{F} \).
\( \mathbb{F}^* \)
the multiplicative group of \( \mathbb{F} \).
\( \text{IE: } \mathbb{F}^* \)
the degree of \( E \) over \( \mathbb{F} \).
\( \text{Gal}(E: \mathbb{F}) \)
the Galois group of \( E \) over \( \mathbb{F} \).
\( \text{GL}(n, \mathbb{F}) \)
the general linear group of dimension \( n \) over \( \mathbb{F} \).
\( \text{Sp}(2n, \mathbb{F}) \)
the symplectic linear group of dimension \( 2n \) over \( \mathbb{F} \) (see page 47).
\( V \mid_H \)
(\( \text{where } H \lhd G \)) \( V \) considered as an \( E \mathbb{H} \)-module.
\( U \mid_G \)
(\( \text{where } H \lhd G \) and \( U \) is an \( E \mathbb{U} \)-module) the \( E \mathbb{G} \)-module induced from \( U \).
\( \ker(G \text{ on } V) \)
the kernel of the action of \( G \) on \( V \).
\( \otimes \)
tensor product (of \( E \mathbb{G} \)-modules).
\( \text{Hom}_{E \mathbb{G}}(V, W) \)
(\( \text{where } V \) and \( W \) are \( E \mathbb{G} \)-modules) the set of linear maps \( \Theta \) from \( V \) into \( W \) such that \( v \Theta g = v \Theta \) for all \( v \in V \), \( g \in G \).
\( \dim_{E \mathbb{F}}(V) \)
the dimension of \( V \) as a vector space over \( \mathbb{F} \). (We will write \( \dim(V) \) if the field is clear.)
\( \text{codim}_{E \mathbb{F}}(W) \)
(\( \text{where } W \) is a submodule of \( V \))
\( \dim_{E \mathbb{F}}(V/W) = \dim_{E \mathbb{F}}(V) - \dim_{E \mathbb{F}}(W) \).
\( V \cong_{E \mathbb{G}} W \)
(\( \text{where } V \) and \( W \) are \( E \mathbb{G} \)-modules) \( V \) and \( W \) are isomorphic as \( E \mathbb{G} \)-modules.
\( \mathcal{N} \)
the class of all nilpotent groups.
\( \mathbb{F}_q \)
the (finite) field of order \( q \).
\( \mathbb{R} \)
the real numbers.
\( \mathbb{Z} \)
the integers.
$\mathbb{Z}_n$ the cyclic group of order $n$.

$m | n$ $m$ divides $n$.

$m \nmid n$ $m$ does not divide $n$.

$p^i \| n$ $i$ is the largest natural number such that $p^i | n$.

$\lfloor x \rfloor$ the largest integer not greater than $x$.

$\lceil x \rceil$ the smallest integer not less than $x$.

$\log_n$ logarithm to base $n$.

$\log$ natural logarithm.
$\mathbb{Z}_n$ the cyclic group of order $n$.

$m \mid n$ $m$ divides $n$.

$m \not\mid n$ $m$ does not divide $n$.

$p^i \mid n$ $i$ is the largest natural number such that $p^i \mid n$.

$\lfloor x \rfloor$ the largest integer not greater than $x$.

$\lceil x \rceil$ the smallest integer not less than $x$.

$\log_n$ logarithm to base $n$.

$\log$ natural logarithm.
INTRODUCTION

The main aim of this thesis is to prove the following theorem.

THEOREM. Let $E$ be a nilpotent injector of the finite soluble group $G$. Suppose that $E$ can be generated by $m$ elements, and that $G$ has nilpotent length 1. Then

$$1 \leq 5m + 3.$$ 

(This appears as Part (ii) of Theorem C on page 23.)

We recall that the nilpotent length of a finite soluble group $G$ can be defined as the shortest length $i$ of a normal series $1 = N_0 \leq N_1 \leq \ldots \leq N_i = G$ of $G$ such that each factor group $N_j/N_{j-1}$ is nilpotent ($1 \leq j \leq i$). (See also page 7.) A nilpotent injector of a soluble group $G$ is a maximal nilpotent subgroup of $G$ containing the Fitting subgroup of $G$. The nilpotent injectors form a single conjugacy class in $G$, and may be viewed as the duals of the Carter subgroups. (See Section (1.4).) Like Carter subgroups, they may be seen as a measure of the nilpotence of a group.

In [5], Dade proved the following theorem.

THEOREM. Let $G$ be a finite soluble group, and let $n$ be the composition length of a Carter subgroup of $G$. Suppose that the nilpotent length of $G$ is 1. Then

$$1 \leq 10(2^n - 1) - 4n.$$
As we have described above, nilpotent injectors and Carter subgroups are duals of one another. The main motivation behind this work was to prove a dual to Dade's theorem with nilpotent injectors in place of Carter subgroups. It is in fact quite easy to show that the nilpotent length of a finite soluble group is bounded in terms of the composition length of a nilpotent injector. We prove this as (1.5.6(iii)). Our main theorem, stated at the beginning of this introduction, provides a superior dual to this, since the minimal number of generators of a group is normally much less than its composition length.

In fact we prove three other (similar) bounds to our main theorem, concerning the structure of nilpotent injectors, Sylow subgroups, and the nilpotent and derived length of G. (See Theorem C, page 23.) The four parts of Theorem C all follow from a 'modular' representation theorem, Theorem B, which in turn is based on a 'classical' representation theorem, Theorem A.

The contents of this thesis are organised as follows.

In Section 5 of Chapter I, we state the three main theorems and, assuming the representation theorems A and B, we deduce the group-theoretic consequences, Theorem C. The first four sections of Chapter I introduce the basic concepts and results concerning
finite soluble groups that we need in Section 5 (and elsewhere).

Chapter II contains standard results on representation theory (such as Clifford's theorem) and group theory (especially Hall's theorem on \(p\)-groups with all characteristic abelian subgroups cyclic). Then in (II.4) we give an account of the method of proof of Theorems A and B.

The real work is done in Chapters III and IV. Theorem B follows quite quickly from Theorem A, so it is the proof of Theorem A that takes up most of these two chapters. Now Theorem A concerns a soluble group \(KP\) acting faithfully and irreducibly on a module \(V\) over a finite field, where \(K\) is a normal Hall \(p'\)-subgroup of \(KP\), and \(P\) is a Sylow \(p\)-subgroup of \(KP\). In this situation we want to show that the number \(\frac{|V|}{|P|^2}\) increases with the derived length of \(K\).

In Section 1 of Chapter III, we prove some arithmetical bounds which lead, essentially, to bounds for \(|P|\) in terms of \(|V|\) in the above situation in the case \(K = 1\). These will be used at various points in the proof of Theorem A, and elsewhere. In (III.2) we prove the main lemma for the 'homogeneous' case of Theorem A. Lemma (III.2.5) gives us a chief factor of \(K\) to which we can apply induction in this case. In (III.3) we prove estimates for \(|P|\) in terms of \(|V|\) under various hypotheses on \(P, K,\) and \(V\). The most important of these is a 'derived length one version'
of Theorem A, namely (III.3.5). The final section of Chapter III consists of results used in proving Theorem B.

Chapter IV consists of the proofs of Theorems A and B, and three examples relating to Theorem A.

A more detailed introduction to the motivation and methods of this work can be obtained from (I.5) (omitting proofs) and (II.4).
finite soluble groups that we need in Section 5 (and elsewhere).

Chapter II contains standard results on representation theory (such as Clifford's theorem) and group theory (especially Hall's theorem on p-groups with all characteristic abelian subgroups cyclic). Then in (II.4) we give an account of the method of proof of Theorems A and B.

The real work is done in Chapters III and IV. Theorem B follows quite quickly from Theorem A, so it is the proof of Theorem A that takes up most of these two chapters. Now Theorem A concerns a soluble group \( KP \) acting faithfully and irreducibly on a module \( V \) over a finite field, where \( K \) is a normal Hall \( p' \)-subgroup of \( KP \), and \( P \) is a Sylow \( p \)-subgroup of \( KP \).

In this situation we want to show that the number \( |V|/|P|^2 \) increases with the derived length of \( K \).

In Section 1 of Chapter III, we prove some arithmetical bounds which lead, essentially, to bounds for \( |P| \) in terms of \( |V| \) in the above situation in the case \( K = 1 \). These will be used at various points in the proof of Theorem A, and elsewhere. In (III.2) we prove the main lemma for the 'homogeneous' case of Theorem A. Lemma (III.2.5) gives us a chief factor of \( K \) to which we can apply induction in this case. In (III.3) we prove estimates for \( |P'| \) in terms of \( |V| \) under various hypotheses on \( P, V, \) and \( V \). The most important of these is a 'derived length one version'
of Theorem A, namely (III.3.6). The final section of Chapter III consists of results used in proving Theorem B.

Chapter IV consists of the proofs of Theorems A and B, and three examples relating to Theorem A.

A more detailed introduction to the motivation and methods of this work can be obtained from (I.5) (omitting proofs) and (III.4).
CHAPTER I

THE MAIN THEOREMS

This chapter has two aims. Firstly, Sections 1-4 constitute an introduction to some basic concepts and results concerning finite soluble groups that we shall need. Secondly, in Section 5, we assume the representation theorems whose proofs constitute the bulk of this work, and deduce consequences about the structure of finite soluble groups.
A complete list of notation can be found on page iv. Here, we define and discuss some less well-known items.

Let $G$ be a group.

$\Phi(G)$ will denote the Frattini subgroup of $G$. If $G \neq 1$, it is defined to be the intersection of all maximal subgroups of $G$. By convention, we put $\Phi(1) = 1$. Since any automorphism of $G$ takes maximal subgroups to maximal subgroups, it follows that $\Phi(G)$ is a characteristic subgroup of $G$.

$F(G)$ will denote the Fitting subgroup of $G$.

Let $N$ and $M$ be normal subgroups of $G$ which are both nilpotent. It is trivial that $NM$ is also normal in $G$, and it is well-known [17, II.4.1] that $NM$ is again nilpotent. We define $F(G)$ to be the product of all normal nilpotent subgroups of $G$. By the above, $F(G)$ is again normal and nilpotent. Thus $F(G)$ is the largest normal nilpotent subgroup of $G$.

$O_p(G)$ and $O_{p'}(G)$ (where $p$ is a prime). In a similar manner to $F(G)$, we define $O_p(G)$ to be the largest normal $p$-group of $G$, and $O_{p'}(G)$ to be the largest normal $p'$-subgroup of $G$. (A $p'$-group is a group whose order is coprime to $p$.)

We also define $O_{p',p}(G)$ by

$$O_{p',p}(G)/O_{p'}(G) = O_p(G/O_{p'}(G)).$$

$L(G)$. If $G$ is soluble we will denote the nilpotent length of $G$ by $L(G)$. We give two definitions. It is easy to check that they are equivalent, and we shall use them interchangeably.
Firstly, \( l(G) \) is the shortest length \( i \) of a series
\[
1 = N_0 \triangleright N_1 \triangleright \ldots \triangleright N_i = G
\]
of normal subgroups \( N_0, \ldots, N_i \) such that \( N_j/N_{j-1} \) is nilpotent \((1 \leq j \leq i)\).

For the second definition we first note that when \( G \) is soluble and \( G \neq 1 \), we have \( F(G) \neq 1 \). This is because any minimal normal subgroup of \( G \) is abelian, and so contained in \( F(G) \). This means that if we put \( F_0(G) = 1 \) and define \( F_i(G) \) for \( i \geq 1 \) by
\[
F_i(G)/F_{i-1}(G) = F(G/F_{i-1}(G)),
\]
we will obtain an ascending series, the upper nilpotent series of \( G \),
\[
1 = F_0(G) \triangleright F_1(G) \triangleright \ldots,
\]
and since \( F_i(G) \triangleright F_{i-1}(G) \) unless \( F_i(G) = G \), we must have \( F_i(G) = G \) for some \( i \). Then \( l(G) \) is the least such \( i \).

Because of this second definition \( l(G) \) is sometimes known as the Fitting height of \( G \).

\( m(G) \) will denote the minimal number of generators of \( G \).

\( d(G) \). If \( G \) is soluble, we will denote the derived length of \( G \) by \( d(G) \). If we put \( G = G_0 \), and define \( G_i \) for \( i \geq 1 \) by
\[
G_i = (G_{i-1})',
\]
then \( d(G) \) is the least \( i \) such that \( G_i = 1 \).

\( r(G) \) and \( r_G(N/M) \). If \( G \) is soluble we denote the rank of \( G \) by \( r(G) \). If \( N \) and \( M \) are normal subgroups of \( G \) with \( N \triangleright M \), then \( r_G(N/M) \) denotes the \( G \)-rank of \( N/M \).

Suppose that \( G \) is soluble and that \( N \) and \( M \) are normal subgroups of \( G \) with \( N \triangleright M \). Then we can choose a chief series passing through \( N \) and \( M \), so that we have
Firstly, \( l(G) \) is the shortest length \( i \) of a series
\[
1 = N_0 \trianglerighteq N_1 \trianglerighteq \ldots \trianglerighteq N_i = G
\]
of normal subgroups \( N_0, \ldots, N_i \) such that \( N_j/N_{j-1} \) is nilpotent \((1 \leq j \leq i)\).

For the second definition we first note that when \( G \) is soluble and \( G \neq 1 \), we have \( F(G) \neq 1 \). This is because any minimal normal subgroup of \( G \) is abelian, and so contained in \( F(G) \).

This means that if we put \( F_0(G) = 1 \) and define \( F_i(G) \) for \( i \geq 1 \) by
\[
F_i(G)/F_{i-1}(G) = F(G/F_{i-1}(G)),
\]
we will obtain an ascending series, the upper nilpotent series of \( G \),
\[
1 = F_0(G) \trianglerighteq F_1(G) \trianglerighteq \ldots,
\]
and since \( F_i(G) \trianglerighteq F_{i-1}(G) \) unless \( F_i(G) = G \), we must have \( F_i(G) = G \) for some \( i \). Then \( l(G) \) is the least such \( i \).

Because of this second definition \( l(G) \) is sometimes known as the Fitting height of \( G \).

\( m(G) \) will denote the minimal number of generators of \( G \).

\( d(G) \). If \( G \) is soluble, we will denote the derived length of \( G \) by \( d(G) \). If we put \( G = G_0 \), and define \( G_i \) for \( i \geq 1 \) by
\[
G_i = (G_{i-1})',
\]
then \( d(G) \) is the least \( i \) such that \( G_i = 1 \).

\( r(G) \) and \( r_G(N/M) \). If \( G \) is soluble we denote the rank of \( G \) by \( r(G) \). If \( N \) and \( M \) are normal subgroups of \( G \) with \( N \trianglerighteq M \), then \( r_G(N/M) \) denotes the G-rank of \( N/M \).

Suppose that \( G \) is soluble and that \( N \) and \( M \) are normal subgroups of \( G \) with \( N \trianglerighteq M \). Then we can choose a chief series passing through \( N \) and \( M \), so that we have
\[ M = G_0 \cdot G_1 \cdot \ldots \cdot G_n = N, \]
where each \( G_i / G_{i+1} \) is a chief factor of \( G \). Since \( G \) is soluble, each \( G_i / G_{i+1} \) is an elementary abelian \( p_i \)-group for some prime \( p_i \). If \( G_i / G_{i+1} \) has order \( p_i^{r_i} \) (for suitable integers \( r_i \)), then
\[ r_G(N/M) = \max_{1 < i < n} r_i. \]
It follows from the Jordan-Hölder theorem that the definition is independent of the choice of the chief series.

Finally, we set
\[ r(G) = r_G(G/1). \]

\( 1_p(G) \) will denote the \( p \)-length of \( G \) (where \( p \) is a prime). It can be defined as the smallest integer \( n \) such that there exists a series
\[ 1 = N_0 \leq N_1 \leq \ldots \leq N_n = G \]
of normal subgroups of \( G \) where \( N_i / N_{i+1} \) is a \( p \)-group (\( 0 < i < n \)), and \( N_i / N_{i+1} \) is a \( p' \)-group (\( 1 < i < n \)).

**Group action.** Let \( A \) be a group. We will say that \( A \) acts on \( G \) if there is given a homomorphism from \( A \) into the automorphism group of \( G \). If this is the case we can form the semi-direct product of \( G \) and \( A \) which we will denote by \( G \rtimes A \), where the action of \( A \) on \( G \) is written as conjugation. Thus \( G \) is a normal subgroup of \( G \rtimes A \), and \( G \cap A = 1 \).

We define
\[ [G, A] = \langle \{ g^{-1} a g; g \in G, a \in A \} \rangle. \]
Similarly, if \( V \) is a vector space on which \( A \) acts, we write
\[ [V, A] = \langle \{ v - va; v \in V, a \in A \} \rangle. \]
(This definition coincides with the definition of \( [G, A] \))
if $V$ is regarded as an abelian group and written multiplicatively.)

If $B$ acts on $[G, A]$, it will be convenient to write $\{[G, A], B\} = \{G, A, B\}$.

Finally, a subgroup $H$ of $G$ is called $A$-invariant if $h^a \in H$ whenever $h \in H$ and $a \in A$. Note that if $N$ is a normal $A$-invariant subgroup of $G$, then $A$ acts naturally on both $G/N$ and $N$. 
Nearly all the material in this section comes from
[27, III.3 & III.4]. Some of the results (and proofs) hold
without restriction to soluble groups, but for simplicity's
sake we will assume throughout this section that all groups
are soluble. In general, we will refer to Huppert's book
for proofs, but some proofs or sketch proofs are included
here where this seems illuminating.

We concentrate on $\mathfrak{F}(G)$ first.

(1.2.1) Let $G$ be a group.

(i) $\mathfrak{F}(G)$ consists of those elements of $G$ which are redundant
in any generating set for $G$. Precisely
\[ Z(G) = \{ g \in G; G = \langle X, g \rangle \Rightarrow G = \langle X \rangle \text{ for all } X \subseteq G \}. \]

(ii) If $N \trianglelefteq \mathfrak{F}(G)$ and $N \not\vartriangleleft G$, then $m(G) = m(G/N)$.

Proof (i) [27, III.3.2(a)].

(ii) Immediate from (i).

The next result is probably the most fundamental fact
about $\mathfrak{F}(G)$.

(1.2.2) $\mathfrak{F}(G)$ is nilpotent.

Proof We aim to show that all Sylow subgroups of $\mathfrak{F}(G)$ are
normal in $\mathfrak{F}(G)$, which will prove that $\mathfrak{F}(G)$ is nilpotent.

Let $P$ be a Sylow $p$-subgroup of $\mathfrak{F}(G)$ for some prime $p$.
Let $x \in G$. Then, since $\mathfrak{F}(G)$ is normal in $G$, we have $x^p \in \mathfrak{F}(G)$.
So, by Sylow's theorem, $x^p = y^k$ for some $y \in Z(G)$. Then
Therefore we have $G = N_G(P)\varnothing(G)$. So $P$ is normal in $G$, and therefore in $\varnothing(G)$, as required.

(1.2.3) If $N \triangleleft G$, then $\varnothing(N) \leq \varnothing(G)$.

Proof [17, III.3.3(b)].

(1.2.4) If $A \leq G$ is abelian and $A \cap \varnothing(G) = 1$, then $A$ possesses a complement in $G$, i.e., there exists $H \leq G$ such that $G = HA$ and $H \cap A = 1$.

Proof [17, III.4.4].

Our last result on $\varnothing(G)$ concerns the case when $G$ is a $p$-group.

(1.2.5) Let $G$ be a $p$-group. Then $G/\varnothing(G)$ is elementary abelian, and $\varnothing(G)$ is the smallest normal subgroup of $G$ with elementary abelian factor group.

Proof [17, III.3.14(a)].

We turn our attention to $F(G)$. Firstly, we give two useful descriptions of this group.
(1.2.6) (i) \( F(G) \) is the direct product of all the groups \( O_p(G) \) such that \( p \) divides \( |G| \).

(ii) Let \( 1 = G_0 \leq G_1 \leq \cdots \leq G_n = G \) be a chief series for \( G \). Then

\[
F(G) = \bigcap_{i=1}^{n} C_G(G_i/G_{i-1}).
\]

Proof (i) Let \( p \) and \( q \) be distinct primes dividing \( |G| \).
Since \( O_p(G) \) and \( O_q(G) \) are both normal, we have

\[
[O_p(G), O_q(G)] \leq O_p(G) \cap O_q(G) = 1.
\]
Thus the product of the \( O_p(G) \) is direct and contained in \( F(G) \).

On the other hand, if \( P \) is a Sylow \( p \)-subgroup of \( F(G) \) for some prime \( p \), then \( P \) is normal, and hence characteristic in \( F(G) \), and so normal in \( G \). Thus \( P \trianglelefteq O_p(G) \), and (i) is proved.

(ii) [12, III, 4.3].

A vital property of \( F(G) \) which we will use repeatedly is the following.

(1.2.7) \( C_G(F(G)) \leq F(G) \).

Note that this result is not necessarily true for non-soluble \( G \).

Proof Let \( C = C_G(F(G)) \) and assume that \( F(G)C > F(G) \).
Let \( A/F(G) \) be a chief factor of \( G \) with \( F(G)C > A > F(G) \).
Since \( G \) is soluble, \( A/F(G) \) is abelian, and \( A \trianglelefteq F(G) \). We denote the \( i \)th term in the upper central series of a group \( X \) by \( K_i(X) \). Since \( F(G) \) is nilpotent, so is \( A/A\trianglelefteq \neq F(G)/F(G)\trianglelefteq F(G) \) and thus \( K_n(A/A\trianglelefteq) = 1 \) for some \( n \).
(1.2.6) (i) $F(G)$ is the direct product of all the groups $O_p(G)$ such that $p$ divides $|G|$. 

(ii) Let $1 = G_0 < G_1 < \cdots < G_n = G$ be a chief series for $G$. Then 

$$F(G) = \bigcap_{i \in \mathbb{N}} C_{G_i}(G_i/G_{i-1}).$$

Proof (i) Let $p$ and $q$ be distinct primes dividing $|G|$. Since $O_p(G)$ and $O_q(G)$ are both normal, we have 

$$[O_p(G), O_q(G)] \leq O_p(G) \cap O_q(G) = 1.$$ 

Thus the product of the $O_p(G)$ is direct and contained in $F(G)$. On the other hand, if $P$ is a Sylow $p$-subgroup of $F(G)$ for some prime $p$, then $P$ is normal, and hence characteristic in $F(G)$, and so normal in $G$. Thus $P \leq O_p(G)$, and (i) is proved.

(ii) [17, III, 4.3].

A vital property of $F(G)$ which we will use repeatedly is the following:

(1.2.7) $C_G(F(G)) \leq F(G)$. 

Note that this result is not necessarily true for non-soluble $G$.

Proof Let $C = C_G(F(G))$ and assume that $F(G)C > F(G)$. Let $A/F(G)$ be a chief factor of $G$ with $F(G)C > A > F(G)$. Since $G$ is soluble, $A/F(G)$ is abelian, and so $A' \leq F(G)$. We denote the $i$th term in the upper central series of a group $X$ by $K_i(X)$. Since $F(G)$ is nilpotent, so is $A/\Delta_X \leq F(G)/F(G)\Delta_X$ and thus $K_n(A/\Delta_X) = 1$ for some $n$. 
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(I.2.6) (i) $\Phi(G)$ is the direct product of all the groups $O_p(G)$ such that $p$ divides $|G|$.

(ii) Let $1 = G_0 < G_1 < \cdots < G_n = G$ be a chief series for $G$. Then

$$\Phi(G) = \bigcap_{i \in S_n} C_{G_i}(G_{i-1}/G_{i-1}).$$

Proof (i) Let $p$ and $q$ be distinct primes dividing $|G|$. Since $O_p(G)$ and $C_{q}(G)$ are both normal, we have

$$[O_p(G), C_{q}(G)] \subseteq O_p(G) \cap C_{q}(G) = 1.$$ 

Thus the product of the $O_p(G)$ is direct and contained in $\Phi(G)$. On the other hand, if $P$ is a Sylow $p$-subgroup of $\Phi(G)$ for some prime $p$, then $P$ is normal, and hence characteristic in $\Phi(G)$, and so normal in $G$. Thus $P \not\subseteq O_p(G)$, and (i) is proved.

(ii) [17, III, 6.3].

A vital property of $\Phi(G)$ which we will use repeatedly is the following.

(I.2.7) $C_{G_i}(\Phi(G)) \subseteq \Phi(G)$.

Note that this result is not necessarily true for non-soluble $G$.

Proof Let $C = C_{G}(\Phi(G))$ and assume that $\Phi(G)C \not> \Phi(G)$.

Let $A/\Phi(G)$ be a chief factor of $G$ with $\Phi(G)C > A > \Phi(G)$. Since $G$ is soluble, $A/\Phi(G)$ is abelian, and so $A' \subseteq \Phi(G)$. We denote the $i$th term in the upper central series of a group $X$ by $K_i(X)$. Since $\Phi(G)$ is nilpotent, so is $A/A\PhiC \not> \Phi(G)/\Phi(G)\PhiC$ and thus $K_n(A/A\PhiC) = 1$ for some $n$. 
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Now

\[ K_{n+1}(A) \leq C \cap A' \leq C \cap F(G) = C_{p}(G)(F(G)) = Z(F(G)) \leq Z(A), \]

the last inequality holding because \( A \leq CF(G) \). Thus \( K_{n+2}(A) = 1 \), showing that \( A \) is nilpotent. But \( A \) is also normal in \( G \), giving us the contradiction \( A \not\leq F(G) \). Therefore (1.2.7) holds.

In the final result of this section we consider the relationship between \( F(G) \) and \( \mathcal{O}(G) \).

(1.2.5) Let \( F = F(G) \) and \( \mathcal{O} = \mathcal{O}(G) \).

(i) \( \mathcal{O} \leq F \).

(ii) \( F(G/\mathcal{O}) = F/\mathcal{O} \).

(iii) \( F/\mathcal{O} \) is the direct product of the elementary abelian \( p \)-groups \( O_{p}(G)/\mathcal{O}/\mathcal{O} \). Each \( O_{p}(G)/\mathcal{O}/\mathcal{O} \) is completely reducible when regarded as a \( C \)-module over the field of \( p \) elements.

(iv) \( C_{G}(F/\mathcal{O}) = F \).

Note: It is explained in (1.5.5) how \( O_{p}(G)/\mathcal{O}/\mathcal{O} \) (for example) may be regarded as a \( C \)-module, if this is not already familiar.

Proof (i) This is immediate from (1.2.2).

(ii) \([12, III.4.2(c)]\).

(iii) The first statement follows from (1.2.3), (1.2.5), and (1.2.6(i)); and the second from \([12, III.4.4]\).

(iv) By (iii), the group \( F/\mathcal{O} \) is abelian, and so \( F \leq C_{G}(F/\mathcal{O}) \).

Now let \( x \in C_{G}(F/\mathcal{O}) \). Then \( x \in C_{G}(F/\mathcal{O}) \). But \( F/\mathcal{O} = F(G/\mathcal{O}) \) by (ii), so
\[ C_{G/\emptyset}(F/\emptyset) = C_{G/\emptyset}(F(G/\emptyset)) \leq F(G/\emptyset) = F/\emptyset , \]
using (I.2.7) applied to G/\emptyset. Thus x\notin F/\emptyset, and so x\notin F, as required.
I.3. NILPOTENT LENGTH AND DERIVED LENGTH

Let G be a soluble group. Here we list the basic properties of the nilpotent length \( l(G) \) and the derived length \( d(G) \) of G.

(I.3.1) Suppose that \( H \leq G \) and \( N \triangleleft G \).

(i) \( l(G/N) \leq l(G) \) and \( d(G/N) \leq d(G) \).

(ii) \( l(H) \leq l(G) \) and \( d(H) \leq d(G) \).

(iii) \( l(G) \leq l(G/N) + l(N) \) and \( d(G) \leq d(G/N) + d(N) \).

Proof All these results are straightforward and easy from the definitions.

Note: We will use (I.3.1) without reference.

(I.3.2) (i) Let \( G_1, \ldots, G_n \) be soluble groups. Then

\[
l(G_1 \times \cdots \times G_n) = \max_{1 \leq i \leq n} l(G_i) \quad \text{and} \quad d(G_1 \times \cdots \times G_n) = \max_{1 \leq i \leq n} d(G_i).
\]

(ii) Let \( N_1, \ldots, N_n \) be normal subgroups of a soluble group G. Then

\[
l(G/N_1 \cap \cdots \cap N_n) = \max_{1 \leq i \leq n} l(G/N_i) \quad \text{and} \quad d(G/N_1 \cap \cdots \cap N_n) = \max_{1 \leq i \leq n} d(G/N_i).
\]

Proof (i) Straightforward.

(ii) Define a map \( \Phi : G/N_1 \cap \cdots \cap N_n \rightarrow G/N_1 \times \cdots \times G/N_n \) by

\[
(N_1 \cap \cdots \cap N_n) \Phi \rightarrow (N_1 \cap \cdots \cap N_n) \quad (g \in G).
\]

It is easy to check that \( \Phi \) is a well-defined, injective homomorphism. Now
applying (i) gives us the result.

(I.3.3) \( 1(G) = 1(G/\mathcal{N}(G)) \).

Proof Immediate from (I.2.8(ii)).
The study of injectors and projectors is of fundamental importance in the theory of finite soluble groups. We refer the reader to [10] for a general account. We will content ourselves here with a very brief summary of the concepts and basic results together with some characterisations of nilpotent injectors which will need later.

(I.4.1) DEFINITIONS. (i) A class of groups is a collection $\mathcal{X}$ of groups with the following property: if $G$ is any group in $\mathcal{X}$, then $\mathcal{X}$ contains all groups isomorphic to $G$.

Note: We will always distinguish classes of groups from other objects by double underlining.

(ii) Let $G$ be a group and let $\mathcal{X}$ be a class. We say that a subgroup $H$ of $G$ is $\mathcal{X}$-maximal in $G$ if $H \in \mathcal{X}$ and if whenever we have $H < K < G$, then $K$ is not in $\mathcal{X}$.

(iii) Let $G$ be a group and let $H \leq G$. Suppose that $\mathcal{X}$ is a class. Then $H$ is an $\mathcal{X}$-projector of $G$ if $H \cap N/N$ is $\mathcal{X}$-maximal in $G/N$ for all $N \lhd G$.

We denote the class of all nilpotent groups by $\mathcal{N}$. Now $\mathcal{N}$-projectors are also known as Carter subgroups, and we will use this latter term here.

(iv) Let $G$ be a group, let $\mathcal{X}$ be a class and suppose that $H \leq G$. Then $H$ is an $\mathcal{X}$-injector of $G$ if $H \cap K$ is $\mathcal{X}$-maximal in $K$ for all subnormal subgroups $K$ of $G$. (A subgroup $N$ of a group $G$ is subnormal if there exists a chain of subgroups
EXAMPLE. Let $G$ be the symmetric group on 4 symbols. We aim to show that $G$ possesses $N$-injectors, and that they are in fact the three Sylow 2-subgroups of $G$.

Firstly, there is no nilpotent subgroup of $G$ whose order is divisible by both 2 and 3, for such a group would contain an element of order 6, and $G$ does not contain such an element.

Next, we note that if $H$ is a nilpotent injector of $G$, then putting $K = G$ in the definition tells us that $H$ is $N$-maximal in $G$. Since we also know that $H$ is either a 2-group or a 3-group, $H$ is either a Sylow 2-subgroup or a Sylow 3-subgroup. We need to eliminate the possibility that $H$ is a Sylow 3-subgroup, so suppose for a contradiction that it is. Let $K = \langle (12)(34), (13)(24) \rangle$, a normal subgroup of $G$ of order 4. Then $H \cap K = 1$ is not $N$-maximal in $K$.

Thus we have shown that the only possibility for $H$ is a Sylow 2-subgroup. It remains to check that a Sylow 2-subgroup is in fact a nilpotent injector. Since the only subnormal subgroups of $G$ are subgroups of $K$, the alternating group on 4 symbols of order 12, and $G$ itself, this is easily verified.

It can also be shown that the Sylow 2-groups of $G$ are also the Carter subgroups of $G$. Of course, $N$-injectors and Carter subgroups do not normally coincide.

We note then, that for the particular case where $G$ is the symmetric group on 4 symbols, and $\chi$ is the class of nilpotent groups, $G$ possesses a unique conjugacy class of $\chi$-injectors and of $\chi$-projectors. We now wish to make vastly more general
statements along these lines. We need firstly some definitions of particular sorts of classes.

(1.4.3) DEFINITIONS. (i) A class $\mathcal{Y}$ of groups is called a saturated formation if

(a) $\mathcal{Y}$ is nonempty;
(b) If $G \in \mathcal{Y}$ and $N \leq G$, then $G/N \in \mathcal{Y}$;
(c) If $G$ is a group with normal subgroups $N_1, \ldots, N_n$ such that $G/N_i \in \mathcal{Y}$ for $1 \leq i \leq n$, and $\bigcap_{i=1}^n N_i = 1$, then $G \in \mathcal{Y}$;
(d) If $G$ is a group with a normal subgroup $N$ such that $N \leq \mathcal{O}(G)$ and $G/N \in \mathcal{Y}$, then $G \in \mathcal{Y}$.

(ii) A class of groups $\mathcal{Y}$ is called a Fitting class if

(a) $\mathcal{Y}$ is nonempty;
(b) If $G \in \mathcal{Y}$ and $N \leq G$, then $N \in \mathcal{Y}$;
(c) If $G = N_1 N_2$ where $N_1$ and $N_2$ are normal subgroups of $G$, and are both members of $\mathcal{Y}$, then $G \in \mathcal{Y}$.

(1.4.4) REMARK. The class $\mathcal{N}$ is both a saturated formation and a Fitting class. That $\mathcal{N}$ is a saturated formation follows from (1.3.1), (1.3.2(ii)), and (1.3.5); that $\mathcal{N}$ is a Fitting class follows from (1.3.1) and [12, III.4.1].

We now come to the two basic and important results concerning injectors and projectors in finite soluble groups.

(1.4.5) Let $G$ be a soluble group and let $\mathcal{Y}$ be a class of groups.

(i) If $\mathcal{Y}$ is a saturated formation, then $G$ possesses a unique
conjugacy class of $X$-projectors.

(ii) If $X$ is a Fitting class, then $G$ possesses a unique
conjugacy class of $X$-injectors.

Proof [9, Satz 2.1], and [7, Satz 1].

Note (I.4.5(i)) holds for more general classes than saturated
formations: namely, it holds for Schunck classes. This is
proved in [22].

By (I.4.4) and (I.4.5), therefore, every soluble group
$G$ possesses a unique conjugacy class of Carter subgroups
and a unique conjugacy class of nilpotent injectors. It is
natural to ask how the structure of $G$ is related to the
structure of its nilpotent injectors and Carter subgroups.
It is the main aim of this work to prove results of this type
for nilpotent injectors.

We state one more general theorem before concentrating
our attention on nilpotent injectors.

(I.4.6) Let $G$ be a soluble group and let $X$ be a class of
groups. If $X$ is a saturated formation (respectively Fitting
class), and $L$ is an $X$-projector (respectively $X$-injector) of
$G$, and $L \leq H \leq G$, then $L$ is an $X$-projector (respectively
$X$-injector) of $H$.

Proof [9, Hilfsatz 2.1], and [7, Satz 2].

The next result gives two characterisations of nilpotent
injectors.

(I.4.7) Let $G$ be a soluble group and let $E$ be a subgroup of $G$.

(i) The following are equivalent.

(a) $E$ is a nilpotent injector of $G$.

(b) $F(G) \triangleleft E$, and $E$ is $H$-maximal in $G$.

(c) For each prime $p$, the Sylow $p$-subgroup of $E$ is also a Sylow $p$-subgroup of $C_G(F(G)'_p)$ (where $F(G)'_p$ is the Hall $p'$-subgroup of $F(G)$).

(ii) Further, if for each prime $p$ we choose any Sylow $p$-subgroup $H_p$ of $C_G(F(G)'_p)$, then $[H_p, N_q] = 1$ whenever $p \neq q$, and the (direct) product of the $H_p$ is a nilpotent injector of $G$.

Proof The statement of this result appears as [17, VI.7.18]. A proof can be found in [19].

Finally in this section, we have an easy result based on the so-called Frattini argument.

(I.4.8) Let $E$ be a nilpotent injector of $G$ and suppose that $E \triangledown G$. Then $G = N_G(E)N$.

Proof Let $x \in G$. Then $E$ and $E^x$ are both contained in $N$, and by (I.4.6) are nilpotent injectors of $N$. Thus, by (I.4.5) they are conjugate in $N$, so that

$$E^x = E^y$$

for some $y \in N$. But now $x^{-1}E^y$, and so $E \triangledown G$, and we are done.
We now state the three main theorems of this thesis.

**THEOREM A.** Let \( p \) and \( q \) be distinct primes. Let \( K \) be a soluble \( p' \)-group, and let \( P \) be a \( p \)-group acting on \( K \). Let \( V \) be an irreducible \( \mathbb{F}_q KP \)-module faithful for \( KP \). Put \( d = d(K) \). Then

\[
\frac{|V|}{|P|^2} \geq \begin{cases} 
4.3^{d-4} & \text{if } d > 4 \\
3 & \text{if } d = 3.
\end{cases}
\]

**THEOREM B.** Let \( p \) be a prime. Let \( K \) be a soluble \( p' \)-group and let \( P \) be a \( p \)-group acting on \( K \). Let \( V \) be a nonzero \( \mathbb{F}_p KP \)-module faithful for \( V \). Let \( l = l(K) \) and \( d = d(V) \). Then

(i) \( \text{codim}[V,P] \geq 3^l(1-3) \geq 3l \), and
(ii) \( \text{codim}[V,P] \geq 3^{l(d-4)} \geq 3d \).

**THEOREM C.** Let \( G \) be a soluble group. Let \( E \) be a nilpotent injector of \( G \). We put

\[
m = m(E) \quad \text{and} \quad m_1 = \max\{m(P) ; P \in \text{Syl}_p(G) \} \text{ for some prime } p; \\
d = d(E) \quad \text{and} \quad d_1 = \max\{d(P) ; P \in \text{Syl}_p(G) \} \text{ for some prime } p.
\]

Then

(i) \( l(G) \leq 4m_1 \);
(ii) \( l(G) \leq 5m + 3 \);
(iii) \( d(G) \leq 4m_1 + d_1^2 \);
(iv) \( d(G) \leq 5m + 2 + d + d^2 \).
Theorem C is a fairly easy consequence of Theorem B; we will deduce C from B in this section. Likewise, B follows quite quickly from A. It is the proof of A that occupies the bulk of this work. We will leave further discussion of A and B until the end of Chapter two when we will have covered some necessary representation theory. Before proving that B implies C, we discuss the motivation for C.

Firstly, as promised in the last section, these results provide a link between the structure of a soluble group and the structure of its nilpotent injectors. Further motivation comes from papers of Dade and Hawkes.

In [12], Dade proves the following theorem:

**Theorem.** Let G be a soluble group and let n be the composition length of a Carter subgroup. Then

$$1(G) \leq 4(2^n - 1) - 4n.$$ 

Since nilpotent injectors are natural duals to Carter subgroups, the question arises as to whether a similar result holds with Carter subgroups replaced by nilpotent injectors. In fact the 'strict' dual of this theorem is very easy. In (I.5.6(iii)) we will show that if n is the composition length of a nilpotent injector E of G, then

$$1(G) \leq 4 + 2\log_3(n/2).$$

This result is proved without use of Theorem B.

Now m(E) ≤ n trivially, and in general m(E) may be much less than n. Thus a bound for 1(G) in terms of m(E) is a more satisfactory dual to Dade's theorem. This is what Theorem C(ii) achieves.

Secondly, in [15], Hawkes shows that, in the notation
of Theorem C,
\[ l(G) \leq 2m^2 + 4m + 1. \]

Hawkes’ bound is based on a similar representation theorem to Theorem B (Theorem A(ii) of [15]), but one which only holds when \(|K|\) is odd and \(p\) is at least 5. Because of this, a quadratic rather than a linear bound is obtained. So a second motivation was to improve Hawkes’ bound to a linear one, as in C(i).

Although the intention of this work was to find bounds for \(l(G)\), it was realised that with some modification, the representation theorems A and B would hold with \(l(G)\) replaced by \(d(G)\). Parts (iii) and (iv) of Theorem C are group-theoretic consequences.

(I.5.7) EXAMPLE. Let \(p\) be a prime. We aim to show that there are 2-generator finite \(p\)-groups of arbitrary derived length. We remove our overall hypothesis that all groups are finite in this example.

Let \(F\) be a 2-generator free group, generated by \(a\) and \(b\), say. Let \(n\) be any natural number. We first show that the \(n^{th}\) derived group \(F^{(n)}\) of \(F\) is nontrivial. In fact, we prove by induction on \(n\) the following statement.

(*) Let \(i\) and \(j\) be nonzero integers. Then there exists a nonempty word (and hence a nontrivial element) in \(F^{(n)}\) of reduced form \(a^i...b^j\).

Clearly \([a^i, b^j]\) satisfies (*) for \(n = 1\), so assume that \(n > 1\) and that the result is true for smaller values of \(n\). Then since \(i, 2i, j,\) and \(2j\) are nonzero integers, there exist nonempty words in \(F^{(n-1)}\) of reduced form \(x = a^i...b^{2j}\) and \(y = a^{2i}...b^j\). It is easily checked that \([x, y^{-1}]\) is the required element of \(F^{(n)}\), and so (*) is established.
of Theorem C,
\[ l(G) \leq 2m^2 + 4m + 1. \]

Hawkes' bound is based on a similar representation theorem to Theorem B (Theorem A(ii) of \[15\]), but one which only holds when \(|K|\) is odd and \(p\) is at least 5. Because of this, a quadratic rather than a linear bound is obtained. So a second motivation was to improve Hawkes' bound to a linear one, as in C(i).

Although the intention of this work was to find bounds for \(l(G)\), it was realised that with some modification, the representation theorems A and B would hold with \(l(G)\) replaced by \(d(G)\). Parts (iii) and (iv) of Theorem C are group-theoretic consequences.

(I.5.1) EXAMPLE. Let \(p\) be a prime. We aim to show that there are 2-generator finite \(p\)-groups of arbitrary derived length. We remove our overall hypothesis that all groups are finite in this example.

Let \(F\) be a 2-generator free group, generated by \(a\) and \(b\), say. Let \(n\) be any natural number. We first show that the \(n\)th derived group \(F^{(n)}\) of \(F\) is nontrivial. In fact, we prove by induction on \(n\) the following statement.

(*) Let \(i\) and \(j\) be nonzero integers. Then there exists a nonempty word (and hence a nontrivial element) in \(F^{(n)}\) of reduced form \(a^i\ldots b^j\).

Clearly \([a^i, b^{-j}]\) satisfies (*) for \(n = 1\), so assume that \(n > 1\) and that the result is true for smaller values of \(n\).

Then since \(i, 2i, j,\) and \(2j\) are nonzero integers, there exist nonempty words in \(F^{(n-1)}\) of reduced form \(x = a^i\ldots b^{2j}\) and \(y = a^{2i}\ldots b^j\). It is easily checked that \([x, y^{-1}]\) is the required element of \(F^{(n)}\), and so (*) is established.
Now assume for a contradiction that all 2-generator p-groups have derived length at most d (say). It is well known \[20, 9.11\] that a free group is residually a finite p-group. This means, in particular, that there exist normal subgroups \( N_i \) \((i \in I)\) of \( F \) such that each \( F/N_i \) is a finite p-group, and \( \bigcap_{i \in I} N_i = 1 \). By our assumption, therefore, we have \( d(F/N_i) \leq d \). It now follows (using an analogous result to (I.3.2(ii)) ) that \( d(F) \leq d \), whence \( F^{(d)} = 1 \), contradicting (*).

Thus there are finite 2-generator p-groups of arbitrary derived length.

We see therefore, by (I.5.1), that there is no hope of bounding \( d(G) \) in terms of \( m \) or \( m_1 \) alone if \( m \) and \( m_1 \) are at least two. (If either \( m = 1 \) or \( m_1 = 1 \), then the Fitting group is cyclic and \( G \) is metabelian.) The appearance of the quadratic terms in (iii) and (iv) seems suspicious, however. It would be nice to have a linear bound here.

A question that may have arisen in the reader's mind is: why choose \( m(E) \) rather than some other invariant of \( E \)? We offer the following example by way of an answer.

(I.5.2) EXAMPLE. Let \( s \) be an integer and let \( p_1, \ldots, p_s \) be distinct primes. Let \( G_1 = \mathbb{Z}_{p_1} \) and for \( 2 \leq i \leq s \) define \( G_i \) inductively by

\[
G_i = G_{i-1} \cap \mathbb{Z}_{p_i}.
\]

Put \( G = G_s \). It is clear from the definition of \( G_i \) that it has a normal subgroup of index \( p_1 \) which is isomorphic
It follows that

$$1 = H_0 \triangleleft H_1 \triangleleft \cdots \triangleleft H_s = G$$

(*)

where $H_i$ is isomorphic to the direct product of $P H_i \cdots P_{i+1}$ copies of $G_i$ for $1 \leq i \leq h$.

The following facts about $G$ are easily checked.

(i) $H_1 = F(G)$ is the unique nilpotent injector of $G$.

(ii) $1(G) = d(G) = s$. (In fact the upper Fitting series coincides with (*).)

(iii) $H_i / H_{i-1}$ is an elementary abelian $p_i$-group and is isomorphic to a Sylow $p_i$-subgroup of $G$.

Thus there are soluble groups of arbitrary nilpotent and derived length which have the property that all their Sylow $p$-groups and nilpotent injectors are elementary abelian.

We must therefore choose invariants of $E$ (or of the Sylow subgroups) which take large values on large elementary abelian groups. The composition length of $E$, and the minimal number of generators are two obvious candidates.

The rest of this chapter is devoted to proving that Theorem B implies Theorem C.

In order to do this we need bounds for $d(G)$ and $1(G)$ in terms of the dimension of a faithful, completely reducible representation for $G$.

(I.5.3) Let $G$ be a soluble group, and let $F$ be a finite
field. Suppose that $V$ is a completely reducible $FG$-module, faithful for $G$, and put $\dim(V) = n$.

(i) $1(G) \leq 3 + 2\log_2(n/2) \leq 1 + n$.

(ii) $d(G) \leq (5/2)(\log_2(n) + 1) \leq 2 + n$.

**Proof.** The bound $1(G) \leq 3 + 2\log_2(n/2)$ is proved by Hawkes [14]. A very similar bound was proved independently by Frick and Newman [2].

The rest of (i) is easy arithmetic.

(ii) The bound $d(G) \leq (5/2)(\log_2(n) + 1)$ was proved by Dixon [5]. Dixon's bound improves a previous bound of Huppert [15].

Again, the second inequality is easy arithmetic.

We also need bounds for $l_p(G)$ in terms of the derived length of a Sylow $p$-subgroup of $G$.

**1.5.4.** Let $G$ be a soluble group and let $p$ be a prime. Let $d_p = d(P)$, where $P$ is a Sylow $p$-subgroup of $G$. Then $l_p(G) \leq d_p$.

**Proof.** For odd $p$, this result was proved in the famous paper of Hall and Higman [12]. Then in [2], Berger and Gross showed that $l_2(G) \leq \max(d_2, 2d_2 - 2)$. Finally, in [2], Brjuhanova proved that $l_2(G) \leq d_2$.

**1.5.5.** **TECHNIQUE.** In case the reader is unfamiliar with
the idea of regarding an elementary abelian $p$-group as a module over the field of $p$ elements, we give a brief account of this method.

Let $p$ be a prime and let $V$ be an elementary abelian $p$-group. We write $V$ additively. Let $F$ be the field of $p$ elements. Then $F = \mathbb{Z}/p\mathbb{Z}$ and we can write any element of $F$ as $\bar{n}$, the image of some nonnegative $n \in \mathbb{Z}$ under the obvious homomorphism. Then $V$ can be regarded as a vector space over $F$ by defining multiplication by

$$\bar{n}x = x + \ldots + x,$$

where $\bar{n} \in F$ and $x \in V$, and there are $n$ copies of $x$ on the right hand side of the equation.

Further, if $G$ is a group acting on $V$, then this action makes $V$ into an $FG$-module. (The axioms for $V$ to be a vector space and an $FG$-module are all straightforward and easy to check.)

In particular, if $G$ is soluble and $H/K$ is a chief factor of $G$, then $H/K$ is an elementary abelian $p$-group and so we can regard $H/K$ as an $FG$-module. Note that since $H/K$ is a chief factor, it is irreducible when regarded as a module. Also, we have $\dim_{\mathbb{F}}(H/K) = r_F(H/K)$.

We now derive group-theoretical consequences of (1.5.3), including the 'strict' dual to Dade's theorem of [5].

(1.5.6) Let $G$ be a soluble group and let $E$ be a nilpotent injector of $G$. Let $n = \gamma(E)$ be the composition length of $E$. Set $F = F(G)$, and $\Phi = \Phi(G)$. Then

(i) $1(G) \leq 4 + 2\log_3[e_\Phi(F/\Phi)]$.
(ii) \( l(G) \leq 2 + m(F) \);
(iii) \( l(G) \leq 4 + 2\log_2(n/2) \);
(iv) \( d(G/F) \leq 2 + m(F) \).

Proof  By (I.2.3(iii)) we can write
\[ F/0 \cong G/P_1 \times \cdots \times P_n, \]
where each \( P_i \) is a chief factor of \( G \). Also, by (I.2.3(iv))
we have
\[ F = C_G(F/0) = \bigcap_{i=1}^n C_G(P_i). \] (*)

(i) We regard each \( P_i \) as a \( G/C_G(P_i) \)-module over the
appropriate prime field and deduce from (I.5.3(i)) that
\[ l(G/C_G(P_i)) \leq 3 + 2\log_2(2r_G(F/0)) \]
since \( \dim(P_i) \leq r_G(F/0) \).

Now (i) follows from (I.3.2(ii)), (*), and the fact
that \( l(G) = l(G/F) + 1 \).

(ii) In an identical way to (i), but using the second
inequality of (I.5.3(i)), we obtain
\[ l(G) \leq 2 + r_G(F/0). \]
To prove (ii), therefore, it is sufficient to show that
\( m(F) \geq r_G(F/0) \).

Since \( F \) is the direct product of the groups \( O_p(G) \)
for which \( p \) divides \( |G| \) by (I.2.6(i)), we have
\[ m(F) = \max_p m(O_p(G)) \]
\[ \geq \max_p m(O_p(G)/\sigma(O_p(G))), \]
using (I.2.1(ii)). But \( O_p(G)/\sigma(O_p(G)) \) is elementary
abelian by (I.2.5), so the number of elements required
to generate it is equal to its composition length.
Using this together with the fact that \( \sigma(O_p(G)) \neq \emptyset \) by
(I.2.3), we therefore have
\[ m(F) > \max_P \left( \frac{1}{p}(G) \otimes \varnothing \right). \]
Finally, since the \( \frac{1}{p}(G) \otimes \varnothing \) are the Sylow \( p \)-subgroups of \( F/\varnothing \), we must have \( \frac{1}{p}(G) \otimes \varnothing \rightarrow r_0(F/\varnothing) \) for some \( p \), and so
\[ m(F) > r_0(F/\varnothing), \]
which, as we mentioned before, completes the proof of (ii).

(iii) Since \( P \not\in E \) by (I.4.7(i)), we have
\[ r_0(F/\varnothing) \leq \frac{1}{p}(F/\varnothing) \leq \frac{1}{p}(E) = n, \]
and so (iii) follows from (i).

(iv) This is identical to (i) except that we use (I.5.3(ii)) instead of (I.5.3(i)).

We need an intermediate step before we tackle Theorem C. It is here that we use Theorem B.

(I.5.7) Assume that Theorem B holds. Let \( D \) be a soluble group and let \( p \) be a prime dividing \( |D| \). Assume that \( O_p(F(D)) \not\subset Z(D) \). Let \( P \) be a Sylow \( p \)-subgroup of \( D \). Then

(i) \( l(D) \leq 4m(P) \);  
(ii) \( d(D/F(D)) \leq 4m(P) + d(F)(l_p(D) - 1) \).

Proof We prove (i) and (ii) together by induction on \( |D| \), noting that the conclusions are trivial if \( |D| = 1 \).

We first use the inductive hypothesis to reduce the situation to a configuration where Theorem B can be applied. Let \( F = F(D) \). Suppose firstly that there exists a normal nontrivial subgroup \( N \) of \( D \) contained in \( F \) and with the
property that $F(D/N) = F/N$.

Now $PN/N$ is a Sylow $p$-subgroup of $D/N$ and we clearly have $m(PN/N) \leq m(P)$ and $d(PN/N) \leq d(P)$. Thus we can apply induction to $D/N$ to deduce that

$$1(D/N) \leq 4m(P) \quad \text{and} \quad d(D/N/F(D/N)) \leq 4m(P) + d(P)(1 - d(D/N) - 1).$$

But since $F(D/H) = F/N$, and $d(D/N) \leq d(P)$, we have the desired conclusions. From now on, we assume that there is no such subgroup as $N$.

In particular, since $F(D/\mathcal{O}(D)) = F/\mathcal{O}(D)$ by (1.2.8(ii)), we must have

$$\mathcal{O}(D) = 1.$$

Next put $Q = \mathcal{O}_p(F)$. Now $Q$ is certainly a normal subgroup of $D$ contained in $F$. We wish to show that $F(D/Q) = F/Q$, and to this end we put $F(D/Q) = U/Q$.

Since $F/Q$ is nilpotent and normal in $D/Q$, we clearly have $M \geq F$. Also, by hypothesis,

$$Q \leq Z(D) \cap M \leq Z(M),$$

so $F/Z(M)$ is nilpotent. Thus $M$ is nilpotent; so $M \leq F$, and therefore $M = F$ as required. So now we know that $Q = 1$.

Since the group $F$ is nilpotent, it must now be a $p$-group. From (1.2.8) and (a) it now follows that $F$ is an elementary abelian $p$-group on which $D/F$ acts faithfully.

By (1.2.4) and (a), the group $F$ has a complement $H$, say, in $D$. We choose a Sylow $p$-subgroup $U_1$ of $H$. Note that $F U_1$ is then a Sylow $p$-subgroup of $D$, which, without loss of generality, may be taken to be $P$. 
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Set $K = O_p(H)$. Roughly speaking, we now apply induction to $H/K$ and Theorem $B$ to the action of $TP_\lambda$ on $P$ to obtain the desired result.

Firstly, since $O_p(H/K) = 1$, we obviously have $O_p(H/K) = Z(H/K)$, and since a Sylow $p$-subgroup of $H/K$ is isomorphic to $P$, we have by induction

$$l(H/K) \leq 4m(P_{\lambda}), \quad \text{and}$$

$$d(H/K) \leq 4m(P_{\lambda}) + d(P_\lambda)(l_p(H/K) - 2).$$

(The last inequality holds since $H/K \cong D/O_{p',p',p'}(D)$, so that $l_p(H/K) = l_p(D) - 1$.)

Secondly, the $K$-module $F$ satisfies the hypotheses of Theorem $B$ with $P_\lambda$ in place of $P$ and $F$ in place of $V$. Thus, using the fact that $F/F_\lambda \cong F/F_{\lambda'}$, we obtain

$$l(\lambda) \leq 3m(F/F_{\lambda}), \quad \text{and} \quad d(\lambda) \leq 4m(F/F_{\lambda}).$$

Now

$$[F,F_{\lambda}] = [F,P] \leq [P,P] \leq \langle P \rangle,$$

and $[P,P] \leq P$, so by (1.2.7(ii)), we have

$$m(P) = m(P/[F,F_{\lambda}]).$$

Since

$$P/[F,F_{\lambda}] \not\cong F/[F,F_{\lambda}] \times P_\lambda,$$
we have
\[ m(P) = m(P_\gamma) + m(F/[F,P_\gamma]). \]

Thus (c) becomes
\[
\begin{align*}
1(K) & \leq 3m(P) - 3m(P_\gamma), \\
\text{and} \quad d(K) & \leq 4m(P) - 4m(P_\gamma).
\end{align*}
\]

We tackle the final parts of the proofs of (i) and (ii) separately.

(i) \(1(D) = 1 + 1(H)\)
\[
\leq 1 + 1(H/K) + 1(K) \\
\leq 1 + 4m(P_\gamma) + 3m(P) - 3m(P_\gamma),
\]
from (b) and (d). Hence
\[ 1(D) \leq 4m(P) + m(P_\gamma) - m(P) + 1. \]

Finally, we note that since \(D \neq 1\), we have \(F \neq 1\), and so, since \(F\) and \(P_\gamma\) are \(p\)-groups, we have \(F/[F,P_\gamma] \neq 1\). Thus
\[ m(P) - m(P_\gamma) = m(F/[F,P_\gamma]) \geq 1. \]

Therefore \(1(D) \leq 4m(P)\) and we are finished.

(ii) \(d(D/F) = d(H)\)
\[
\leq d(H/K/F(H/K)) + d(F(H/K)) + d(K) \\
\leq 4m(P_\gamma) + d(P_\gamma)(1_\gamma(D) - 2) + d(F(H/K)) \\
+ 4m(P) - 4m(P_\gamma),
\]
using (b) and (d). Now, since \(d(P_\gamma) \leq d(P)\), we have
\[ d(D/F) \leq 4m(P) + d(P)(1_\gamma(D) - 1) + d(F(H/K)) - d(P). \]

Finally, since \(K = O_{p'}(H)\), the group \(F(H/K)\) is a \(p\)-group and so \(d(P) \geq d(F(H/K))\) and the result follows.

This completes the proof of (I.5.7).
Proof of Theorem C

(i) For each prime \( p \) dividing \( |G| \), we apply (I.5.7(i)) with \( D = G/O_p(G) \) to conclude that

\[ l(G/O_p(G)) \leq 4m_1. \]

Then, using (I.3.2(ii)) and the fact that the intersection of all the groups \( O_p(G) \) is trivial, we have \( l(G) \leq 4m_1 \) as required.

(iii) For each prime \( p \) dividing \( |G| \), we apply (I.5.7(ii)) with \( D = G/O_p(G) \) to conclude that

\[ d(G/O_p(G)/F(G/O_p(G))) \leq 4m_1 + (l_p(G) - 1)d_1. \]

Since \( F(G/O_p(G)) \) is a \( p \)-group, we have \( d(F(G/O_p(G))) \leq d_1 \), and by (I.5.4) we have \( l_p(G) \leq d_1 \). Thus

\[ d(G/O_p(G)) \leq 4m_1 + l_p(G)d_1 - d_1 + d_1 \]
\[ \leq 4m_1 + d_1^2, \]
and then, as in (i), this implies that \( d(G) \leq 4m_1 + d_1^2 \), as required.

The proofs of (ii) and (iv) are a little more complex. We begin their proofs together.

Let \( p \) be a prime dividing the order of \( G \). Let \( F_p \) be the Hall \( p' \)-subgroup of \( F(G) \) and let \( F_p = C_p(G) \) (so that \( F(G) = F_p \times F'_p \)). Define \( C_p \) and \( D_p \) by \( C_p = C_G(F_p) \) and \( D_p = C_G(F'_p) \). Note that since \( F_p \) and \( F'_p \) are normal in \( G \), so are \( C_p \) and \( D_p \).

Now let \( S_p \) be a Sylow \( p \)-subgroup of \( D_p \). By (I.4.7(i)) the group \( S_p \) is the Sylow \( p \)-subgroup of some nilpotent injector of \( G \), which we can take to be \( E \). Since \( F_p \) is a normal \( p \)-subgroup of \( D_p \), we have \( F_p \leq S_p \). Since \( E \) is
nilpotent, $E = S_p \times H_p$, where $H_p$ is a Hall $p'$-subgroup of $E$. Therefore $H_p$ centralises $F_p$ and so $H_p \leq C_p$. But we also have $S_p \leq D_p$, so that $E = S_p \times H_p \leq D_p \leq G$. By (1.4.8), therefore,

$$G = N_G(E)C_pD_p. \quad (a)$$

Since $D_p$ is normal in $G$, we have $F(D_p) \leq F(G)$, and so

$$C_p(F(D_p)) \leq F_p \cap D_p \leq Z(D_p).$$

Thus we can apply (7.5.7) with $D_p$ in place of $D$, and $S_p$ in place of $P$, noting that $m(S_p) \leq m$ and $d(S_p) \leq d$, and also that $l_p(D_p) \leq d(S_p) \leq d$ by (1.5.4), to obtain

$$l(D_p) \leq 4m, \text{ and } \quad d(D_p/F(D_p)) \leq 4m + (d-1)d. \quad (b)$$

Next, since $E$ is normal in $N_G(E)$ and $E$ is $N$-maximal in $N_G(E)$ by (1.4.6), we must have $E = F(N_G(E))$ and therefore we may apply (7.5.6(ii),(iv)) to obtain

$$l(N_G(E)) \leq 2 + m, \quad \text{and} \quad d(N_G(E)/E) \leq 2 + m. \quad (c)$$

We complete the proofs of (ii) and (iv) separately.

(ii) From (a),

$$G/C_p = N_G(E)D_p/N_G(E)D_p \cap C_p,$$

so

$$l(G/C_p) \leq l(N_G(E)D_p) \leq l(N_G(E)) + l(D_p) \leq 2 + m + 4m = 5m + 2,$$

using (b) and (c). Now, since

$$\bigcap_{p} C_p \leq C_G(F(G)) \leq F(G)$$

we have $l(G/F(G)) \leq 5m + 2$ by (1.3.2(ii)) and so
$l(G) \leq 5m + 3$, as required.

(iv) From (a)

$$d(G/C_pF) = d(C_pD_pN(G)/C_pF)$$
$$\leq d(C_pD_pN(G)/C_pD_pF) + d(C_pD_pF/C_pF)$$
$$\leq d(N_G(E)) + d(D_p/D_pN C_pF)$$
$$\leq d(N_G(E)/E) + d(E) + d(D_p/F(D_p))$$
$$\leq 2 + m + d + 4m + d^2 - d$$

using (b) and (c). Thus, as in (ii), we obtain

$$d(G/F) \leq 5m + 2 + d^2,$$
and since $F \leq E$, we have $d(F) \leq d$, and so $d(G) \leq 5m + 2 + d + d^2$, as required.

This completes the proof of Theorem C.

We conclude this section with an example which shows that, in the notation of Theorem C, we may have $l(G) = 2m$. (Recall that Theorem 0 (ii) gives the bound $l(G) \leq 5m + 3$.)

(1.5.8) Example. Let $S$ denote the symmetric group on $\{1, 2, 3\}$. If $H$ is any group, we can define an action of $S$ on $H \times H \times H$ by $(h_1, h_2, h_3)^S = (h_1, h_2, h_3)$, where $h_1 \in H$ and $s \in S$. We will denote the semi-direct product $(H \times H \times H) \rtimes S$ by $H \rtimes S$. (Note that this is not the regular wreath product which we normally intend by the symbol $\rtimes$.)

If $H$ is soluble, it is easy to check that if $G(H) = H,$

$$l(H \rtimes S) = l(H) + 1(S) = 1(H) + 2.$$

Now define $G_1$ by $G_1 = S$, and for $i > 1$, define $G_i$
inductively by $G_1 = G_{i-1} \triangleleft S$. Let $m$ be any positive integer, and put $G = G_m$. Clearly we have $1(G) = 2m$.

It can be shown that a nilpotent injector of $G$ is a Sylow 3-subgroup of $G$, which is in fact the successive (regular) wreath product of $m$ copies of $Z_3$. That is, if we put $C = Z_3$, and define $C_i$ for $i > 1$ by $C_i = C_{i-1} \triangleleft Z_3$, then a nilpotent injector $E$ of $G$ is isomorphic to $C_m$.

It is easily shown by induction that $C_m$ requires exactly $m$ generators. Thus $m(E) = m$.

It seems reasonable to make the conjecture that $1(G) \leq 2m$ always.

I know of no comparable examples for the other parts of Theorem C. Note that in the above example, a Sylow 2-subgroup of $G$ requires $2^m - 1$ generators, giving a much smaller value of $1(G)$ in terms of $m$ than Theorem C(i).
In this chapter and the next we prepare the ground for the proofs of Theorems A and B. The aims of this chapter are twofold. Firstly, we assemble the standard results that we will need, modified here and there to the uses to which we will put them. (Sections 1-3.) Then, in Section 4 we give an account of a general method of proof of results about the representation theory of soluble groups, and we discuss how it applies in our case.
Throughout this section, $G$ and $A$ will be groups with $A$ acting on $G$. The notation and conventions that we use here are explained in (I.1).

Our first result is a consequence of the Schur-Zassenhaus theorem (1.18.1, 1.18.23). We use it to derive most of the results of this section.

(II.1.1) Let $H$ be an $A$-invariant subgroup of $G$ and suppose that $A$ and $H$ have coprime orders. Let $g \in G$ and assume that $Hg^a = Hg$ for all $a \in A$. Then there exists $x \in G$ such that $Hg =HX$ and $x^a = x$ for all $a \in A$. (I.e., each coset of $H$ that is fixed by $A$ contains an element that is fixed by $A$.)

Proof (12, I.18.6).

(II.1.2) DEFINITION. Let

$$1 = G_0 \leq G_1 \leq \ldots \leq G_n = G$$

be a normal series for $G$. We say that $A$ stabilises this series if each $G_i$ is $A$-invariant and if $A$ acts trivially on each $G_i/G_{i-1}$ ($1 \leq i \leq n$).

(II.1.3) Suppose that $A$ and $G$ have coprime orders, and that $A$ stabilises some normal series of $G$. Then $A$ centralises $G$.

Proof Suppose that $A$ stabilises the series

$$1 = G_0 \leq G_1 \leq \ldots \leq G_n = G.$$
We proceed by induction on \( n \). For \( n = 1 \), the result is trivial, so we assume that \( n > 2 \). Now \( A \) stabilises the normal series
\[
1 = G_n/G_1 \leq G_2/G_1 \leq \cdots \leq G_n/G_1 = G/G_1
\]
of \( G/G_1 \), and therefore \( A \) centralises \( G/G_1 \) by induction. Of course, \( A \) also centralises \( G_1 \).

Now let \( g \in G \) and apply (II.1.7) with \( G_1 \) in place of \( H \). This gives us an element \( x \in G \) such that \( x^a = x \) for all \( a \in A \), and such that \( G_1 x = G_1 G \), i.e., \( G_1 x^a = G_1 G_1 \). Therefore, if \( a \in A \), we have
\[
g^a = g^n(x^{-1})^a x = (gx^{-1})^a x = gx^{-1} = g,
\]
and the proof is complete.

Next, we have two easy consequences of (II.1.3).

(II.1.4) If \( A \) and \( G \) have coprime orders, then
\[
[G,A] = [G,A,A].
\]

**Proof** We set \( B = [G,A,A] \), and note that \( B \leq [G,A] \) trivially. Since \( [G,A] g^a = [G,A] g \) for all \( g \in G, a \in A \), it follows from (II.1.7) that \( G = [G,A] C_G(A) \). Similarly, \( [G,A] = B C(G,A)(A) \), whence \( G = B C(G,A) \). Now let \( g \in G, a \in A \), and write \( g = bc \) with \( b \in B \) and \( c \in C_G(A) \). Then \( g^a b^{-1} = b^a c a^{-1} b^{-1} = b^a b^{-1} c, \) and so \( [G,A] \leq B \).

(II.1.5) Assume that \( A \) and \( G \) have coprime orders. Let \( N \) be a normal, \( A \)-invariant subgroup of \( G \) which is centralised by \( A \), and such that \( C_G(N) \leq N \). Then \( A \) centralises \( G \).
Let $g \in G$ and $a \in A$. Then, for all $n \in \mathbb{N}$ we have
\[ n^{ga} = (n^a)^g = n^a = (n^n)^a = n^g, \]
since $n \in \mathbb{N}$. Therefore $E = C_G(N)^g \leq N$, whence $N_G = N^g$. Thus $A$ stabilises $1 \leq N \leq G$, and the result follows from (II.1.3).

(II.1.6) Suppose that $A$ and $G$ have coprime orders. Then for each prime $p$ dividing $|G|$, there exists an $A$-invariant Sylow $p$-subgroup of $G$.

Proof (11, 6.2.2).

(II.1.7) Suppose that $G$ is a $p$-group and that $A$ is a $p'$-group. If $A$ centralises $G/Z(G)$, then $A$ centralises $G$.

Proof (11, 5.1.4).
II.2. $p$-GROUPS

Throughout this section, $p$ is a prime and $P$ is a $p$-group.

(II.2.1) DEFINITIONS. (i) $P$ is called special if either $P$ is elementary abelian, or $Z(P) = P' = Z(P)$ is elementary abelian.
(ii) $P$ is extraspecial if $P$ is special, nonabelian, and $Z(P)$ has order $p$.

Since any $p$-group of order at most $p^2$ is abelian, an extraspecial group must have order at least $p^3$.

(II.2.2) Up to isomorphism, there are exactly two extraspecial groups of order $p^3$. If $p$ is odd, one of them has exponent $p$, and the other has exponent $p^2$. If $p = 2$, they are the quaternion group and the dihedral group of order 8, both of exponent 4.

Proof [11, 5.5.1].

(II.2.3) DEFINITIONS. Let $G_1, \ldots, G_n$ be groups. For each $i \in \{1, \ldots, n\}$, let $A_i \leq Z(G_i)$ be a subgroup of $G_i$, and assume that all the $A_i$ are isomorphic to one another via isomorphisms

$G_i : A_i \rightarrow A_i$.

Then we can form the central product of $G_1, \ldots, G_n$ with
respect to $A_1, \ldots, A_n$, denoted by $G_1 \times G_2 \times \cdots \times G_n$. In order to do this, we identify the natural images of the $A_i$ in $G_1 \times G_2 \times \cdots \times G_n$. That is, we set $N = \bigcap_{i=1}^n \langle a_i \rangle$; $a_i \in A_i$, $2 \leq i \leq n$. Then $N \triangleleft G_1 \times \cdots \times G_n$, and $G_1 \times \cdots \times G_n = G_1 \times \cdots \times G_n / N$.

(II.2.4) Let $P$ be extraspecial. Then $P$ is the central product of $t$ (say) extraspecial groups of order $p^3$, where the centres of these $t$ groups are all identified.

In particular, $|P| = p^{2t+1}$ for some natural number $t$.

Proof [11, 5.5.2].

(II.2.5) Let $C$ be a 2-group of order at least 16 which is either generalised quaternion, dihedral or semi-dihedral. Then the following hold.

(i) $Z(C)$ has order 2.

(ii) $C/Z(C)$ is dihedral.

(iii) $C$ has a characteristic, cyclic, self-centralising subgroup of index two.

(iv) $C$ has no characteristic abelian noncyclic subgroups.

Note Definitions of these types of groups are given in [12, I.4.9]. We only need the properties listed above.

Proof (i) and (ii). [12, 5.4.3(ii)(c)].

(iii) By [12, I.4.9(b)], the group $C$ has a cyclic subgroup
respect to \( A_1, \ldots, A_n \), denoted by \( G_1 \times G_2 \times \cdots \times G_n \). In order to do this, we identify the natural images of the \( A_i \) in \( G_1 \times G_2 \times \cdots \times G_n \). That is, we set
\[
N = \{ a^{-1}(a^i); a \in A_i, 2 \leq i \leq n \}. \text{ Then } N \trianglelefteq G_1 \times \cdots \times G_n, \text{ and } G_1 \times \cdots \times G_n = G_1 \times \cdots \times G_n/N.
\]

(II.2.4) Let \( P \) be extraspecial. Then \( P \) is the central product of \( t \) (say) extraspecial groups of order \( p^3 \), where the centres of these \( t \) groups are all identified.

In particular, \(|P| = p^{2t+1}\) for some natural number \( t \).

**Proof** [11, 5.5.2].

(II.2.5) Let \( C \) be a 2-group of order at least 16 which is either generalised quaternion, dihedral or semi-dihedral. Then the following hold.

(i) \( Z(C) \) has order 2.

(ii) \( C/Z(C) \) is dihedral.

(iii) \( C \) has a characteristic, cyclic, self-centralising subgroup of index two.

(iv) \( C \) has no characteristic abelian noncyclic subgroups.

**Note** Definitions of these types of groups are given in [12, I.14.9]. We only need the properties listed above.

**Proof** (i) and (ii). [12, 5.4.3(ii)(c)].

(iii) By [12, I.14.9(b)], the group \( C \) has a cyclic subgroup
D, say, of index two. We claim that D is self-centralising and characteristic.

Since D is abelian, we have \( C_G(D) \supseteq D \). If equality did not hold, we would have \( C_G(D) = C \), and thus \( D \not\subseteq Z(C) \). But this is not the case, by (i). Therefore \( C_G(D) = D \).

Since D is maximal, we have \( D \supseteq Z(C) \), so \( D \subseteq C_G(Z(C)) \). By (11, 5.4.3(ii)(b)), the group \( Z(C) \) has index 4, so \( Z(C) \supseteq C \), whence \( Z(C) \supseteq Z(C) \). Therefore we must have \( D = C_G(Z(C)) \), and since \( Z(C) \) is characteristic, so is D.

(iv) \[ 11, 5.4.3(ii)(e),(f),(g) \].

We now come to the famous theorem of P. Hall which gives the structure of p-groups all of whose characteristic abelian subgroups are cyclic. The relevance of this result to us is that in the 'homogeneous' case of Theorems A and B, every normal \( r \)-subgroup of \( K \mathcal{P} \) (for any prime \( r \)) will have this property.

(II.2.6) (P. Hall) If \( P \) is a nontrivial p-group such that every characteristic abelian subgroup is cyclic, then \( P \) satisfies the following hypotheses.

(II.2.7) HYPOTHESES. \( P \) is the central product \( E \ast C \), where \( E \) is either trivial, or is an extraspecial p-group, and \( C \neq 1 \). Further

(i) if \( p > 2 \), then \( E \) has exponent \( p \), and \( C \) is cyclic;
(ii) if \( p = 2 \), then \( C \) is either cyclic, or has order at least 16, and is generalised quaternion, dihedral, or semi-dihedral;
(iii) the centre of C contains a unique subgroup of order p: it is this subgroup that is identified with $Z(E)$ (when $E \neq 1$).

**Proof** Everything in this statement is proved in [11, 5.4.9] except that $C \neq 1$. Put since $P \neq 1$, and $E = E \times Z_p$ (with $Z_p$ identified with $Z(E)$), it is clear that we may always take $C = 1$.

**Note** We will deal with the type of $p$-group given by Hypotheses (II.2.7) in many places in the sequel. Whenever a central product $E \times C$ is defined (with $E$ extraspecial) we will mean that $Z(E)$ is identified with the unique subgroup of order $p$ in $Z(C)$. (The other possibility for $E \times C$ is $E \times C$.)

Also, we make the convention that $C \neq 1$ whenever $P \neq 1$. This is merely a notational convenience to ensure that $Z(P) = Z(C)$ always.

It is a corollary of (II.2.6) that a $p$-group which has all normal abelian subgroups cyclic satisfies (II.2.7) with $E = 1$. We need a slight generalisation of this.

(II.2.8) Let $P_1 \times P_2$ be $p$-groups. Assume that every normal abelian subgroup of $P_2$ which is contained in $P_1$ is cyclic. Then $P_1$ is either cyclic, or $p = 2$, and $P_1$ is generalised quaternion, dihedral, or semi-dihedral of order at least 16.
The remainder of the work in this section is aimed at finding bounds for the automorphism group of a $p$-group satisfying Hypotheses (II.2.7).

(II.2.9) DEFINITIONS. Let $m$ be an integer and let $F$ be a field. Let $V$ be a vector space of dimension $m$ over $F$.

(i) A symplectic form on $V$ is a bilinear map $(\ , \ )$ from $V \times V$ into $F$ satisfying

$$(v,v) = 0 \text{ for all } v \in V.$$  

(ii) We say that $(\ , \ )$ is nonsingular if whenever $(u,v) = 0$ for all $u \in V$, we have $v = 0$.

(iii) If $V$ is endowed with a nonsingular symplectic form then by [12, II.9.6(b)], the integer $m$ is even, say $m = 2n$. We denote by

$$\text{Sp}(2n, F)$$

the group of all automorphisms of $V$ leaving $(\ , \ )$ invariant. That is,

$$\text{Sp}(2n, F) = \{ \phi \in \text{GL}(2n, F); (v\phi, w\phi) = (v, w) \text{ for all } v, w \in V \}.$$  

(II.2.10) Let $F$ be a finite field of order $q$. Then

$$|\text{Sp}(2n, F)| = q^{n^2}(q^{2n} - 1)(q^{2n-2} - 1) \ldots (q^2 - 1).$$

Proof [12, II.9.13(b)].

(II.2.11) Let $P = \langle C \rangle$ be a $p$-group satisfying Hypotheses (II.2.7) with $C$ cyclic. Then the following hold.
(i) $|P'| = p$.

(ii) $P = P/Z(P) = P/C$ can be regarded as a nonsingular symplectic vector space over $F_p$ with form given by

$$(Px, Py) = \{x, y\} \quad (x, y \in P)$$

where $P'$ is identified with $F_p$.

(iii) If $A$ is a group acting on $P$ and centralising $C$, then $A$ leaves invariant the form defined in (ii).

(iv) If $A$ is as in (iii) and $|A| = p^{2t}$, then

$$[x/C_A(p)] \left| p^{t(2t^2 - 1)(p^{2t-1} - 1)...(p^2 - 1)} \right.$$  

Proof (i) and (ii). [11, III, 13.7(a), (b)].

(iii) Clear since $P' \subseteq C$.

(iv) Follows from (iii) and (II.2.10).
II.3. REPRESENTATION THEORY

(II.3.1) DEFINITION. Let $F$ be a field and let $G$ be a group. Let $V$ be a completely reducible $FG$-module. Choose representatives $W_1, \ldots, W_s$ for each of the isomorphism classes of irreducible $FG$-submodules of $V$. Then define $V_i$ to be the sum of all submodules of $V$ which are isomorphic to $W_i$. As $V$ is completely reducible, each $V_i$ is in fact a direct sum of submodules isomorphic to $W_i$. Further,

$$V = V_1 \oplus \cdots \oplus V_s.$$ 

We call the $V_i$ the homogeneous components of $V$. If $s = 1$, so that $V$ is a direct sum of pairwise isomorphic irreducible submodules, then $V$ is homogeneous.

We now state the first main theorem of Clifford theory.

(II.3.2) (Clifford) Let $F$ be a field and let $G$ be a group. Let $V$ be an irreducible $FG$-module. Suppose that $N \triangleleft G$.

(i) $V_N$ is completely reducible, so that $V_N = V_1 \oplus \cdots \oplus V_s$ where the $V_i$ are the homogeneous components of $V_N$.

(ii) The submodules $V_1, \ldots, V_s$ are transitively permuted by $G$ via the action $V_i \rightarrow V_i^g \ (g \in G)$. The kernel of this action contains $NC_G(N)$.

(iii) Put $S_i = \{g \in G; V_i^g = V_i\}$. Then $V = (V_i)_{S_i}$.

Proof [17, V.17.3].
Theorem (II.3.2) is of fundamental importance in the theory of representations of groups and we shall use it repeatedly. It is so well-known that we shall refer to it as "Clifford's theorem" rather than by a number.

(II.3.3) DEFINITIONS. Let $A$ and $B$ be subgroups of a group $G$. A double coset of $A$ and $B$ in $G$ is a set of the form

$$AgB = \{agb; a \in A, b \in B\},$$

where $g \in G$. It is easy to show that two double cosets $AgB$ and $AhB$ are either identical or disjoint. (See [12, I.2.19].) Thus we can write

$$G = \bigcup_{i=1}^{n} Ag_iB$$

for suitable $g_1, ..., g_n$ in $G$, where the double cosets $Ag_1B, ..., Ag_nB$ are all distinct (and therefore disjoint). We call this a double coset decomposition of $G$ with respect to $A$ and $B$, and we call $g_1, ..., g_n$ a set of double coset representatives of $A$ and $B$ in $G$.

(II.3.4) (Mackey's theorem.) Let $A$ and $B$ be subgroups of the group $G$. Suppose that $U$ is a $FA$-module and put $V = \bigcup_{i}^{G}$. Then

$$V_B = (UR_1)_{Ag_1B} \oplus ... \oplus (UR_n)_{Ag_nB},$$

where $g_1, ..., g_n$ is any set of double coset representatives for $A$ and $B$ in $G$.

Proof [12, V.15.9].
We now turn to some more specific results of use to us. Our main aim in the rest of this section is to find information on the dimensions of faithful representations for groups over finite fields, especially for groups which satisfy the Hypotheses (II.2.7).

(II.3.5) Let $P = E_C$ satisfy Hypotheses (II.2.7) with $C$ cyclic. Let $F$ be a field of characteristic not equal to $p$, and suppose that $F$ contains a primitive $|C|$th root of unity.

(i) $F$ is a splitting field for $P$.

(ii) The dimension of any faithful, irreducible $FP$-module is $p^t$, where $|P/C| = p^t$.

Proof (i) If $|C| > p$, then the exponent of $P$ is $|C|$, and we have the result by [18, 9.15].

Assume, therefore, that $|C| = p$, so that $P = E$. Now it is well-known that the character values of $E$ are all $p^t$th roots of unity. (See [17, V.16.14].) Thus, by [12, 9.9] and [12, 9.14], we have the result.

(ii) It is well-known [12, V.16.1] that the dimension of an absolutely irreducible, faithful representation for $E$ has dimension $p^t$. From (i), therefore, the dimension of a faithful, irreducible $FP$-module is $p^t$. Clearly the dimension of a faithful, irreducible $FC$-module is 1. The required result now follows from [12, 2.7.1 and 2.7.2].

We are interested in the dimension of a faithful,
irreducible representation of $P$ over a field which may not contain a primitive $|G|^\text{th}$ root of unity. The next few results deal with this problem.

(II.3.6) Let $F$ be a finite field of order $q$, let $A$ be an abelian group, and suppose that $V$ is a faithful, irreducible $FA$-module. Then $A$ is cyclic and the dimension of $V$ is $f$ where $f$ is the smallest integer such that $|A| \mid q^f - 1$.

Proof [12, II.3.10].

(II.3.7) HYPOTHESES. Let $F$ be a finite field of order $q$, let $G$ be a group, and suppose that $V$ is a faithful, irreducible $FG$-module. Suppose that $A$ is a normal, abelian subgroup of $G$ and that $V_A$ is homogeneous.

We let $f$ be the dimension of an irreducible $FA$-submodule of $V$, and let $h$ be the number of irreducible summands in $V_A$, so that $\dim_{F^A}(V) = fh$.

We can regard $V$ as a vector space of dimension $h$ over the field $F$ of $q^f$ elements. We denote this vector space by $V'$ to distinguish it from $V$.

Our next result tells us what the action of $G$ on $V'$ looks like.

(II.3.8) Assume Hypotheses (II.3.7). Then
\[(v' + w')g = v'g + w'g\]
and
\[(\lambda v')g = (\lambda g)v'g\]

where \(g \in G\), \(v', w \in V\'), and \(\lambda \in \mathbb{F}\); and \(\phi\) is a field automorphism of \(\mathbb{F}\) over \(\mathbb{F}\). Further, if \(\phi: G \rightarrow \text{Gal}(E: F)\) is the map taking \(g\) to \(\phi g\), then \(\phi\) is a group homomorphism with kernel \(\mathbb{C}_g(A)\).

\textbf{Proof} [17, II.3.11].

This result has two consequences of importance to us which we now state. The first will not be used until the next chapter.

\textbf{(II.3.9) Assume Hypotheses (II.3.7). Then}
\[|G: \mathbb{C}_g(A)| = f.\]

\textbf{Proof} Any finite extension of finite fields is Galois, so \(|\text{Gal}(E: F)| = |E: F| = f\), and the result follows from (II.3.8).

The second corollary to (II.3.8) allows us to regard any irreducible representation over a finite field as an absolutely irreducible representation over a suitable field extension.

\textbf{(II.3.10) Let } F \text{ be a finite field and let } H \text{ be a group. Let } V \text{ be a faithful, irreducible } F\mathbb{H}\text{-module. Put}
\[\Gamma' = \text{Hom}_F(V, V).\]
(i) \( V \) is a field.

(ii) \( V \) may be regarded as a faithful, absolutely irreducible \( KH \)-module \( V' \) (where the two actions of \( H \) on \( V \) are identical when \( V \) is regarded simply as a set.)

**Proof** (i) By Schur's lemma, \( K \) is a division ring. It is also obvious that \( K \) is finite. Thus by Wedderburn's theorem on finite division rings, \( K \) is in fact a field.

(ii) Let \( A = I^A \). Then \( A \) is cyclic, and by definition of \( K \), the group \( A \) centralises \( H \). Thus \( G = HA \) is a group, and it is clear that \( G \) acts on \( V \) as a group of linear maps (over \( F \)). Since \( A \) is abelian and centralises \( H \), we have \( A \in Z(G) \), and so \( G = C_G(A) \). Now by Clifford's theorem \( V_{A} \) is homogeneous. We thus have the hypotheses (II.3.7) and so applying (II.3.8), we know that \( V \) may be regarded as a \( DG \)-module \( V' \) (using again the fact that \( G = C_G(A) \)), where \( E \) is the field of \( q^f \) elements. By (II.3.6), we know \( f \) is the smallest positive integer such that \( |A| |q^f - 1 \).

Since \( |A| = |K| - 1 \), we must have \( E = F \).

To complete the proof, therefore, we only need to note that \( V' \) is an \( FH \)-module by restriction to \( H \), and that \( V' \) is absolutely irreducible by [II, V.14.10].

**Note** The module \( V' \) in (II.3.10(ii)) should not be confused with \( V \circ_k F \).

Finally, we have the promised extension to (II.3.5) for arbitrary finite fields.
(II.3.11) Let $P$ satisfy Hypotheses (II.2.7) with $C$ cyclic. Let $E$ be a finite field of order $q$ where $p/q$, and let $V$ be a faithful, irreducible $EP$-module.

Define integers $s$ and $f$ by putting

$s^2 = |P/C|$ and letting

$f$ be the smallest integer such that $|C| q^f - 1$. Then

(i) $|\text{Hom}_{EP}(V,V)| = q^f$;

(ii) $\text{dim}_E(V) = fs$.

Proof $C = \mathbb{Z}(P)$, so we have Hypotheses (II.3.7) with $P = G$ and $C = A$. Using (II.3.6) and (II.3.5), therefore, $V$ may be regarded as an $EP$-module where $E$ has $q^f$ elements. Since $|C| q^f - 1$, the field $E$ has a primitive $|C|$th root of unity. Thus $\text{dim}_E(V) = s$ by (II.3.5). This proves (ii).

Since by (II.3.10), $V$ may also be regarded as an absolutely irreducible module for $P$ over $\text{Hom}_{EP}(V,V)$ (necessarily of dimension $s$), we must have $|\text{Hom}_{EP}(V,V)| = q^f$, proving (i).
This section is a discussion of a general (and well-known) method of proof of results about the representation theory of soluble groups, and how it applies in our case. We fix the following notation. \( G \) is a soluble group, \( F \) is a field, and \( V \) is an irreducible \( FG \)-module. We assume that we wish to prove something about \( V \) - call it (*) for now - which we know by an inductive hypothesis to be true for all 'smaller' modules. (The exact meaning of 'smaller' depends on the inductive hypothesis; we just assume here that the inductive step works.) Now Clifford's theorem gives us two possibilities:

1. \( V = W^G \) for some \( S < G \) and submodule \( W \) of \( V^S \), or
2. \( V_M \) is homogeneous whenever \( M < G \).

For obvious reasons, we call (1) 'the induced case', and (2) 'the homogeneous case'. The rest of this section is planned as follows. We consider (1) first and then (2). In each case we discuss the general situation first, i.e., we show how one might go about proving (*), and then specialize to the proofs of Theorems A and B.

1. The Induced Case.

To tackle (1), we need some information on so-called primitive groups.

(II.4.1) DEFINITIONS. (1) Let \( M < G \). Then we define the core of \( M \) in \( G \), denoted by \( \text{Core}_G(M) \), to be the intersection of all conjugates of \( M \) in \( G \). Clearly \( \text{Core}_G(M) \)
This section is a discussion of a general (and well-known) method of proof of results about the representation theory of soluble groups, and how it applies in our case. We fix the following notation. G is a soluble group, F is a field, and V is an irreducible FG-module. We assume that we wish to prove something about V - call it (*) for now - which we know by an inductive hypothesis to be true for all 'smaller' modules. (The exact meaning of 'smaller' depends on the inductive hypothesis; we just assume here that the inductive step works.) Now Clifford's theorem gives us two possibilities:

1) \( V = W^G \) for some \( S \triangleleft G \) and submodule \( W \) of \( V_S \); or

2) \( V_N \) is homogeneous whenever \( N \triangleleft G \).

For obvious reasons, we call (1) 'the induced case', and (2) 'the homogeneous case'. The rest of this section is planned as follows. We consider (1) first and then (2). In each case we discuss the general situation first, i.e., we show how one might go about proving (*), and then specialize to the proofs of Theorems A and B.

(1) The Induced Case.

To tackle (1), we need some information on so-called primitive groups.

(II.4.1) DEFINITIONS. (i) Let \( M \triangleleft G \). Then we define the core of \( M \) in \( G \), denoted by \( \text{Core}_G(M) \), to be the intersection of all conjugates of \( M \) in \( G \). Clearly \( \text{Core}_G(M) \)
is normal in $G$, and is in fact the largest normal subgroup of $G$ contained in $M$.

(ii) A group $G$ is called primitive if there exists a maximal subgroup $M$ of $G$ such that $\text{Core}_G(M) = 1$.

(Ti.4.2) Let $G$ be a soluble group and let $M$ be a maximal subgroup of $G$, and set $T = \text{Core}_G(M)$. Note that $G/T$ is primitive. Then $G/T$ has a unique normal minimal subgroup $S/T$ say, and further,

(i) $G = MS$ and $T \triangleleft S$, i.e., $M$ complements $S/T$ in $G$;

(ii) $C_G(S/T) = S$.

Proof Let $S/T$ be a minimal normal subgroup of $G/T$. We show (i), then (ii); then that $S/T$ is unique.

Since $T$ is the largest normal subgroup of $G$ contained in $M$, we must have $S \not\leq M$, and so $G = MS$ since $M$ is maximal.

Now $M \cap S$ is normalised by $M$ and $S$, and so $M \cap S \subseteq G$; thus $M \cap S = T$.

Let $C_G(S/T) = C$. Clearly $C \triangleright S$ since $S/T$ is abelian.

Now $C \cap M$ is normalised by $M$ and $S$, so $C \cap M \subseteq G$, and $C \cap M = T$.

But now

$$C = C \cap MS = (C \cap M)S = T \cap S = S,$$

and so $C_G(S/T) = S$.

Finally, note that if $S/T$ is another minimal normal subgroup of $G/T$, then $(S, S/T) \triangleleft S \cap S_T = T$, so $S/T \not\leq C = S$. Thus $S/T$ is the unique minimal normal subgroup of $G/T$.

Now suppose that $V = W_{S}^G$ and choose a maximal subgroup $M$ containing $S$. Then by the transitivity of
induction \( V = V_G \uparrow^M_G \), and putting \( U = U \uparrow^M_G \), we have \( V = U \uparrow^G \).

We note that \( U \) is irreducible as an \( M \)-module, since if \( 0 < U_1 < U_M \), then \( 0 < U_1 \uparrow^G < V_G \), contradicting the irreducibility of \( V_G \). We can thus apply the inductive hypothesis to conclude that (*) holds for the \( MN\)-module \( U \).

Secondly, we deduce from (II.4.2) that, in the notation of that result, \( S/T \) is an irreducible \( F_sG \)-module where \( s \) is the prime dividing \( |S/T| \). Unfortunately, the field has changed. This is the source of two main problems. Firstly, \( F \) may have been, for example, a splitting field for \( G \); this is unlikely to be true of \( F_g \). However, since in both Theorem A and Theorem B, we make no such assumption on \( F \), this problem does not concern us and so we just ignore it. Secondly, one may want some restriction on the characteristic of \( F \) which no longer holds for \( F_g \). This problem does not occur in the proof of Theorem A, but it stops us applying this argument in Theorem B.

At any rate, if things work nicely, we know that (*) holds for the \( G \)-module \( S/T \) and for the \( M \)-module \( U \); what this tells us about \( V \), of course, depends on (*). It is time to be more specific.

Let us now assume that we are proving Theorem A. We have \( G = KP \), where \( K \) is a normal \( p' \)-group and \( P \) is a \( p \)-group. There are two possibilities: \( s=p \) and \( s \neq p \). The case \( s=p \) succumbs to an easy inductive argument in Step 1 of the proof and we will not go into details here. Assume, therefore, that \( s \neq p \). Here it will be shown that we can assume that \( M \triangleright P \), so that \( M = (K \cap M)P \). Let \( P^* = C_{F_g}(S/T) \) and \( j = d(F/C_{F_g}(S/T)) \). Regarding \( S/T \) as an \( F_{gK}P \)-module
and applying induction gives us
\[ |P/P^*|^2w(j) \leq |S/T| \quad \text{or} \quad j \leq 2, \tag{a} \]
where \(w(2) = 3\) and \(w(j) = 4 \cdot 3^{j-4}\) for \(j \geq 4\).

It will then be shown that \(P^*\) acts faithfully on \(U\), and that \(K \cap H\) induces on \(U\) a group of derived length at least \(d-1-j\), where \(d = d(K)\). We thus obtain
\[ |P^*|^2w(d-1-j) \leq |U| \quad \text{or} \quad d-1-j \leq 2. \tag{b} \]

Also, since \(V = U_{M[G]}^{[G]}\) and \(|G:M| = |S/T|\) by (II.4.2(i)) we have
\[ |V| = |U|^{|S/T|}. \tag{c} \]

If \(j > 2\) and \(d-j-1 > 2\), then the required bound follows easily from (a), (b) and (c). If either \(j \leq 2\) or \(d-j-1 \leq 2\), we need a replacement for the straightforward induction argument. The necessary results are contained in the next chapter. In particular, (III.3.6) will be used instead of (b), and (III.1.7) will be used in place of (a).

Let us now turn our attention briefly to Theorem B. For the sake of simplicity we consider B(ii) only - the derived length case. (The proof of B(i) is very similar.) Again we adopt the notation of (II.4.2) and confine our attention to the case \(s \neq p\). Remember that we are trying to prove that
\[ \text{codim}([V,P]) \geq 3^{3(d-4)}. \]

With \(j = d(V/C_p(S/T))\) as before, we find that
\[ \text{codim}([U,P]) \geq 3^{3(d-1-j-4)}. \]

We do not go into details here, but it turns out that what we need to know about the KP-module \(S/T\) is that the
number of orbits of $P$ on the vectors of $S/T$ increases with $j$. This information is supplied by (III.4.6).

(2) The Homogeneous Case.

This case is normally trickier than the induced case, and less progress can be made in the general situation.

Let $A$ be a normal abelian subgroup of $G$. Then $V_A$ is homogeneous, and using (II.3.6) we find that $A$ is cyclic.

Now let $r$ be any prime dividing the order of $G$, and suppose that $A$ is a characteristic abelian subgroup of $O_p(G)$. Then $A \neq G$, and so by the above, $A$ is cyclic. Thus each $O_p(G)$ satisfies the hypotheses of (II.2.6) and so we deduce that $O_p(G)$ satisfies Hypotheses (II.2.7) (with $r$ in place of $p$).

Recall that $C_0(F(G)) = \% F(G))$ by (I.2.7), so that 'most' of $G$ acts faithfully on $F(G)$. Further, since $F(G)$ is the direct product of the $O_p(G)$, we know what $F(G)$ looks like. Often, one can find a chief factor (or factors) of $G$ lying below $F(G)$ to which an inductive argument can be applied. Similar remarks apply to the change of field as in (1). Again, this is not a problem in Theorem A. It is at this point in the proof of Theorem B, however, that we need Theorem A.

In our case, the required chief factor is supplied by (III.2.5). This gives us a normal subgroup $R$ of $K_P$, contained in $O_p(K)$ for some prime $r$, with the following properties.
(i) \( R \) is either extraspecial, or \( r = 2 \), and \( R \) is the central product of an extraspecial 2-group and a cyclic group of order 4.

(ii) \( \bar{R} = R/Z(R) \) is a chief factor of \( KP \).

(iii) \( d(K/C_R(\bar{R})) > d - 2 \).

We set \( |\bar{R}| = s^2 \).

Suppose that we are proving Theorem A. When \( d > 5 \), we can apply induction to the \( \bar{R} \)-module \( \bar{R} \) to obtain
\[
|P/C_p(\bar{R})|^2 < |\bar{R}| = s^2.
\]

Of course, we want to show that \( |\bar{R}|^2 \cdot d |V| \). Now by (II.3.11) we know that the dimension of \( V \) is at least \( s \), and so \( |V| \) increases rapidly with \( s \). Using (d) therefore, it follows that \( |P/C_p(\bar{R})|^2 \) is very small compared to \( |V| \) for large values of \( s \).

To find a bound for the 'rest' of \( |P| \), i.e., \( |C_p(\bar{R})| \), we first show that \( C_p(\bar{R}) = C_p(R) \), and then look at \( V \) considered as a \( C_p(\bar{R}) \) module. Results (III.3.5) and (III.3.7) of the next chapter will then imply that
\[
C_p(\bar{R}) \leq \frac{1}{2} |V|^{3/2s}
\]
(with better bounds in particular cases.) Again, for large \( s \), this gives an excellent bound. In fact, \( s \) does not have to be very large; if \( s > 5 \), the required bound for \( |P|^2 \) follows from (d) and (e). For small values of \( s \), several results from (III.3) provide a more accurate replacement for (d).

When \( d \neq 4 \), we can no longer apply induction to \( \bar{R} \), but \( K \) acts nontrivially on \( \bar{R} \), so we can still find a bound for \( |P/C_p(\bar{R})| \) in terms of \( s \), using (III.3.6), which allows us to eliminate large values of \( s \). (In fact
s > 16.) For smaller values we consider various possibilities for \( p, q, \) and \( s, \) and using the fact that they are mutually coprime, and that \( \hat{\gamma} \) acts nontrivially on \( \hat{F}, \) we obtain more careful replacements for (e) and (d).

Finally, we turn to the homogeneous case of Theorem B, and as before we confine our attention to B(ii). The key lemma is (III.4.2): Let \( P^* \) be a \( p \)-group and \( F \) a field of characteristic \( p, \) and suppose that \( V^* \) is an \( FP \)-module. Then

\[
\text{codim}([V^*, P^*]) \geq \frac{\dim(V^*)}{|P^*|}. \tag{f}
\]

Now applying Theorem A to the \( KP \)-module \( \hat{F} \) gives us

\[
|P/C_p(\hat{F})|^2 \leq |\hat{F}| \leq s^2
\]

for \( d > 5, \) as in the proof of Theorem A (where the bound is obtained by induction). Thus

\[
|P/C_p(\hat{F})| \sqrt{d-2} \leq s. \tag{g}
\]

We then find a suitable \( KP \)-composition factor \( V^* \) of \( V, \) and using (f) with \( P^* = P/C_p(\hat{F}), \) together with the fact that \( \dim(V^*) \geq s, \) we can then deduce the required bound for \( \text{codim}[V, \hat{F}] \) from (g).
s > 16.) For smaller values we consider various possibilities for p, q, and s, and using the fact that they are mutually coprime, and that V acts nontrivially on F, we obtain more careful replacements for (e) and (d).

Finally, we turn to the homogeneous case of Theorem B, and as before we confine our attention to B(ii). The key lemma is (III.4.2): let P* be a p-group and F a field of characteristic p, and suppose that V* is an FP-module. Then

\[ \text{codim}([V*, P*]) \geq \frac{\dim(V*)}{|P*|}. \]  

Now applying Theorem A to the FP-module F gives us

\[ |F/C_{[F]}(V)|^2 < s^2 \]  

for d > 5, as in the proof of Theorem A (where the bound is obtained by induction). Thus

\[ |V/C_{P*}(F)| \leq s. \]  

We then find a suitable FP-composition factor V* of V, and using (f) with P* = F/C_{P*}(F), together with the fact that \( \dim(V*) \geq s \), we can then deduce the required bound for codim[V, F] from (g).
This chapter contains a large number of lemmas that we need for the proofs of Theorems A and B.

The work necessary for Theorem A is contained in the first three sections. The most important results are (III.2.5) and (III.3.6). The last section contains results specifically for Theorem B.
III.1. ARITHMETIC

At dozens of points during the proof of Theorem A and elsewhere, we will require an estimate for a monomial expression of the form $x^b$ in terms of an exponential expression such as $c^x$. The following result is designed to deal with these situations.

(III.1.1) **Let** $b$, $c$, and $x_0$ be positive real numbers with $c$ at least one. **Define a function** $f: \mathbb{R} \to \mathbb{R}$ by $f(x) = x^b/c^x$.

Suppose that $x_0 > 3$ and $f(x_0) < 1$. Then $f(x) \leq f(x_0)$ for all $x > x_0$.

**Proof.** We let $e$ be the base of natural logarithms and put $\log = \log_e$. Assume that $x > x_0$. We have

$$f(x) = e^{\log(x)} - x \log(c).$$

We aim to show that $f'(x) < 0$ for $x > x_0$. Now

$$f'(x) = (b/x - \log(c))f(x) = (b - x \log(c))(f(x)/x),$$

and since $x$ and $f(x)$ are both positive, it suffices to show that $b - x \log(c) < 0$. But

$$b - x \log(c) < b \log(x_0) - x_0 \log(c)$$

since $\log(x_0) > \log(3) > 1$, and because $x > x_0$ and $\log(c) > 0$. So

$$b - x \log(c) \leq \log(f(x_0)) = 0$$

since $f(x_0) < 1$. Thus $f(x)$ is decreasing for $x > x_0$ and the result follows.

The next result, a corollary of the last, is useful in similar situations when we do not know that $x > 3$.

(III.1.2) **Let** $x$ be an integer. Then $x \leq 3^x$.
We apply (III.1.1) with \( b = 1, c = 3^3, \) and \( x_0 = 3, \) to deduce the result when \( x > 3. \) The remaining cases, \( x = 1 \) and \( x = 2, \) follow immediately from the fact that \( 3^3 > 2^2. \)

Next, we state without proof an elementary fact from number theory.

(III.1.3) Let \( p \) and \( q \) be primes, and suppose that \( d \) and \( j \) are natural numbers such that \( p^d = q^d - 1. \) Then either

(i) \( q = 2 \) and \( j = 1, \) or
(ii) \( p = 2 \) and \( d = 1, \) or
(iii) \( p^d = 8 \) and \( q^d = 9. \)

We now fix the following hypotheses for the rest of this section.

(III.1.4) Hypotheses. Let \( p \) and \( q \) be distinct primes, and let \( h \) and \( f \) be natural numbers. Let \( V \) be a nonzero vector space of dimension \( h \) over the field \( \mathbb{F} \) of \( q^f \) elements. Let \( P \) be a \( p \)-group acting faithfully on \( V, \) so that \( P \in \text{GL}(h, q^f). \)

The aim of the rest of this section is to find bounds for \( |P| \) in terms of \( h, q, \) and \( f \) in this situation. We start with some number theory.

(III.1.5) Let \( p \) and \( q \) be distinct primes and let \( r \) be a power of \( q. \) Let \( v \) and \( w \) be natural numbers.

(i) Suppose that \( p \neq 2. \) Let \( d \) be the smallest integer such that \( p | r^d - 1, \) and suppose that \( p^d || r^d - 1. \) If \( p^v | r^w - 1, \) with
(ii) Suppose that \( p = 2 \). Define integers \( a, b, j, \) and \( k \) by 
\[ r - 1 = a2^j \text{ and } r + 1 = b2^k, \]
where \( a \) and \( b \) are odd. If \( p^v \mid r^w - 1 \), then \( v \leq j \) if \( w \) is odd, and \( 2^j + v - (k + j) \mid w \) if \( w \) is even.

Proof of (i) Firstly, note that \( d \) is the order of \( r \) (mod \( p \)). Since \( v > 0 \), we have \( p \mid r^w - 1 \), so that \( r^w = 1 \) (mod \( p \)). Thus \( d \mid w \).

We write \( w = dp^k m \) where \( k \) and \( m \) are natural numbers, and \( m \) is coprime to \( p \). Also, since \( p^j \mid r^d - 1 \) we can write \( r^d = ap^j - 1 \), where \( a \) is an integer. Now
\[
\begin{align*}
r^w - 1 &= r^{dp^k m} - 1 \\
&= (r^{dp^k m - 1})(r^{dp^k m - 1} - 1) + \ldots + (r^{dp^k m - 1}) + 1).
\end{align*}
\]
Each term in the second bracket is a power of \( r^d \) and so is equivalent to 1 (mod \( p \)). Since there are \( m \) such terms, and \( m \) is not divisible by \( p \), the second bracket is also not divisible by \( p \). Thus
\[
p^v \mid r^{dp^k m - 1}
\] (\(*\))

Now we prove by induction on \( k \) that (\(*\)) implies \( v = j \leq k \). This will complete the proof of (i). Note that if \( k = 0 \), then \( v \leq j \) and we are done. So assume that \( k > 0 \). Then
\[
r^{dp^k - 1} = (r^{dp^k - 1} - 1)(r^{dp^k - 1} + 1) + \ldots + r^{dp^k - 1} + 1).
\]
For convenience we let the second bracket equal \( N \). We aim to show that \( p^j \mid N \), and to this end we calculate \( N \) (mod \( p^2 \)). Now
\[
r^d = ap^j + 1,
\]
so if \( t \) is a natural number,
\[
r^{dt} = (1 + ap^j)^t \pmod{p^2},
\]
and so using the binomial theorem,
\[
r^{dt} = 1 + tap^j \pmod{p^2}.
\]
Thus
\[
N = r^{dp^k - 1} + \ldots + r^{dp^k - 1} + 1 \pmod{p^2}
\]
\[\begin{align*}
&= p - 1 + a p^{j}(p^{k-1}(p-1) + \ldots + p^{k-1}) + 1 \pmod{p^2} \\
&= p + a p^{j+k-1}((p-1) + \ldots + 2 + 1) \pmod{p^2} \\
&= p + a p^{j+k-1} \frac{(p-1)/2}{p} \pmod{p^2} \\
&= p + p^2 a((p-1)/2) p^{j+2} \pmod{p^2} \\
&= p \pmod{p^2},
\end{align*}\]

since both \(j\) and \(k\) are at least one.

Hence \(p^2||\), and so \(p^{v-1}|r^{dp^{k-1}} - 1\), and by induction we conclude that \(v-1-j \leq k-1\), whence \(v-j \leq k\) as required.

**Proof of (ii)** We write \(w = m2^c\) where \(m\) and \(c\) are natural numbers, and \(m\) is odd. As in the proof of (i) we obtain

\[2^{v-1}|r^{2^c} - 1.\]

If \(w\) is odd, then \(c=0\) and (***) implies that \(2^{v-1}|r-1\), so that \(v \leq j\). Now we assume that \(c \geq 1\), i.e., that \(w\) is even, and prove by induction on \(c\) that (***) implies that \(c \leq 1+ v-(k+j)\).

If \(c = 1\), then \(2^{v-1}|r^2 - 1\), and so \(v \leq j+k\), and we are finished.

Suppose that \(c \geq 2\). Then

\[r^{2^c} - 1 = (r^{2^{c-1}} - 1)(r^{2^{c-1}} + 1).\]

Since \(c \geq 2\), the number \(r^{2^{c-1}}\) is an odd square and so is equivalent to one \(\pmod{4}\). Thus \(4|r^{2^{c-1}} + 1\) and so \(2^{v-1}|(r^{2^{c-1}} - 1)\). By induction, therefore, \(c-1 \leq 1+v-1-(k+j)\), and we are done.

Assume Hypotheses (III.1.4). Suppose further that \(V_p\) is irreducible and that \(V\) is not induced from a module for a proper subgroup of \(P\). It will then follow from Clifford's Theorem and (II.2.6(iii)) that \(P\) is cyclic or has a cyclic subgroup of index two. It is this situation that we deal with in the next result.
(III.1.6) Assume hypotheses (III.1.4). Suppose that $P$ is cyclic or contains a cyclic subgroup of index two. Let $n$ be the highest power of $p$ dividing $f$. Then

$$|P| < \begin{cases} 2nq^{f/n} & \text{always} \\ nq^{f/n} & \text{if } p \neq 2 \end{cases}$$

Proof Choose $T \leq P$ to be cyclic of largest possible order. Thus $T$ has index one or two. We prove by induction on $|V|$ the following statement.

(*) $|Tnq^{f/n}|$; or $h = 1$, $p = 2$, and $|T| < 2nq^{f/n}$.

It is clear that the required result follows from (*) since $T = P$ if $h = 1$.

Firstly, we show that we may assume that $V_T$ is irreducible. If it isn't, since $V_T$ is completely reducible and $T$ has a unique minimal normal subgroup, we can write

$$V_T = V_1 \otimes V_2,$$

where $V_1$ is faithful for $T$ and $V_2 = 0$. Therefore, by induction,

$$|T| < 2nq^{f/n},$$

where $q = \dim(V_1)$. But now

$$|T| < (nq^{f/n})(2q^{(f/n)(g-h)}) < (nq^{f/n})(2^{2^{-1}}) = nq^{f/n},$$

and we are done.

From now on we assume that $V_T$ is irreducible. From (II.3.6), applied with $A = T$, we deduce that

$$|T| < q^{f/n} - 1.$$

We now consider the cases $p = 2$ and $p \neq 2$ separately.

Assume firstly that $p$ is odd. Set $|T| = p^v$, and turn to (III.1.5(i)). With $r = q^{h}$ and $w = f$ we conclude that $dp^{v-j} | f$, where $p^j | q^{dh} - 1$. Thus $p^{v-j} \leq n$, and, since $d$ is coprime to $p$, we have $d \nmid f/n$. Hence
\[ |\mathbb{N}| = p^V < np^j < nq^h < nq^{fh/n}, \]
as required.

Now assume that \( p = 2 \), set \( |\mathbb{N}| = 2^V \), and apply (III.1.5(ii)) with \( r = q^h \) and \( w = f \). If \( n = 1 \), so that \( f \) is odd, we have \( v = j \), where \( 2^j \mid q^h - 1 \), and so

\[ |\mathbb{N}| \leq q^h < nq^{fh/n}. \]

So assume that \( n \) is at least two, and let \( m \) be the highest power of two dividing \( h \). Using a similar argument to that of (III.1.5(ii)) (with \( r = q \)) we obtain

\[ 2^V \mid q^{nm} - 1 \]
and then

\[ 2^V \mid (nm/2)(q^2 - 1). \]

Now the highest power of two dividing \( (q^2 - 1) \) is a divisor of either \( 2(q-1) \) or \( 2(q+1) \), according as \( q \) is equivalent to 1 or 3 (mod 4). In any case it is at most \( 2(q+1) \). So

\[ 2^V \leq nn(q + 1). \]

If \( h = 1 \), then \( m = 1 \), and \( 2^V \leq n(q+1) < 2nq < 2nq^{fh/n} \), as required.

If \( h > 2 \), then, using \( q > 3 \),

\[ 2^V \leq nh(q+1) \leq nh(4/3)q \leq 4nq^h(h/3q^h - 1) \leq 4nq^h(h/3^h). \]

Applying (III.1.2), we have \( h/3^h < 3 - q^h - 3 - (4/3) < 1/4 \), so

\[ |\mathbb{N}| = 2^V < nq^h < nq^{fh/n}, \]
as required.

The truth of (*) and thus (III.1.6) is now established.

(III.1.7) Assume hypotheses (III.1.4). Then

\[
2|P| \leq \begin{cases} 
|\mathbb{N}|(5/3) & \text{always} \\
|\mathbb{N}|(3/2) & \text{if } p \neq 2 \\
|\mathbb{N}| & \text{if } p = 2 \text{ if } q. 
\end{cases}
\]
Proof  Note that since $\text{GI}(h, q^f) < \text{GI}(hf, q)$, we may assume that $f = 1$. We prove the result by induction on $|V|$. It is convenient to define the number $b$ by

$$b = \begin{cases} 5/3 & \text{if } p = 2 \\ 3/2 & \text{if } p \neq 2, \ q = 2 \\ 1 & \text{if } p \neq 2, \ q \neq 2. \end{cases}$$

We thus need to show that $|P/K|_b^b V|_b^b$.

We show firstly that we can assume that $V_p$ is irreducible. Since $p \neq q$, the module $V$ is certainly completely reducible, so we can write $V_p = V_1 \oplus \ldots \oplus V_s$, where the $V_i$ are irreducible $\text{FI}P$-modules. If $s = 1$ we can apply induction to each $V_i$ to deduce that

$$|P/\mathcal{V}_i| \leq \frac{s}{b} |V_i|^b,$$

where $\mathcal{V}_i = \ker(P \text{ on } V_i)$ for $i = s$. Since the groups $\mathcal{V}_1, \ldots, \mathcal{V}_s$ have trivial intersection we have an injective homomorphism from $P$ into $P/\mathcal{V}_1 \times \cdots \times P/\mathcal{V}_s$ defined by $y \mapsto (\mathcal{V}_1 y, \ldots, \mathcal{V}_s y)$ ($y \in P$). Thus

$$|\mathcal{V}| \leq |P/\mathcal{V}_1| \cdots |P/\mathcal{V}_s| \leq \left(\frac{s}{b}\right)^s |V_1|^b \cdots |V_s|^b \leq \left(\frac{s}{b}\right)^s |V|^b \leq \left(\frac{s}{b}\right)^s |V|^b,$$

and we are done.

So from now on we assume that $s = 1$, i.e., that $V$ is irreducible. The next step is to show that we may assume that all normal abelian subgroups of $P$ are cyclic. So let $A < P$ and suppose that $A$ is abelian but not cyclic. Now, from (II.3.6) it follows that $V_A$ is not homogeneous, so by Clifford's theorem (II.3.2(iii)), we have

$$V_p = U_A|_p^P,$$

where $A \leq S < P$ and $U$ is an irreducible $\text{DS}$-module. By the transitivity of induction, we can assume that $S$ is maximal in
P, and since P is a p-group, this means that S is normal of index p. Now
\[ V = Ux_1 \oplus \ldots \oplus Ux_p, \]
where \( x_1, x_2, \ldots, x_p \) are a set of coset representatives for S in P. Since S is P, the group S acts on each Ux_i, and we can apply induction to each Ux_i considered as an R-module to obtain
\[ 2|S/K_i| \leq |Ux_i|^b = |U|^b, \]
where \( K_i = \ker(S \text{ on } Ux_i) \). Now \( V_S \) is faithful, so the \( K_i \) intersect trivially, and so using a similar argument to that of the previous paragraph we obtain
\[ |S| \leq \left( \frac{1}{2} \right)^{|V|/b}. \]
Thus
\[ |P| \leq p\left( \frac{1}{2} \right)^{|V|/b}. \]
Evidently this gives us the required bound if \( p = 2 \), and an application of (III.1.7) shows that \( p/2^p < 3/8 \) if \( p \not= 3 \), and we are done.

So now we assume that all abelian normal subgroups of P are cyclic. By (II.2.6(iii)), therefore, P is itself either cyclic, generalized quaternion, dihedral, or semi-dihedral, and in particular, by (II.2.5(iii)), P has a cyclic subgroup of index one or two. Thus we can apply (III.1.5) to V, and remembering that \( f = 1 \) we obtain
\[ |P| \leq 2^b |V| \]
\[ |V| = |V| \text{ if } p \not= 2. \]

Assume that \( p = 2 \). If \(|V| < 8\), we have \( 2|P| \leq 4|V| < |V|^5/3 \).
But if \(|V| > 8\), then \(|V| = 3, 5, \text{ or } 7\), and it is easy to check that \( |P| \leq |V|^{5/3} \) in these cases.

Assume that \( q = 2 \). If \(|V| > 4\), we have \( 2|P| < 2|V| < |V|^{3/2} \).
If \(|V| < 4\), then \(|V| = 2\), so \( p = 1 \), and \( 2|P| < |V|^{3/2} \).

Finally, assume that both p and q are odd. Now P is
cyclic, and \(|P|q^{h-1}\). By (III.1.3), since both \(p\) and \(q\) are odd, we cannot have \(|P| = q^{h-1}\). Thus \(2|P| < q^h = V\). This completes the proof of (III.1.7).
III.2. GROUP THEORY

The main aim of this section is to prove (III.2.5). This result will give us a chief factor of $K$ to which we can apply induction in the homogeneous case of Theorem A. Of great importance in this situation is the result of P. Hall which we stated as (II.2.6) and which we restate here for convenience.

(THEOREM II.2.6) If $R$ is a nontrivial $r$-group such that every characteristic abelian subgroup is cyclic, then $R$ satisfies the following hypotheses.

(HYPOTHESES II.2.7) $R$ is the central product $E \ast C$, where $E \neq 1$ or is an extraspecial $r$-group, and $C \neq 1$. Further

(i) If $r > 2$, then $E$ has exponent $r$, and $C$ is cyclic;
(ii) If $r = 2$, then $C$ is either cyclic, or has order at least 16, and is generalised quaternion, dihedral, or semi-dihedral;
(iii) The centre of $C$ contains a unique subgroup of order $r$: it is this subgroup that is identified with $Z(E)$ in $R$ (when $E \neq 1$).

Our first result gives us some useful characteristic subgroups of groups satisfying Hypotheses (II.2.7).

(III.2.2) Let $R$ satisfy Hypotheses (II.2.7). Then

(i) $Z(R) = Z(C)$ (if $C$ is abelian);
(ii) If $r$ is odd, then $E$ is characteristic in $R$;
(iii) Let $r = 2$, and assume that $C$ is cyclic and that $E \neq R$. If $Z$ denotes the unique subgroup of order 4 in $C$, then $EZ$ is characteristic in $R$;
(iv) If $r = 2$ and $C$ is noncyclic, then $C$ contains a cyclic subgroup, $D$ say, of index two, and $ED$ is characteristic in $R$. 
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Proof (i) Since $C$ centralises $E$, we have $Z(C) \leq Z(R)$. Also, $Z(R) \trianglelefteq C_R(E) \trianglelefteq C$, so $Z(R) \trianglelefteq C_C(R) \trianglelefteq Z(C)$.

(ii) Let $U$ be the subgroup of $R$ generated by all elements of order $r$. Clearly $U$ is characteristic in $R$. We claim that $U = E$.

Since $E$ has exponent $r$, we certainly have $U \triangleright E$. Now let $y \in R \setminus E$. Then $y = ec$ with $e \in E$ and $c \in C$. So $y^r = e^r c^r = c^r$. If $c^r = 1$, then $c$ is in the unique subgroup of $C$ of order $r$, and according to (II.2.5(iii)), is in $E$. Thus $y^r \not\equiv 1$, and so $U = E$.

(iii) Since $E \leq R$, we have $|E| \geq 4$, and therefore $C$ contains a unique cyclic subgroup $Z$ of order 4. Now, as in (ii), $EZ$ is the subgroup generated by all elements of order at most 4.

(iv) By (II.2.5(iii)), the group $C$ has a characteristic cyclic subgroup of index two. Define a subgroup $S$ of $R$ by

$$S/Z(R) = Z(R/Z(R)).$$

Now

$$R/Z(R) = E/Z(R) \times C/Z(R) = E/Z(E) \times C/Z(C),$$

so

$$S/Z(R) = Z(E/Z(E)) \times Z(C/Z(C))$$

$$= E/Z(R) \times Y/Z(R),$$

where $Y/Z(C) = Z(C/Z(C))$. Since $C/Z(C)$ is dihedral by (II.2.5(ii)), it has centre of order two by (II.2.5(i)); thus $Y$ has order 4.

We now claim that $C_R(Y) = E \cdot D$. Certainly, $E \leq C_R(Y)$. Now $D \supseteq C$, so $D$ intersects $Z(C)$ nontrivially. But $Z(C) = 2$, and so $D \not\leq Z(C)$. By a similar argument applied to $C/Z(C)$, we obtain $D \not\leq Y$. Now $D$ is cyclic, so $D \leq C_G(Y) \leq C_R(Y)$. Thus $E \cdot D \leq C_R(Y)$.

If equality did not hold we would have $C_R(Y) = R$, but this
would imply that \( Y \triangleright Z(C) \), a contradiction. Therefore
\[ C_R(Y) = E \triangleright D. \]

Finally, we note that since \( Y = Z(S) \), and \( S \) is characteristic in \( R \), we have that \( Y \) and hence \( C_R(Y) \) is characteristic in \( R \).

(III.2.3) Let \( R \) be an \( r \)-group which satisfies the Hypotheses (II.2.7), with \( C \) cyclic. Then any automorphism of \( R \) which centralises both \( R/C \) and \( C \) is inner.

**Proof** Let \( \theta \in \text{Aut}(R) \), and suppose that \( \theta \) centralises \( R/C \) and \( C \). Now \( R/C \) is elementary abelian, of order \( r^n \) say, so we can choose generators \( Cx_1, \ldots, Cx_n \) for \( R/C \) with \( x_i \in E \). Since \( \theta \) centralises \( C \), once we know the action of \( \theta \) on \( x_1, \ldots, x_n \), we will have determined \( \theta \).

Since \( \theta \) centralises \( R/C \), we have, for \( 1 \leq i \leq n \), that \( x_i \theta = x_i z_i \) for suitable \( z_i \in C \). The \( x_i \) are in \( E \), so they have order \( r \) or \( 4 \). If \( x_i \) has order \( r \), then \( x_i z_i \) has order \( r \) also, and so
\[ 1 = (x_i z_i)^r = x_i^r z_i^r = z_i^r. \]
On the other hand, if \( x_i \) has order \( 4 \), then \( x_i^2 \) and \( x_i^2 z_i^2 \) are both elements of \( C \) of order \( 2 \). But there is only one element of \( C \) of order \( 2 \), so \( x_i^2 z_i^2 = x_i^2 \), whence \( z_i^r = 1 \) again.

Therefore there at most \( r \) choices for each \( x_i \theta \) and therefore at most \( r^n \) possibilities for \( \theta \).

But \( C = Z(R) = C_R(R) \); so \( R \) has \(|R/C| = r^n \) inner automorphisms, and hence \( \theta \) must be one of these.

The following result, together with the last, constitute a generalisation of [11, 5.4.6].
would imply that $Y \notin Z(C)$, a contradiction. Therefore $C_R(Y) = EYD$.

Finally, we note that since $Y = Z(S)$, and $S$ is characteristic in $R$, we have that $Y$ and hence $C_R(Y)$ is characteristic in $R$.

(III.2.3) Let $R$ be an $r$-group which satisfies the Hypotheses (II.2.7), with $C$ cyclic. Then any automorphism of $R$ which centralises both $R/C$ and $C$ is inner.

Proof Let $\theta \in \text{Aut}(R)$, and suppose that $\theta$ centralises $R/C$ and $C$.

Now $R/C$ is elementary abelian, of order $r^n$ say, so we can choose generators $C_{x_1}, \ldots, C_{x_n}$ for $R/C$ with $x_i \in E$. Since $\theta$ centralises $C$, once we know the action of $\theta$ on $x_1, \ldots, x_n$, we will have determined $\theta$.

Since $\theta$ centralises $R/C$, we have, for $1 \leq i \leq n$, that $x_i \theta = x_i z_i$ for suitable $z_i \in C$. The $x_i$ are in $E$, so they have order $r$ or $4$. If $x_i$ has order $r$, then $x_i z_i$ has order $r$ also, and so

$$1 = (x_i z_i)^r = x_i^r z_i^r = z_i^r.$$

On the other hand, if $x_i$ has order $4$, then $x_i^2$ and $x_i^2 z_i^2$ are both elements of $C$ of order $2$. But there is only one element of $C$ of order $2$, so $x_i^2 z_i^2 = x_i^2$, whence $z_i^r = 1$ again.

Therefore there are at most $r$ choices for each $x_i \theta$ and therefore at most $r^n$ possibilities for $\theta$.

But $C = Z(R) = C_R(P)$, so $R$ has $|R/C| = r^n$ inner automorphisms, and hence $\theta$ must be one of these.

The following result, together with the last, constitute a generalisation of \cite{Ll,5.4.6}. 
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Let $R$ be as in the previous result, and suppose that $R$ is a normal subgroup of a group $H$. Then 
$$C_H(R/C) \cap C_H(C) = C_H(R)R.$$ 

**Proof** Since both $C_H(R)$ and $R$ centralise both $R/C$ and $C$, the inclusion 
$$C_H(R/C) \cap C_H(C) \supseteq C_H(R)R$$ 
is clear.

Now let $x \in C_H(R/C) \cap C_H(C)$. By (III.2.3), the element $x$ acts on $R$ as an inner automorphism. Thus there exists $y \in R$ such that $xy^{-1} \in C_H(R)$. Then $x \in C_H(R)R$, as required.

We now come to the main result of this section, on which the proof of the homogeneous case of Theorem A depends.

Let $K \leq G$ be groups where $d(K) = d \geq 3$. Assume that any normal abelian subgroup of $G$ contained in $K$ is cyclic. Then there exists a normal subgroup $R$ of $G$, contained in $K$, with the following properties.

(i) $R$ is either extraspecial or the central product of an extraspecial 2-group with a cyclic group of order 4.

(ii) $R = R/Z(R)$ is a chief factor of $G$.

(iii) $d(K/C_K(R)) \geq d - 2$.

A few comments on the proof are in order. Since $C_K(F(K))$ is contained in $F(K)$, it is in fact contained in the centre of $F(K)$, and so is abelian. Thus $K$ induces on $F(K)$ a group of automorphisms of derived length at least $d - 1$. Thus for some prime $r$ dividing $|F(K)|$, we have $d(K/C_K(O_r(K))) \geq d - 1$. Suppose for the moment that $r > 2$. Then by the condition on normal
Let \( R \) be as in the previous result, and suppose that \( R \) is a normal subgroup of a group \( H \). Then
\[
C_H(R/C) \cap C_H(C) = C_H(R)R.
\]

**Proof** Since both \( C_H(R) \) and \( R \) centralise both \( R/C \) and \( C \), the inclusion
\[
C_H(R/C) \cap C_H(C) \supseteq C_H(R)R
\]
is clear.

Now let \( x \in C_H(R/C) \cap C_H(C) \). By (III.2.3), the element \( x \) acts on \( R \) as an inner automorphism. Thus there exists \( y \in R \) such that \( xy^{-1} \in C_H(R) \). Then \( x \in C_H(R)R \), as required.

We now come to the main result of this section, on which the proof of the homogeneous case of Theorem A depends.

(III.2.5) Let \( K \leq G \) be groups where \( d(F) = d \geq 3 \). Assume that any normal abelian subgroup of \( G \) contained in \( K \) is cyclic. Then there exists a normal subgroup \( R \) of \( G \), contained in \( K \), with the following properties.

(i) \( R \) is either extraspecial or the central product of an extraspecial 2-group with a cyclic group of order 4.
(ii) \( R = R/Z(R) \) is a chief factor of \( G \).
(iii) \( d(K/C_k(\mathbb{F}(K))) \geq d - 2 \).

A few comments on the proof are in order. Since \( C_k(\mathbb{F}(K)) \) is contained in \( \mathbb{F}(K) \), it is in fact contained in the centre of \( \mathbb{F}(K) \), and so is abelian. Thus \( K \) induces on \( \mathbb{F}(K) \) a group of automorphisms of derived length at least \( d - 1 \). Thus for some prime \( r \) dividing \( |\mathbb{F}(K)| \), we have \( d(K/C_R(\mathbb{F}(K))) \geq d - 1 \). Suppose for the moment that \( r > 2 \). Then by the condition on normal...
abelian subgroups of $G$, we know that $O_r(K)$ is the central product of an extraspecial group $E$ and a cyclic group, both of which are characteristic in $C_r(K)$. It follows that $d(K/C_r(E)) > d - 1$. Let $Z(E) < M \leq E$, where $M \leq G$. When $r > 2$, it is easily shown that $M$ is extraspecial and it follows that $M/Z(E)$ is complemented in $E/Z(E)$ by $C_{p_r}(N)/Z(E)$. Thus $E/Z(E)$ is completely reducible as a $G$-module, and it is now easy to find $F \in K$ with the required properties.

If $r = 2$, however, the above argument goes wrong in several places, and it is this that makes the proof complicated. The key step is to replace $F(K)$ by a subgroup (I below) which still contains its centraliser, but which has a 'nicer' Sylow $2$-subgroup.

**Proof of (III.2.5)**

**Step 1.** There exists a normal subgroup $L$ of $G$, contained in $K$ with the following properties.

(i) $L$ is the direct product of $r$-groups $E_r \times D_r$, for various primes $r$, where each $E_r \times D_r$ satisfies hypotheses (II.2.7) with $E_r \times D_r$ in place of $K$, with $E_r = E$, and $D_r = C$. Further, $D_r$ is cyclic.

(ii) If $2$ divides $|L|$, then either $4$ divides $|D_2|$, or $|D_2| = 2$, and any normal subgroup of $G$ contained in $E_2$ is either trivial, extraspecial, or equal to $Z(E_2) = D_2$.

(iii) $C_K(L) \leq L$.

Let $r$ be a prime dividing $|F(K)|$. Characteristic abelian subgroups of $O_r(K)$ are normal abelian subgroups of $G$, since $O_r(K)$ is characteristic in $K$, and are therefore cyclic by hypothesis. If $r$ is odd, then by (II.2.6),

$$O_r(K) = E_r \times D_r$$

where $E_r = 1$, or is extraspecial of exponent $r$, and $D_r$ is a non-
trivial cyclic group.

If \( r = 2 \), then (III.2.6(ii)) tells us that

\[
O_2(K) = E \cdot C,
\]

where \( B \) is trivial or extraspecial, where \( C \neq 1 \), and \( C \) is either cyclic or generalized quaternion, dihedral, or semidihedral of order at least 16.

We now wish to define \( E_2 \) and \( D_2 \) satisfying (i) and (ii) of Step 1, and such that

\[
C(q)^{(E_2 \cdot D_2)} \subseteq E_2 \cdot D_2.
\]

If \( C \) is cyclic of order at least 4; or if \( |C| = 2 \), and any normal subgroup of \( G \) contained in \( B \) is trivial, extraspecial or equal to \( Z(B) \), we put \( E_2 = B \), \( D_2 = C \), and we are done.

Next, suppose that \( |C| = 2 \), so that \( O_2(K) = B \), but that \( B \) contains a subgroup \( M \) which is normal in \( G \), but neither \( 1 \), \( Z(B) \), nor extraspecial. Now since \( M \not\subseteq G \), characteristic abelian subgroups of \( M \) are cyclic by hypothesis, and so we deduce from (III.2.6), together with the fact that \( M \) has exponent 4, that \( Z(M) \) is cyclic of order 4. Since \( M \) is normal in \( G \), so is \( Z(M) \), and therefore so is \( C_B(Z(M)) \). Since the automorphism group of \( Z(M) \) has order 2, and since \( Z(M) > Z(B) \), the group \( C_B(Z(M)) \) has index two in \( B \), and thus has the wrong order to be an extraspecial group, by (III.2.4).

Hence, by the argument just applied to \( M \), we must have

\[
C_B(Z(M)) = E_2 \cdot D_2,
\]

where \( E_2 \) is extraspecial and \( D_2 \) is cyclic of order 4. It only remains to check that \( C_B(E_2 \cdot D_2) \subseteq E_2 \cdot D_2 \). Let \( x \cdot C_B(E_2 \cdot D_2) \). Now \( Z(M) \cdot C_B(Z(M)) \), so \( x \) centralises \( Z(M) \), whence \( x \cdot C_B(Z(M)) \) as required.

Finally, we need to deal with the case that \( C \) is non-cyclic. In this case we have by (III.2.2(iv)) a characteristic subgroup \( B \cdot D \) of index two in \( B \cdot C \), where \( D \) is cyclic. Since \( |C| > 16 \), we must have \( |D| > 8 \). It is easily checked that
Now let $I$ be the direct product of all the $E_p \times D_p$, and note that $I$ is a normal subgroup of $G$ of index either one or two in $F(K)$. Step 1 will be complete once we have shown (iii).

Now $C_k(I)/C_r(F(K))$ stabilises the series $1 \leq E_p \times D_p \leq O_2(K)$, and thus by (II.1.3) it is a $2$-group.

Secondly

$$C_k(F(K)) = Z(F(K)) \times I,$$

so

$$C_k(F(K)) \cong Z(C_k(I)),$$

whence $C_k(I)/Z(C_k(I))$ is a $2$-group, and therefore $C_k(I)$ is nilpotent. Since it is also normal in $K$ we have

$$C_k(I) \trianglelefteq F(K)$$

and using the fact that $C_{0_2}(F(E_p \times D_p)) \leq I$, we find that

$$C_k(I) \leq I,$$

and so Step 1 is finished.

**Step 2.** There exists a normal subgroup $S$ of $G$ with $d(K/C_k(S)) \geq d - 1$, and such that one of the following holds.

(i) $S$ is an extraspecial group of exponent $r$, where $r$ is an odd prime.

(ii) $S$ is an extraspecial $2$-group and any normal subgroup of $G$ contained in $S$ is either $1$, $Z(S)$, or extraspecial.

(iii) $S$ is the central product of an extraspecial $2$-group with a cyclic group of order $4$.

We have $C_k(I) \leq I$, and so $C_k(I)$ is the centre of $I$, and is, in particular, abelian. Thus $K/C_k(I)$ has derived length at least $d - 1$. Since $I$ is the direct product of the $E_p \times D_p$, we have, for some $r$, that $d(K/C_k(E_p \times D_p)) \geq d - 1$.

We consider three cases.
Suppose firstly that \( r \) is odd. Then by (III.2.2(i),(ii)), both \( E_r \) and \( D_r \) are characteristic in \( E_r \vee D_r \), and so
\[
C^*_K(D_r) \cap C^*_K(E_r) = C^*_K(E_r \vee D_r).
\]
Now \( K/C^*_K(D_r) \) is abelian since \( D_r \) is cyclic, and \( d-1 \neq 2 \) by hypothesis. Hence, using (I.3.2(ii)), we have \( d(K/C^*_K(E_r)) \neq d-1 \), and we can put \( S = E_r \) to complete Step 2 in this case.

Secondly, suppose that \( r = 2 \), and that \( D_2 \) has order 2.

Then by part (ii) of Step 1, putting \( S = E_r \) does the trick.

Finally, suppose that \( r = 2 \) and that \( D_2 \) has order at least 4.

Then by (III.2.2(iii)) the group \( E_2 \vee D_2 \) contains a characteristic subgroup \( E_2 \vee Z \), where \( Z \) is cyclic of order 4. We put \( S = E_2 \vee Z \).

As in the \( r \) odd case, it is easy to show that \( d(K/C^*_K(S)) \neq d-1 \).

This completes the proof of Step 2.

**Step 3.** \( \mathcal{S} = S/Z(S) \) is completely reducible as a \( G \)-module.

We denote images modulo \( Z(S) \) by bars. Let \( M \) be any normal subgroup of \( G \) lying between \( Z(S) \) and \( S \). To prove Step 3, it is sufficient to find a \( G \)-module which complements \( \mathcal{M} \) in \( \mathcal{S} \).

Since \( M \) is normal in \( G \), it follows by the usual argument based on (II.2.5) together with the fact that the exponent of \( S \) is either \( r \) or 4, that \( M = A \mathcal{T} \), where \( A \) is extraspecial, of exponent \( r \) if \( r > 2 \), and \( T \) is cyclic of order \( r \) or 4. Now \( Z(S) \neq Z(M) = T \), and since by choice of \( S \) the group \( T \) can only have order 4 when \( Z(S) \) also has order 4, we have \( T = Z(S) \).

Now set \( C = C_S(H) \). Since \( S \) and \( M \) are normal in \( G \), so is \( C \). By (III.2.4), applied with \( H = S \) and \( N = M \), we have
\[
NC = C_S(M/Z(M)) \cap C_S(Z(N)) = \mathcal{S} \mathcal{M} = S.
\]

Also, \( N \mathcal{C} = C_M(H) = Z(M) = Z(S) \). Thus \( \mathcal{C} \) is the required complement to \( \mathcal{N} \), and so Step 3 is proved.
Step 4. \( d(K/C_{K}(S)) > d - 2 \).

Let \( X = C_{K}(S)/C_{K}(S) \). We aim to show that \( X \) is abelian. In view of the fact that \( d(K/C_{K}(S)) > d - 1 \), this will prove Step 4.

Assume firstly that \( S \) is extraspecial, i.e., that \( S \) satisfies either (i) or (ii) of Step 2. Now \( Z(S) = \emptyset(S) \).

If \( x \in X \) is an element of \( r' \) order, then since \( x \) centralises \( S/\emptyset(S) \), it centralises \( S \) by (1.1.7), so \( x = 1 \). Thus \( X \) is an \( r' \)-group. Since the automorphism group of \( Z(S) \) is of order \( r - 1 \), the group \( X \) centralises \( Z(S) \). Now let \( x, y \in X \), and \( s \in S \).

Since \( X \) centralises \( S \), we have

\[
\begin{align*}
    s^x &= s z_1, \\
    s^y &= s z_2,
\end{align*}
\]

for suitable \( z_1, z_2 \) in \( Z(S) \). Because \( X \) centralises \( Z(S) \), we have

\[
\begin{align*}
    s^{x^{-1}} &= s z_1^{-1}, \\
    s^{y^{-1}} &= s z_2^{-1}.
\end{align*}
\]

A trivial calculation shows that \( \{x,y\} = 1 \), so that \( X \) is abelian.

Secondly, suppose that \( S \) satisfies (iii) of Step 2, so that \( Z(S) \) has order 4. Let \( x, y \in X \) and \( s \in S \). We have \( s^x = s z_1 \) and \( s^y = s z_2 \) for suitable \( z_1, z_2 \) as before. Now, if \( s \) has order 2, so does \( z_1 \), and so

\[
1 = (s z_1)^2 = s^2 z_1^2 = z_1^2,
\]

while if \( s \) has order 4, we find that \( s^2 \) and \( s^2 z_1^2 \) are both of order two in \( Z(S) \), and are therefore equal. Thus \( z_1^2 = 1 \).

Similarly, of course, \( z_2 \) has order one or two, and so it follows that \( x \) and \( y \) both act trivially on \( z_1 \) and \( z_2 \). Now the argument goes as in the previous case.

This completes the proof of Step 4.
Step 5. Conclusion of the proof.

Choose a subgroup $R$ of $G$ of minimal order subject to

(*) $R \neq G$, $Z(G) \leq R \leq S$, and $d(K/C_R(F)) > d - 2$.

(This is possible since $S$ satisfies (*).)

By the argument in Step 3, the group $R$ satisfies (i) of the theorem. By the choice of $R$, it satisfies (iii). Finally,

if $H$ is not a chief factor of $G$, by Step 3 we can write

$H = H_1 \cdot H_2$, where $H_1$ and $H_2$ are normal subgroups of $G$, and both $H_1$ and $H_2$ have order strictly less than that of $R$.

From (1.3.2(ii)) it follows that $K$ must induce a group of automorphisms of derived length at least $d - 2$ on either $H_1$ or $H_2$. But this contradicts the minimality of $|R|$, and so $H$ is a chief factor of $G$, and the proof is complete.
We start with a slight generalisation of Maschke’s theorem on complete reducibility.

(TIT.3.1) Let $G = NP$ be a group where $N \triangleleft G$ and $P$ is a complement to $N$ in $G$. Let $\mathbb{F}$ be a field and let $V$ be an $\mathbb{F}G$-module. If $V_N$ is completely reducible and the characteristic of $\mathbb{F}$ is coprime to $|P|$, then $V_P$ is completely reducible.

Proof: It is sufficient to show that any $NP$-submodule $W$ has a complement. Since $V_N$ is completely reducible, $V = V / W \oplus U$, where $U$ is an $N$-submodule. Let $\pi : V \to U$ be the projection map, which is clearly an $N$-homomorphism. Define $\psi : V \to V$ by

$$\psi = (\frac{1}{|P|}) \sum_{x \in P} vxgx^{-1}.$$

Then $\psi$ is a well-defined linear map. In fact, as we now show, it is a $G$-homomorphism. Let $g \in G$ and write $g = ny$ where $n \in N$ and $y \in P$. Then

$$(\psi v)g = (\frac{1}{|P|}) \sum_{x \in P} vxgx^{-1} ny
= (\frac{1}{|P|}) \sum_{x \in P} vxnx^{-1} y
= (\frac{1}{|P|}) \sum_{x \in P} vxnxex^{-1} y,$$

since $nx \in N$ and $\phi$ is an $N$-homomorphism. Thus

$$(\psi v)g = (\frac{1}{|P|}) \sum_{x \in P} vx(y^{-1}x)^e(y^{-1}x)^{-1}
= v\psi g,$$

since $y^{-1}x$ runs over $P$ as $x$ does. Thus $\psi$ is a $G$-homomorphism and therefore $V \psi$ is a $G$-submodule. The proof that $V = V \oplus V \psi$ now runs exactly as in the proof of Maschke’s theorem. (See [11, 3.3.1].)
As explained in (II.4), in the homogeneous case of Theorem A, we end up with a normal subgroup \( N \) of \( \mathbb{F}^p \), and a bound for \(|\mathbb{F}/C_p(R)|\) by induction. The next result will be used, together with the arithmetical bounds of (III.1), to find bounds for \(|C_p(R)|\).

(III.3.2) Let \( \mathbb{F} \times \mathbb{F} \) be a group, let \( \mathbb{F} \) be a finite field and let \( V \) be an \( \mathbb{F}^{P \times P} \)-module faithful for \( P \). Suppose that \( V_R \) is homogeneous, say \( V_R = W_1 \oplus \cdots \oplus W_h \), where the \( W_i \) are irreducible and all isomorphic to one another. Let \( E = \text{Hom}_{\mathbb{F}^{P \times P}}(W_1, W_1) \), and note that \( E \) is a field by (II.3.10(i)).

Then there is an injective homomorphism from \( P \) into \( GL(h, E) \).

Proof If \( \varphi: \mathbb{F} \times \mathbb{F} \to GL(V) \) is the representation of \( \mathbb{F} \times \mathbb{F} \) on \( V \), we can choose a basis of \( V \) (with respect to the decomposition \( V = W_1 \oplus \cdots \oplus W_h \)) such that

\[
\varphi(y) = \begin{pmatrix}
\alpha(y) & 0 \\
0 & \ddots
\end{pmatrix}
\]

for all \( y \in P \), (where \( \alpha(y) \) is the matrix corresponding to the restriction of \( \varphi \) to \( W_1 \)).

Now let \( x \in P \), and suppose that, with respect to the same basis we have
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How \( xy = yx \) for all \( y \in \mathbb{N} \), so
\[
\varphi(x) \varphi(y) = \varphi(y) \varphi(x)
\]
for all \( y \in \mathbb{N} \).

Thus
\[
\beta_{ij}(x) \varphi(y) = \varphi(y) \beta_{ij}(x)
\]
for all \( y \in \mathbb{N} \), \( 1 \leq i, j \leq h \).

Therefore
\[
\beta_{ij}(x) \in \text{Hom}_{F}(V_{i}, V_{j}) = E
\]
for all \( 1 \leq i, j \leq h \).

This gives the required homomorphism from \( \mathcal{P} \) into \( \text{GL}(h, E) \). It is injective since \( \mathcal{V} \) is faithful for \( \mathcal{P} \).

We now have three results designed to deal with some small cases.

(I.II.3.3) Let \( \mathcal{V} \) be a soluble group of derived length at least three. Let \( \mathcal{V} \) be a faithful, irreducible module for \( \mathcal{V} \) over some field \( \mathbb{F} \). Then \( |\mathcal{V}| \geq 9 \).

Proof Since \( \mathcal{V} \) is nonabelian, we must have \( \dim(\mathcal{V}) \geq 2 \), so the only possibilities for \( |\mathcal{V}| \) if \( |\mathcal{V}| < 9 \) are \( |\mathcal{V}| = 4 \) or \( |\mathcal{V}| = 8 \). Now \( \text{GL}(2, 2) \) has order 6, and so derived length at most 2. Thus we may suppose that \( |\mathcal{V}| = 8 \), so that \( \mathcal{V} \leq \text{GL}(3, 2) \).

Since \( \mathcal{V} \) is irreducible, and \( O_{2}(K) \triangleleft \mathcal{V} \), the group
$O_2(K)$ acts completely reducibly on $V$, by Clifford's theorem. But the characteristic of $F$ is 2, so $O_2(K) = 1$. By [12, II.6.2], the group $GL(3,2)$ has order $3^3.7$, and since $O_2(K) = 1$, we know that $|P(K)|$ divides $21$. Since $P(V)$ is nilpotent, it follows that $P(V)$ is cyclic. But the automorphism group of a cyclic group is abelian, so $V/C_2(P(K)) = V/P(V)$ is abelian, and $d(V) \leq 2$.

(TII.5.4) Let $p$ be an odd prime and let $V$ be a nontrivial $p'$-group. Suppose that $P$ is a $p$-group acting on $V$ and that $VP \leq Sp(4,2)$. Assume that $VP$ acts irreducibly on the underlying vector space of dimension 4 over $F_2$.

(i) $|P| < 5$.
(ii) $|V| < 3$ if $p \neq 5$.
(iii) If $d(V) > 2$, then $|P| \leq 3$.
(iv) If $d(V) > 3$, then $P = 1$.
(v) $d(V) \leq 3$.

Proof. By (II.2.10), we have $|Sp(4,2)| = 2^6.3^2.5$. Since $VP$ acts irreducibly on $V$, we have $O_2(V) = 1$, so that $|P(V)|$ is odd. Thus $|P(V)P|$ divides 45.

Since the automorphism group of any group of order 1, 3, or 9 has order coprime to 5; and since the automorphism group of any group of order 1 or 5 has order coprime to 3, the group $P$ must centralise $P(V)$. By (I.2.7) and (II.1.5), therefore, $P$ centralises $V$.

Set $P = P(V)$.

(i) and (ii). Clearly (i) and (ii) hold unless $|P| = 9$.
Assume for a contradiction that $|P| = 9$. Now $K \neq 1$, so $F \neq 1$, and therefore we must have $|F| = 5$. Thus $F$ acts irreducibly on $V$ (since $4$ is the smallest integer $n$ such that $5 | 2^n - 1$). The dimension of any absolutely irreducible module for $F$ is $1$, so, using (II.3.10), we must have $|\text{Hom}_{F}(V,V)| = 16$. Now, (III.3.2) applied with $F$ in place of $R$ gives us $P \not\in \text{GL}(1,16)$, so that $|P|$ divides $45$, the required contradiction.

(iii) By (i) and (ii), we are done unless $|P| = 5$, so assume that this is the case. As in the previous paragraph, we can apply (III.3.2) (with $P$ in place of $R$ and $K$ in place of $P$) to conclude that $K \in \text{GL}(1,16)$; thus $V$ is abelian, and (iii) is proved.

(iv) By (iii), we are done unless $|P| = 3$. But if $|P| = 3$, then $|F| = 5$. Since the automorphism group of $Z_5$ is $Z_4$, we have $K/C_5(P) = K/P$ abelian, whence $d(K) \leq 2$, proving (iv).

(v) If $5$ divides $|F|$, we can apply (III.3.2) again, with $P = C_5(P)$ and $P = C_5(V)$ to deduce that $|C_5(P)| \leq 3$, whence $P$ is cyclic and $d(K) \leq 2$. Also, if $|F| = 3$, then $d(K) \leq 2$. We may therefore assume that $|F| = 9$.

Regarding $P$ as a (faithful) module for $K/P$ over the field of three elements, and using the fact that $\text{GL}(2,3)$ has order $2^4 \cdot 3$ by [17, II.6.2], we find that $|K/P|$ divides $2^4 \cdot 3$. But since $P$ has order $9$, we also know that $|K/P|$ divides $2^4 \cdot 5$. Thus $|K/P|$ divides $2^4$.

Now, if $\Pi$ is any group of order $16$, then, since it is nilpotent, it has a normal subgroup $N$, say, of order $4$. 
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Now \( H / N \) and \( N \) are both abelian, so \( d(H) \leq 2 \). Thus \( d(K/F) \leq 2 \), and so \( d(K) \leq 3 \), as required.

(III.3.5) Let \( p \) be a prime not equal to 3, and let \( K \neq 1 \) be a \( p' \)-group. Suppose that \( P \) is a \( p' \)-group acting on \( K \) and that \( KP \leq \text{Sp}(2,3) \). Assume that \( KP \) acts irreducibly on the underlying vector space \( V \) of dimension 2 over \( \mathbb{F}_3 \).

(i) \( P = 1 \).

(ii) \( d(K) \leq 3 \).

**Proof**

(i) By (III.2.10), we have \( |\text{Sp}(2,3)| = 2^3 \cdot 3 \). Since \( KP \) acts irreducibly on \( V \), we have \( G_2(V) = 1 \). Set \( F = F(K) \).

Now \( K \neq 1 \), so \( F \neq 1 \), whence 2 divides \( |F| \). But now \( P \) must have order coprime to 2 and 3, so \( P = 1 \).

(ii) If \( |F| = 2 \), then \( K = F \), and \( d(K) = 1 \). If \( |F| = 4 \), then \( K/F \) is isomorphic to a subgroup of \( GL(2,2) \), and so \( d(K/F) \leq 2 \) by (III.3.3), and \( d(K) \leq 3 \). If \( |F| = 8 \), then \( d(F) \leq 2 \), and \( |K/F| \) divides 3, so \( K/F \) is abelian. Thus \( d(K) \leq 3 \).

Since \( G_2(V) = 1 \), these are the only possibilities for \( |F| \), and so we are finished.

We now come to the main result of this section. It will be used in the induced case of Theorem A, where the straightforward induction argument fails. It may be regarded as a "derived length one version" of Theorem A.
(III.3) Let $q$ and $p$ be distinct primes. Let $K$ be a soluble $p'$-group. Let $P$ be a $p$-group acting on $V$.

Suppose that $V$ is an irreducible $V_P$-module faithful for $KP$. Assume that $K \neq 1$. Then

(i) $4|P||V|(3/2)$,

(ii) $2|P| \leq |V|$ if $p$ is odd.

Proof The proof is by induction on $|KP|$. We note that if $|P| = 1$, then the fact that $K \neq 1$ forces $|V| > 1$, and (i) and (ii) follow. Thus we assume that $|P| = 1$. We prove (i) and (ii) together.

Step 1. The case where $V$ is induced from a module $U$ for a proper subgroup $H$ containing $P$.

This is similar to the corresponding part of the proof of (III.1.7) (and Step 1 of the proof of Theorem A).

By the transitivity of induction, we may assume that $M$ is maximal in $KP$. Since $P$ is a $p$-group and $M \supseteq K$, we have $M = KP_0$ where $P_0$ is a normal subgroup of index $p$ in $P$. We therefore have

$$V_{P_0} = x_1 \oplus \cdots \oplus x_p$$

for suitable $x_i \in P$. Since the groups $\ker(V)$ on $x_i$ are all conjugate to one another and have trivial intersection, it follows that $V$ acts nontrivially on each $x_i$. Induction applied to each $x_i$ therefore yields

$$4|P_0/P_i| \leq |x_i|(3/2) = |U|(3/2)$$

$$2|P_0/P_i| \leq |x_i| = |U| \text{ if } p \neq 2, \quad (a)$$

where $P_i = \ker(P_0$ on $x_i)$. 
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By the same argument as in (III.1.7), we have
\[ |\Gamma_0| \leq |\Gamma_0/\Gamma_1| \times \ldots \times |\Gamma_0/\Gamma_p|, \]
whence
\[ 4^p |\Gamma_0| \leq |\nu|^{(3/2)p} = |\nu|^{(3/2)}, \quad \text{and} \]
\[ 2^p |\Gamma_0| \leq |\nu|^p = |\nu|^p \quad \text{if } p \neq 2. \]

Thus
\[ (4^p/p)|\nu| \leq |\nu|^{(3/2)}, \quad \text{and} \]
\[ (2^p/p)|\nu| \leq |\nu|^{(3/2)} \quad \text{if } p \neq 2. \]

To complete Step 1, it suffices to show that \(4^p/p \gg 4\) and \(2^p/p \gg 2\) for all primes \(p\). These two inequalities clearly hold if \(p = 2\), and for \(p > 2\), they follow from (III.1.1).

**Step 2.** \(V_T\) is homogeneous. Put \(G = C_p(K)\). Then \(G\) is cyclic or has a cyclic subgroup of index two.

If \(V_T\) is not homogeneous, then by Clifford's theorem, we are in the case dealt with in Step 1. Thus we may assume that \(V_T\) is homogeneous.

Now let \(A\) be an abelian subgroup of \(G\) which is normal in \(\Gamma\). Then \(K \times A\) is normal in \(\Gamma P\) and contains \(K\). Thus by Step 1 and Clifford's theorem, \(V_A\) is homogeneous and so \(A\) is cyclic. Thus, by (II.2.8) and (II.2.5(ii)), \(C\) has a cyclic subgroup of index one or two.

**Step 3.** \(V\) is cyclic.

If possible, choose a nontrivial, proper, characteristic subgroup \(N\) of \(V\). By (III.2.4), the module \(V_{\nu N}\) is completely reducible. Thus
for some $s \geq 1$, where each $V_i$ is an irreducible $NP$-submodule. Since $\mathbb{K} \ltimes KP$, the group $N$ acts nontrivially on each $V_i$, and so we can apply induction to each $V_i$, and, using a similar argument to Step 1, deduce that

$$4^s |P| \leq |V|^{(3/2)}$$

and
$$2^s |P| \leq |V| \text{ if } p \neq 2,$$

and we are done. Thus we can assume that $V$ is characteristically simple, and therefore elementary abelian. But $V_p$ is homogeneous by Step 2, so $V$ is in fact cyclic.

**Step 4. The case $p > 2$.**

We show firstly that it is sufficient to prove (ii), for then (i) follows. For assume that (ii) holds. Since $v$ and $P$ are both nontrivial, we have $|v| > 4$. Thus $4 |v| \leq 2 |v| \leq |v|^{(3/2)}$.

We now show that (ii) holds under the assumption that $p > 2$. Firstly, we define some integers. Let $f$ be the dimension of an irreducible $V$-submodule, and suppose that $V$ has $h$ irreducible summands. Let $n$ be the highest power of $p$ dividing $f$.

By (III.3.9) applied with $KP$ in place of $G$ and $K$ in place of $A$, we deduce that $|P/C|$ divides $f$, whence

$$|P/C| \leq n.$$  \hspace{1cm} (a)

Note that if $W$ is an irreducible submodule of $V$, we have $|\text{Hom}_P(W, W)| = q^f$ since $V$ is cyclic. Thus, by (III.3.2) applied with $V$ in place of $P$ and $C$ in place...
of \Gamma$, we have
\[ C \in \mathcal{G}(h, q^f). \quad \text{(b)} \]

Thus, by (4.1.7) and Step 2,
\[ |C| \leq n^h f/n. \quad \text{(c)} \]

The aim now is to derive the required bound of
\[ 2|\Gamma|/|V| \leq 1 \] from (a), (b), and (c), and the fact that
\[ |V| = q^{f h}. \] Now
\[ 2|\Gamma|/|V| \leq 2n^2/(q^{f h/n})(n-1), \quad \text{(d)} \]
and since \( q^{f h/n} \gg 2 \), we have
\[ 2|\Gamma|/|V| \leq 4n^2/2^n. \quad \text{(e)} \]

Suppose that \( n > 9 \). Then, by (4.1.1) and (e), we have
\[ 2|\Gamma|/|V| \leq 2.9^2/2^2 < 1, \] as required.

Suppose that \( n = 7 \). If \( q^{f h/n} \gg 3 \), the required bound is immediate from (d). Assume then, that \( q^{f h/n} = 2 \), so that \( q = 2 \), \( f = 7 \), and \( h = 1 \). But now, from (b), we have \( C \in \mathcal{G}(4, 2^f) \), and since \( p = 7 \), we have \( C = 1 \). Thus
\[ |\Gamma| \leq 7 \] by (a), and \( 2|\Gamma| \leq 14 < 129 = |V| \).

Suppose that \( n = 5 \). Here, (d) gives us the required bound unless \( h = 1 \), \( f = 5 \), and \( q = 2 \) or 3. In both cases, (b) implies that \( C = 1 \), so that \( 2|\Gamma| \leq 10 < 32 < |V| \).

Next, suppose that \( n = 3 \). Now, (d) does the trick unless \( q^{f h/n} \neq 4 \). Since \( p = 3 \), we have \( q = 2 \) and \( f h = 3 \) or 5. If \( f h = 3 \), we have \( f = 3 \) and \( h = 1 \); here (b) implies that \( C = 1 \), so that \( 2|\Gamma| \leq 8 < |V| \). If \( f h = 5 \), we have either \( h = 1 \) and \( f = 5 \), or \( h = 2 \) and \( f = 3 \); in both cases, (b) implies that \( |C| \leq 9 \), so that \( 2|\Gamma| \leq 2.3.9 = 54 < 54 = |V| \).

Remembering that \( p \) is odd, the only possibility left for \( n \) is \( n = 1 \). But now \( p = C \), and thus \( V \cdot F \) is cyclic. By (II.3.5) we have
\[ |\Gamma|/|V| = q^{f h} - 1, \]
and since \( r + 1 \), we have \( |P| \leq \frac{3}{2} q^{fh} \), i.e., \( 2|P| \leq |V| \), as required.

This completes Step 4.

**Step 5. The case \( p = 2 \).**

This is similar to Step 4. We define \( h, f, \) and \( n \) as before, and deduce from (II.3.9), (II.3.2), and (II.1.6) that

\[
|P/C| \leq n, \\
C \leq Gf(h, q^f), \tag{f}
\]

and

\[
|C| \leq 2nq^{fh}/n. \tag{h}
\]

Now, using \( q^{fh}/n \geq 3 \) (since \( q \) is odd), we have

\[
4|P|/|V|^{(3/2)} \leq 8n^2/(q^{fh}/n + (3/2)n - 1) \leq 2n^2/(3(3/2)n). \tag{j}
\]

If \( n > 4 \), then, by (k) and (III.1.1) we have

\[
4|P|/|V|^{(3/2)} \leq 2n^2/3^5 < 1, \tag{k}
\]

Suppose that \( n = 2 \). The desired bound follows from (j) unless \( f = 2, h = 1, \) and \( q = 3 \) or \( 5 \). But \( q \) cannot be 3, since \( V \) is a nontrivial odd group, and \( |V| \geq q^2 - 1 \).

Thus \( q = 5 \). Now (g) implies that \( C \leq 8, \) and so

\[
4|P|/|V|^{(3/2)} \leq 4.2^2/5^5 < 1. \tag{l}
\]

Finally, suppose that \( n = 1 \). Recalling that \( P = C \) has a cyclic subgroup of index at most two, by Step 2, and using (II.3.6), we find that \( |K||P|/2 \leq q^{fh} \). Since \( |V| \geq 3 \), we have

\[
4|P| \leq (8/3)q^{fh} = (8/3)|V|. \tag{m}
\]

Now (i) follows unless \( |V| < 3 \). Since \( q \) is odd, \( V \) is
one-dimensional. Since P and K are nontrivial, the only possibility is $|V| = 7$ and $|K| = 3$. Now $|P| \leq 2$, and $4|P| \leq 7^{(3/2)}$, as required.

This completes the proof of Step 5 and of (III.3.6).

We conclude this section with a simple corollary of (III.3.6) (which could be proved along the lines of (III.1.7)).

(III.3.7) Assume Hypotheses (III.1.4). Suppose further that $q - 1$ is not a power of p. Then

(i) $4|P| \leq |V|^{(3/2)}$, and

(ii) $2|P| \leq |V|$ if p is odd.

Proof. As in the proof of (III.1.7), we may assume that $V_p$ is irreducible. Since $q^r - 1$ is not a power of p, there exists a prime r dividing $q^r - 1$, where $r \neq p$.

But now the group $P \times Z_r$ acts naturally and faithfully on V, so with $Z_r$ in place of K, we may apply (III.3.5) to deduce the required result.
III.4. PREPARATIONS FOR THEOREM B

The proof of Theorem B has, unsurprisingly, a lot in common with the proof of Theorem A(ii) of [13], except that we use our Theorem A in place of Theorem A(i) of [13]. We need four lemmas from [13], starting with two simple results on $\text{codim}([v,G])$ (where $V$ is a $G$-module).

**Lemma III.4.1** Let $U$ be a subgroup of a group $G$. Let $F$ be a field, let $U$ be a $F$-module, and let $V = U^G$. Then $\text{codim}([v,G]) > \text{codim}([U,G])$.

**Proof** [13, 2.2(1)].

**Lemma III.4.2** Let $P$ be a $p'$-group, let $F$ be a field of characteristic $p$, and let $V$ be a $F$-module. Then $\text{codim}([v,P]) > (\text{dim}(V))/|P|$.

**Proof** [13, 2.4].

Next, we have a well-known result on choosing a 'nice' set of double coset representatives which will be used in the induced case of Theorem B.

**Lemma III.4.3** Let $G = NH$ be the semi-direct product of a normal Hall $p'$-subgroup $N$ with a Sylow $p$-subgroup $H$. Let $S/T$ be a normal $p'$-section of $G$ (that is, $S,T \in G$ and $T < S$) which is complemented in $G$ by a subgroup $K$, and let
Let $P$ be a $p$-subgroup of $G$. Then it is possible to find a set $\{a_1, \ldots, a_m\}$ of double coset representatives for $M$ and $P$ in $G$ which satisfy the following conditions.

(i) $a_1 = 1$

(ii) $P \cap M^{a_i} = C_P(a_i)$ for $1 \leq i \leq m$.

(iii) $\{a_1T, \ldots, a_mT\}$ is a complete set of distinct representatives for the orbits of $P$ permuting the elements of $S/T$ by conjugation.

**Proof** [15, 3.4].

In the proof of Theorem 3(i) - i.e., the nilpotent length case - we need the following result in place of (III.2.5).

(III.4.4) Let $\nu$ be a soluble $p'$-group, and let $P$ be a $p$-group acting on $\nu$. Let $1 = 1(\nu)$, and assume that for every proper subgroup $H$ of $\nu$ containing $P$ we have $l(H \cap \nu) < 1$. Then $\nu$ contains a characteristic subgroup $Q$ which is a special $p'$-group for some prime $q$. Further, $Q/\phi(Q)$ is a chief factor of $\nu$ and $l(\nu/C_{\nu}(\phi(Q))) = 1-1$.

**Proof** [15, 5.2].

**Note** The group $Q$ in (III.4.4) is in fact the penultimate term in the lower nilpotent series of $\nu$, which is defined in an analogous way to the upper nilpotent series we mentioned in (7.1).
Next, we state a lemma of Hall and Higman.

(TT.4.5) Let $V$ be an irreducible $G$-module over a field of characteristic $p$. Suppose that $N$ is a normal subgroup of $G$ whose index is a power of $p$. If $V_N$ is homogeneous, then $V_N$ is irreducible.

Proof [12, 2.2.3].

The last result of this section concerns numbers of orbits. It will be used in the induced case of Theorem B. We assume the truth of Theorem A to prove it.

(TT.4.6) Assume that Theorem A holds. Let $p$ and $q$ be distinct primes, let $V$ be a soluble $p'$-group and let $P$ be a $p$-group acting on $V$. Suppose that $V$ is an irreducible $P$-$V$-module faithful for $V$. Let $d = d(V)$ and suppose that $P$ has $m$ orbits on $V$. Then $m > 3^{1(d+1)}$.

Proof Assume firstly that $d > 5$. Then by Theorem A we have

$$|V|^2 4 2^{d-6} \leq |V|,$$

whence

$$|V|/|P| > \sqrt{4.3^{d-4}.|V|}.$$

Now $m > |V|/|P|$, and $|V| > 9$ by (TT.2.2), so $m > 3^{1(d+1)+2}$. and since $d > 5$, we have $3d > 1(d+1)+2$, so

$m > 6.3^{1(d+1)-1} > (6/3)^{1(d+1)} > 3^{1(d+1)},$ as required.
Next suppose that \( d = 4 \). As above, we obtain from Theorem A, the inequality \( m > 2\sqrt{|V|} \). If \( |V| > 9 \), we have \( m > 6 \), whence \( m > 3^{(9/3)} \), as required. If \( |V| = 9 \), we must have \( |V| = 9 \) by (III.3.3), and since \( d = 4 \), we must in fact have \( V = \text{GL}(2,3) \), so that \( p = 1 \). But then \( m > 9 \), and we are done.

If \( d = 3 \), then Theorem A tells us that \( m > \sqrt[3]{|V|} \), and since \( |V| > 9 \), we have \( m > 3^{1/3} > 3^{1/2} \), as required.

Finally, suppose that \( d = 1 \) or \( 2 \). Here we only need to show that \( m > 3 \). We assume that \( m = 2 \) and derive a contradiction.

In this case, \( P \) has one orbit of length \( d \) (consisting of the zero in \( V \)), and one of length \( |V| - 1 \). (Note that \( V \neq 0 \) since \( d \neq 0 \).) Thus \( \rho^t = q^t - 1 \),

where \( t = \text{div}(\rho) \) and \( t \) is some integer.

If \( p = 2 \), then by (III.1.3), either \( q^t = 9 \), or \( r = 1 \). If \( q^t = 9 \), then \( |V| \) divides \( 4^3 \), the order of \( \text{GL}(2,3) \), whence \( K \) is a 3-group. But \( K \) acts completely reducibly on \( V \), so \( K = 1 \), a contradiction. If \( r = 1 \), then since \( \rho^t = q - 1 = |\text{GL}(1,9)| \), we again have \( K = 1 \).

If \( p > 2 \), then since \( K = 1 \), we can apply (III.3.5(ii)) to conclude that \( 2|P| \leq |V| \). Now \( m = 2 \), so we must have \( 2|P| = |V| \). But \( q \) and \( p \) are distinct primes, so we must have \( P = 1 \), and \( |V| = 2 \); thus \( K = 1 \), the final contradiction.
CHAPTER IV

THE PROOFS OF THEOREMS A AND B
We restate Theorem A. It is useful, for inductive arguments, to add some more details to the statement that appears in Chapter T.

**Theorem A.** Let $p$ and $q$ be distinct primes. Let $V$ be a soluble $p'$-group, and let $P$ be a $p'$-group acting on $V$.

Let $V$ be an irreducible $F_q$-module faithful for $V$.

Let $G = V^P$ and put $d = d(V)$.

Then $|V|/|F|^2 > \max\{4, 4 \cdot 3^{d-1}\}$ unless either

(i) $d < 2$, or

(ii) $d = 3$ and $p = 5$, when $|V|/|F|^2 > 3$.

(IV.1) EXAMPLE. Before proving Theorem A we discuss briefly some of the examples that make the 'exceptions' (i) and (ii) necessary.

(i) Let $E$ be an extraspecial group of order $32$. Let $Z$ be a cyclic group of order 15. Then $Z$ acts faithfully on $E/Z(E)$, and we can form the semi-direct product $G = EZ$. Let $V$ be the (normal) subgroup containing $E$ of index 5 in $G$, and let $P$ be a Sylow 3-subgroup of $G$.

Then $G = VP$, and $d(V) = 3$.

By (IV.3.5), the group $E$ has a faithful, irreducible representation of dimension 4 over the field $F_2$. It is well-known that this representation may be extended to a faithful irreducible representation for $G$. If $V$ is the vector space of dimension 4 over $F_2$, we now have the hypotheses of Theorem A, with $p = 5$ and $q = 3$. 
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Further, $d(\nu) = 3$, and $|V|/|\nu|^2 = 81/25 < 4$.

There are various other, similar examples where $\nu$ is extraspecial of order $8$, $27$, or $32$, (so that $d(\nu) = 2$) and $|V|/|\nu|^2 < 4$.

(ii) Let $F$ be the field of $3$ elements, and let $E \times F$ be the field of $3^5$ elements.

Let $C$ be the cyclic subgroup of $F^\times$ of order $5^5$. Let $D = \text{Gal}(E: F)$, a cyclic group of order $6$. Then $D$ acts naturally on $F^\times$, and hence on $C$. Let $G$ be the semi-direct product $CD$. Let $C_7$ be the subgroup of $G$ of order $7$, and $D_3$ the subgroup of $D$ of order $3$. We claim that $C_7D_3$ is normal in $G$. Certainly $C_7$ is normal in $G$ (since $C_7 = C_7(C)$). Also, $D_3$ is normalised by $D$. It therefore suffices to show that $D_3$ is normalised by $C_7$, the subgroup of $C$ of order $7$. Now $C_3$ is normal in $G$, and so $D_3$ acts on $C_3$. But the automorphism group of $C_3$ is $Z_2 \times Z_2$, so $D_3$ in fact centralises $C_3$, whence $D_3$ is normalised by $C_3$, as required.

Now put $K = C_7D_3$, and let $P$ be a Sylow $2$-subgroup of $G$. Then $G$ is the semi-direct product of $K$ and $P$.

Using (II.3.B), it is clear that $K$ is nonabelian, so that $d(K) = 2$. Also $|P| = 16$.

Next, we may regard $E$ as a vector space $V$ of dimension $6$ over $F$, and we have a natural action of $G$ on $V$. (Elements of $C$ act according to the multiplication in $E$, and $D$ acts naturally on $E$ because $D = \text{Gal}(E: F)$.) It is easily checked that this makes $V$ into a faithful, irreducible
module which satisfies the hypotheses of Theorem A. We have \( d(K) = 2 \), and \( |V|/|P|^2 = 3^2/4^2 < 3 \).

There are similar examples to this with different numbers.

Our third example shows that once we have \( V, K, p, q \), and \( q \) satisfying the hypotheses of Theorem A with \( d(K) = d \) (say) and \( |V|/|P|^2 < p^2/(p-1) \), we can then construct another example (consisting of module \( V^* \) and group \( K^*P^* \)) which also satisfies the hypotheses of Theorem A, where \( d(F^*) = d \), and \( |V^*|/|P^*|^2 \) is as small as we like.

Note in particular that in Example (ii) we have \( d = 2 \), and \( |V|/|P|^2 < 3 < p^2/(p-1) = \), so that there are examples which satisfy the hypotheses of Theorem A with \( d(V) = 2 \) and \( |V|/|P|^2 \) arbitrarily small.

(iii) Let \( V_1, V_1, P_1, p \) and \( q \) satisfy the hypotheses of Theorem A, and suppose that \( |V_1|/|P_1|^2 = b_1 < p^2/(p-1) \).

Let \( V_2 \) be the direct sum of \( p \) copies of \( V_1 \). Then \( V_1 \) may naturally be regarded as a faithful, irreducible module for the (regular) wreath product \( G_2 = \times^*P \). Let \( V_2 \) be the normal subgroup of \( G_2 \) isomorphic to the direct product of \( p \) copies of \( V_1 \). Let \( \sigma_2_1 \) be the subgroup \( P_1 \times P_2 \) of \( G_2 \). Then \( V_2, \sigma_2_1, p, q \) and \( q \) satisfy the hypotheses of Theorem A, and \( d(V_2) = d(V_1) \). Note that

\[
b_2 = |V_2|/|P_2|^2 = |V_1|^2/|P_1|^2 = (b_1/p^2)^2 = b_1, (b_1)^2/p^2,
\]

and since \( b_1 < p^2/(p-1) \), we have \( b_2 < b_1 \).

This process may be repeated to obtain modules \( V_1, V_2, V_3, \ldots \) and groups \( F_1, P_2, \ldots \) which
each satisfy the hypotheses of Theorem A. It is easily shown that $b_i = \frac{|V_i|}{|P_i|^2} \to 0$ as $i \to \infty$.

The proof of Theorem A.

The proof is by induction on $|G|$. Since the theorem is trivial when $d \leq 2$, we assume that $d \geq 3$.

Firstly, we tackle the induced case, in Steps 1 and 2. Here, we assume that there is a normal subgroup $N$ of $G$, contained in $V$, and such that $V_N$ is not homogeneous.

In this case, Clifford's theorem (1.2.2) tells us that $V = M^G$, where $M$ is a module for a proper subgroup $N$ of $G$, and $N$ contains $V$. Further, by the transitivity of induction, we can assume that $M$ is a maximal subgroup of $G$. This is the situation of Steps 1 and 2.

Step 1. The induced case with $V \triangleright M$.

It is convenient to define the real number $w$ by

$$w = \begin{cases} 3 & \text{if } d = 3 \text{ and } p = 5, \\ 4 & \text{if } d = 3 \text{ and } p \neq 5, \\ 4 \cdot \frac{d-4}{4} & \text{if } d > 4. \end{cases}$$

We need to show that $w|\phi| < |\phi'|$.

Since $M$ is maximal in $V^G$ and $V$ is a $p$-group, we have $M = N_0$ where $N_0$ is a normal subgroup of index $p$ in $V$.

Since $V = M^G$, we therefore have

$$V_{N_0} = U_{x_1} \oplus \ldots \oplus U_{x_p}.$$
for suitable $x_1, \ldots, x_p$ in $P$. We wish to apply induction to the $Ux_i$: to this end we set $V_i = \ker(K^0 \text{ on } Ux_i)$ and $P_i = \ker(P_0 \text{ on } Ux_i)$. It is easily checked that $V_i = V_i^*$ so the groups $V_i^*/V_i$ are all isomorphic to one another.

Also, $\bigcap_{i \in p} V_i = 1$ since $V$ is faithful for $K$.

Thus, using (1.3.2(ii)), we have

$$d = d(V) = \max_{i \in p} d(V_i^*/V_i) = d(V_i^*)$$

for $1 \leq i \leq p$. Induction applied to the $Ux_i$ therefore yields

$$w^{|V_i^*/V_i|^2} \leq |Ux_i| = |U|.$$  \hspace{1cm} (a)

As in Step 1 of the proof of (III.3.5), we have

$$|P_0/P_1| \times \cdots \times |P_0/P_p| > |P_0|,$$  \hspace{1cm} so (a) becomes

$$w^{|P_0/P_1|^2} \leq |U|^p = |U|,$$

whence

$$(w^p)^2 |P_0|^2 \leq |U|^2.$$ \hspace{1cm} (b)

The required bound follows immediately from (b) as soon as we know that $p^2/w^p-1 < 1$.

If $p = 2$ and $d = 3$, then $p^2/w^p-1 < 25/3^2 < 1$. Thus we may assume that $w > 4$. If $p = 2$, then $p^2/w^p-1 = 4/w < 1$, and if $p > 3$, we can use (III.1.1) to deduce that

$$p^2/w^p-1 < 4p^2/4^2 < 4.3^2/4^2 < 1.$$  \hspace{1cm} This completes Step 1.

Step 2. The induced case with $M \triangleright K$.

To complete the induced case we assume that $M \triangleright K$. Then $G = M$ by the maximality of $M$, and thus $|M| = |M| |P|/|M \cap P|$, whence $|P|$ divides $|M|$. Thus a Sylow $p$-subgroup of $M$ is also one of $G$, and so $M$ contains a conjugate of $P$.

Replacing $M$ by a conjugate if necessary, we can assume that $M \triangleright P$. 
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Let $T = \text{Core}_G(H)$ and apply (II.4.2). This tells us that there is a unique minimal normal subgroup $S/T$ say, of $G/T$; that $M$ complements $S/T$ in $G$; and that $C_T(S/T) = S$. Since $M$ complements $S/T$ in $G$ we have $[G:M] = [S/T]$, and because $M > T$, we know that $[S/T]$ is coprime to $p$. Since $S/T$ is a minimal normal subgroup, it is in fact an elementary abelian $r$-group for some prime $r$ say, where $r \neq p$.

The group $K$ is a Hall $p'$-subgroup of $G$; thus $K^{S/T}$ is a Hall $p'$-subgroup of $G/T$. Since $S/T$ is a normal $p'$-subgroup of $G/T$, we have $S \lhd K$. Now $(S \cap K)^T = K^S \cap S$ since $T \leq S$, and because $S \lhd K$, we have $(S \cap K)^T = S$. Now $K^S \cap K^{S/T} \cap K^{S/T}$ by an isomorphism theorem, and so

$K^{S/T} \cap K^{S/T} = T^{S/T}$.

Now we define a normal subgroup $P$ of $G$ by

$P = C_T(S/T) = C_T(S \cap K^{S/T})$.

Next, let $j$ denote the derived length of $K^{S/T}$, the group of automorphisms that $K$ induces on $S/T$. We regard $S/T$ as an $F^pT$-module and by induction deduce that

$|P/P^*|^2 \leq |S/T|$, or $j \leq 2$, (c)

where $w(j) = \max \{3, 4, 3j^{-\frac{1}{2}} \}$, $(j < d)$, and $w(d) = w$.

We turn our attention to the $K$-module $U$. Since $P \leq K$, we have $U = (\cap T)^P$. We aim to show that $P^*$ acts faithfully on $U$ and that $\cap T$ induces on $U$ a group of derived length at least $d - 1 - j$.

Firstly, we note that since $C_T(G/F) = \cap$, we have

$C_T(G/F) = C_T(T \cap K/F \cap K) = \cap T$, so that $\cap T \cap K$ is self-centralising in $V/K \cap T$. Now $P^*$ centralises $\cap T \cap K$ and so by (II.4.5), the group $P^*$ centralises $V/K \cap T$.

Let $g \in V$. Then $(\cap T)^g = (\cap T)^g$ for all $g \in P^*$, since
So we can apply (II.1.1) with $V$ in place of $G$, $H \cap K$ in place of $H$, and $P^*$ in place of $A$ to find a set of coset representatives $\{x_1, \ldots, x_s\}$ say, for $M \cap H$ in $K$ which are centralised by $P^*$. Clearly we may assume that $x_1 = 1$. Now $x_1, \ldots, x_s$ is also a set of coset representatives for $M$ in $G$, so

$$V = UX_1 \ast \cdots \ast UX_s,$$

and


Since $P^*$ centralises $V/\cap M$, it is easily shown that $(V \cap M)P^* \leq G$. Since $(V \cap M)P^* \leq K$, each of the $UX_1$ ($1 \leq i \leq s$) is a $(V \cap M)P^*$-module. Further, since each $x_1$ is centralised by $P^*$, we have $U \leq_{P^*} UX_i$ ($1 \leq i \leq s$).

Because $V$ is faithful for $P^*$, it now follows that $U$ is faithful for $P^*$.

Now, since $V \cap M$ is normal in $G$, it follows by a similar argument to that used in Step 1 that $V \cap M$ induces on $U$ a group of derived length equal to $d(V \cap M)$. Also,

$$d = d(V) + d(V \cap M) + d(\cap S/V \cap T) + d(V \cap S) \leq d(V \cap M) + 1 + j,$$

and since $V \cap M \leq \cap M$, we know that $V \cap M$ induces on $U$ a group of derived length at least $d - 1 - j$.

We can therefore apply induction to the $(V \cap M)P^*$-module $U$ to conclude that

$$|P^*|^2 |U(d - 1 - j)| \leq |U| \quad \text{or} \quad d - 1 - j \leq 2 \quad (d)$$

Recall that $s = |S/T| = |G:M|$, so that we have

$$|V| = |U|^s \quad (e).$$

We now begin the arithmetic, using (c), (d), and (e).
We divide the argument into the four cases given by (c) and (d).

1. \(d - 1 - i > 2\). Here, we have \(s > 9\) and \(|U| > 9\) by (III.3.3). From (c), (d), and (e),

\[
|w(d)|^2 / |U| \leq (w(d)/w(j)).s.|U|^{-s}.\]

Now \(w(d)/w(j) \leq 3^{d-j}\) and \(w(d-j) \geq 4.3^{d-j}\), so

\[
|w(d)|^2 / |U| \leq (3^2/4).s.|U|^{-s} \leq (3^2/4)(s/9^8),
\]

using the fact that \(|U| > 9\). But now, using (III.1.1), we have \(s/9^8 \geq s/9^9\), and so we have \(w(d)|^2 / |U| \leq 1\), as required.

2. \(d - 1 - i \leq 2\). We still have \(s > 9\), and still obtain a bound for \(|U|/\mu|\) from (c); but we need a replacement for (d). Recall that \(M > N\), where \(N\) is a normal subgroup of \(G\), contained in \(\nu\) such that \(\nu M\) is not homogeneous. We thus have \(M \neq 1\), and \(M \leq \text{Core}_G(M) = K\nu\), whence \(K\nu T \neq 1\). It now follows that \(\nu M\) acts nontrivially on \(U\), and we can apply (III.3.6) to the \(M\)-module \(U\) to deduce that

\[
\begin{align*}
4 |\mu| & \leq |U|^{(3/2)} \quad \text{and} \\
2 |\mu| & \leq |U| \quad \text{if } p \neq 2.
\end{align*}
\]

From (c), (e), and (f),

\[
|w(d)|^2 / |U| \leq (w(d)/w(j)).s.(1/16).|U|^{2-s}.
\]

Because \(d - j \leq 3\), we have \(w(d)/w(j) \leq 27\), so

\[
|w(d)|^2 / |U| \leq (27/16).s.|U|^{2-s}.
\]

Since \(K\nu M\) acts nontrivially on \(U\), we must have \(|U| \geq 3\).

Thus

\[
|w(d)|^2 / |U| \leq (27/16)(s/3^{3-2}).
\]
\[(5/16)(9/3^2) = 1/48,\]

using (III.1.1) and the fact that \(s \gg 9\).

\[\text{\(\Delta \geq 2, \ d - 1 - j \geq 2\). Here \(|U| \gg 9\) and (d) gives us a bound for \(|P^*|\), but we need a replacement for (c). Now \(|P/P^*|\) acts faithfully on the module \(R/\mathfrak{m}\), and so by (III.4.7) we have}

\[|\mathfrak{m}/\mathfrak{m}^*| \leq \frac{1}{8}(5/3), \quad (c)\]

We assume firstly that \(s\) is at least 4. From (d), (e), and (c),

\[\nu(d)|U|^{2/|V|} \leq (\nu(d)/\nu(d - 1 - j))|U|^{-s/2.5}(10/3) .\]

Since \(j \leq 2\), we have \(\nu(d)/\nu(d - 1 - j) \leq 27\), and using \(|U| \gg 9\) we have

\[\nu(d)|U|^{2/|V|} \leq (5/4)(9^{2/3}),\]

and since \(s \gg 4\), we have \(9^{2/3} \leq 4^{3/2}\). Thus

\[\nu(d)|U|^{2/|V|} \leq 4^{2/27},\] and we are done, since \(4^{2/27} \leq 27\).

Secondly, suppose that \(s = 3\). Now we must have \(j \leq 1\), and \(|\mathfrak{m}/\mathfrak{m}^*| \leq 2\), so

\[\nu(d)|U|^{2/|V|} \leq (\nu(d)/\nu(d - 1 - j))|U|^{-2.22} \leq 9.4/2^2 \leq 1.\]

Finally suppose that \(s = 2\). Now \(j = 0\) and \(P = P^*\), so

\[\nu(d)|U|^{2/|V|} \leq (\nu(d)/\nu(d - 1 - j))|U|^{-1} \leq 3.3^{-1} = 1.\]

\[\Delta \leq 2, \ d - 1 - j \leq 2.\] Here we know that \(|U| \gg 3\) and we have bounds (f) and (n). Also, \(d \leq 5\), so \(\nu(d) \leq 12\). We need to
consider several possibilities for $s$, and start off with the case $s \geq 8$.

Suppose that $s \geq 8$. From (e), (f), and (g),
\[
\begin{align*}
  w(d)|P|^2/|W| & \leq 12, \frac{s^3}{3^2}, (1/16), |W|^{2-s} \\
                & \leq (12, \frac{84}{16}, (1/16), |W|^{2-s}) \\
                & \leq (\frac{81}{16}, (3^3/5^3)) \\
                & = \frac{21}{5^3} < 1,
\end{align*}
\]
using the fact that $|W| > 2$, and (ITJ.1.1).

Suppose that $s = 5$ or 7. Now $d \leq 1$, so $d \leq 4$, and thus
\[
  w(d) \leq 4. Also, |P/P| \leq 4. Thus
\]
\[
\begin{align*}
  w(d)|P|^2/|W| & \leq 4.4^2, (1/16), |W|^{-2} \\
                & \leq 4/5^3 < 1.
\end{align*}
\]

Suppose that $s = 4$ and $j = 2$. Here, $P$ must act
trivially on $\mathbf{S}/P$, so $P = P'$. Thus
\[
\begin{align*}
  w(d)|P|^2/|W| & \leq 12, (1/16), |W|^{-1} \\
                & < 1.
\end{align*}
\]

Suppose that $s = 4$, and $j = 1$. Here $|P/P| \leq 3$, and
\[
  w(d) \leq 4, so
\]
\[
\begin{align*}
  w(d)|P|^2/|W| & \leq 4, (1/16), |W|^{-1} \\
                & \leq 4/5/16 < 1.
\end{align*}
\]

Suppose that $s = 3$. Here, $|P/P| \leq 2$, and $j = 1$, so that
\[
  w(d) \leq 4. Thus
\]
\[
\begin{align*}
  w(d)|P|^2/|W| & \leq 4, (1/16) \\
                & = 1.
\end{align*}
\]

Finally, suppose that $s = 2$. Now $P = P'$, and $j = 0$.
Further, $p \geq 2$, so from (e), we have $|P| \leq 2|W|$, and
\[
\begin{align*}
  w(d)|P|^2/|W| & \leq 4, |W|^2/|W| \\
                & = 1.
\end{align*}
\]
consider several possibilities for \( s \), and start off with the case \( s \geq 3 \).

Suppose that \( s > 3 \). From (e), (f), and (w),

\[
\frac{w(d)}{|P|} \leq 12.2 \cdot s^{3/2} \cdot (1/2) \cdot |V|^{-3/2} \\
\leq (12.27/15)(s^{3/2}) \\
\leq (81/16)(s^{3/2}) \\
= 2^{5/3} \\
< 1,
\]

using the fact that \( |U| \geq 3 \), and (III.1.1).

Suppose that \( s \geq 5 \) or \( 7 \). Now \( j \leq 1 \), so \( d \leq 4 \), and thus

\[
w(d) \leq 4.\text{ Also, } |P/P*| \leq 4. \text{ Thus}
\]

\[
w(d) \leq 12.18 \cdot (1/16) \cdot |V|^{-1} \\
< 1.
\]

Suppose that \( s = 4 \) and \( j = 2 \). Here, \( P \) must act trivially on \( S/T \), so \( P = P^* \). Thus

\[
w(d) \leq 12.18 \cdot (1/16) \cdot |V|^{-1} \\
< 1.
\]

Suppose that \( s = 4 \), and \( j \leq 1 \). Here \( |P/P^*| \leq 3 \), and

\[
w(d) \leq 4, \text{ so}
\]

\[
w(d) \leq 12.18 \cdot (1/16) \cdot |V|^{-1} \\
< 1/4.8/16.3 \\
< 1.
\]

Suppose that \( s = 3 \). Here, \( |P/P^*| \leq 2 \), and \( j \leq 1 \), so that

\[
w(d) \leq 4. \text{ Thus}
\]

\[
w(d) \leq 12.18 \cdot (1/16) \\
= 1.
\]

Finally, suppose that \( s = 2 \). Now \( P = P^* \), and \( j = 0 \).

Further, \( p \neq 2 \), so from (f), we have \( |P^*| \leq 4 |U| \), and

\[
w(d) \leq 12.18 \cdot |U|^{-1} \\
= 1.
\]
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This completes Step 2 and therefore the induced case. So from now on, we assume that if \( N \) is any normal subgroup of \( G \) contained in \( V \), then \( V_N \) is homogeneous.

**Step 3. The homogeneous case.**

In particular, we now know that every abelian normal subgroup of \( G \) contained in \( V \) is cyclic, so we have the hypotheses for (ITT.2.5). Thus there is a normal subgroup \( R \) of \( G \), contained in \( V \), with the following properties.

(i) \( R \) is either extraspecial or the central product of an extraspecial 2-group with a cyclic group of order 4.

(ii) \( V = R/Z(R) \) is a chief factor of \( G \).

(iii) \( d(V/Z(R)) \geq 2 \).

Next, we show that \( C_P(R) = C_P(V) \). If \( R \) is extraspecial, then \( Z(R) = Z(P) \), and this follows from (ITT.1.7). Otherwise, \( R \) is a 2-group, and \( Z(R) \) is cyclic of order 4. Thus the automorphism group of \( Z(R) \) is \( Z_2 \), and so \( R \) centralises \( Z(R) \). Thus, by (ITT.1.3), the group \( C_P(R) \) centralises \( R \).

We now set up some notation that we shall use throughout the rest of the proof. Put \( \Gamma = C_P(R) = C_P(V) \). By (ITT.2.4), the number \( |\Gamma| \) is the square of some prime power, so we can put \( s^2 = |\Gamma| \), where \( s \) is a prime power. We let \( f \) be the dimension of an irreducible \( Z(R) \)-submodule of \( V \), and suppose that \( V_R \) has \( h \) irreducible summands. By (ITT.3.11), the dimension of \( V \) is \( sfh \). Thus

\[ |V| = q^{sfh} \tag{h} \]

If \( W \leq V_R \) is irreducible, then (ITT.3.11) tells us that \( |\hom q_p(W, W)| = q^f \). Now, by (ITT.3.2), applied with \( \Gamma \) in place of \( P \), we obtain
Since $q^f - 1$ is divisible by $|Z(P)|$, we know that $q^f - 1$ is not a power of $p$. Thus (III.3.7) tells that
\[
|P_a| \leq \frac{3}{2} q^{(3/2)hf} \quad \text{and} \quad |P_a| \leq q^{hf} \text{ if } p \neq 2. \tag{k}
\]

It is now convenient to consider two cases: $d \geq 5$ and $d < 5$.

$d \geq 5$. Here, we have $d - 2 \geq 3$, and we may therefore apply induction to the $P_a$-module $P$ to conclude that
\[
w(d - 2) |P/P_a| \leq s^2. \tag{1}
\]
From (h), (k), and (1),
\[
w(d) |P|^2/|V| \leq \frac{w(d)}{w(d - 2)} \cdot s^2 \cdot \frac{3}{2} q^{(3-s)hf} \leq \frac{9}{16} s^2/ q^{hf(s-3)}. \tag{m}
\]
Suppose that $s \geq 7$. Using the fact that $q^h \geq 3$ (since $|Z(P)|$ divides $q^f - 1$), we have
\[
w(d) |P|^2/|V| \leq \frac{9}{16} s^2/ q^{3s - 3} \leq 0.2749/3^7 < 1,
\]
using (III.1.1).

Suppose that $s = 5$. Now $|Z(P)| = 5$, so $q^h \geq 11$, and the required bound is immediate from (m).

Suppose that $s = 4$. Now (III.3.4(iv),(v)) implies that $P = P_4$ and $d \geq 5$. Thus $w(d) \leq 12$, and since $p \neq 2$, we have $|P_a| \leq q^{hf}$ by (k). So
\[
w(d) |P|^2/|V| \leq 12 \cdot q^{2hf}/ q^{4hf} \leq 3/2^2 < 1.
\]
Suppose that \( s = 3 \). By (III.3.5), we have \( d \leq 5 \), and
\[ p = P_4, \]
so
\[ w(d) \left| P \right|^{2/|V|} < q^{(s/16) \cdot q^{3h_f}} q^{5h_f} \]
\[ = \frac{q^s}{d^2}. \]

We cannot have \( s \leq 2 \) when \( d = 2 > 3 \), so the case \( d > 5 \)
is finished.

**d < 5**. Here, we have \( d = 3 \) or \( d = 4 \). We cannot (usefully)
apply induction to \( P \), but since \( d > 2 > 1 \), we do know that
\( V \) acts nontrivially on \( P \). Thus we can apply (III.3.6)
to the \( V \)-module \( P \) to deduce that:
\[ \frac{|V/P|}{|V|} \leq \frac{s}{d^2} \text{ if } p \neq 2. \]

Also, we note that \( w(d) \leq 4 \), so from (h), (k), and (n),
\[ w(d) \left| P \right|^{2/|V|} < 4 \cdot \left( \frac{q}{16} \right) \cdot s \cdot q^{3h_f} q^{5h_f} \]
\[ \leq s^6 \cdot q^{3h_f} q^{5h_f} = s^6. \]

If \( s > 1 \), the required bound follows from (p),
using (III.1.1).

Suppose that \( s = 13, 11 \), or \( 7 \). Here \( q^{h_f} \geq 3 \), and the
required bound is immediate from (p).

Suppose that \( s = 9 \). If \( q^{h_f} \geq 5 \), then (p) implies that
\[ w(d) \left| P \right|^{2/|V|} \leq 1, \]
so we may assume that \( q^{h_f} \leq 4 \). But \( 3 \)
divides \( q^{h_f} - 1 \), so we must in fact have \( q = 2, h = 1, \) and \( f = 2 \).

Going back to (k), this tells us that \( P_4 \leq 1 \). Since \( q = 2, \)
we know that \( p \neq 2 \), so using (h) and (n),
\[ w(d) \left| P \right|^{2/|V|} \leq 4 \cdot q^{4h_f} q^{3h_f} \]
\[ \leq 1. \]

Suppose that \( s = 8 \). We can obtain the required bound from
(p) unless \( h = 1, f = 1, \) and \( q = 3 \). Now (k) implies that
\( P_4 \leq 1 \); and \( p \neq 2 \) since \( 2 \) divides \( s \). Thus
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\[ v(d) |\Pi|^2 / |\Gamma| \leq 4 \cdot 2^4 / 3^3 < 1. \]

Suppose that \( s = 5 \). If \( q^{ch} \nmid s^5 \), then (p) gives us the required bound, so we can assume that \( q = 11 \), \( h = 1 \), and \( f = 1 \). Now (j) implies that \( |P| \leq 2 \), and so
\[ v(d) |\Pi|^2 / |\Gamma| \leq 4 \cdot (1/16) \cdot 5^6 \cdot 4 / 11^3 < 1. \]

Suppose that \( s = 4 \). If \( d = 4 \), or \( p \nmid 5 \), then (III.3.4(ii), (iii)) implies that \( |\Pi|^2 / |\Gamma| \leq 3 \); also \( p \nmid 2 \), so
\[ v(d) |\Pi|^2 / |\Gamma| \leq 4 \cdot 2^2 \cdot q^{2hf} / q^{4hf} \]
\[ \leq 9 / 3^2 = 1. \]

If \( d = 3 \) and \( p = 5 \), then \( v(d) = 3 \). By (III.3.4(i)), we have \( |\Pi|^2 / |\Gamma| \leq 5 \). Thus
\[ v(d) |\Pi|^2 / |\Gamma| \leq 3 \cdot 25 / 3^2, \]
and this gives us the required bound unless \( q = 3 \), \( f = 1 \), and \( h = 1 \). But in this case, (j) implies that \( P_1 = 1 \), so we have \( v(d) |\Pi|^2 / |\Gamma| \leq 3 \cdot 25 / 3^2 < 1. \)

Suppose that \( s = 3 \). Now (III.3.5) tells us that \( P = P_1 \), and
\[ v(d) |\Pi|^2 / |\Gamma| \leq 4 \cdot (1/16) \cdot q^{3hf} / q^{3hf} = 1. \]

Finally, suppose that \( s = 2 \). Since \( \Gamma \) acts nontrivially on \( K \), and \( p \nmid 2 \), we must have \( P = P_1 \). Thus
\[ v(d) |\Pi|^2 / |\Gamma| \leq 4 \cdot 1 \cdot q^{2hf} / q^{2hf} = 1. \]

This completes the proof of Theorem A.
For convenience, we restate Theorem 7.

**Theorem 7.** Let \( p \) be a prime. Let \( V \) be a soluble \( p' \)-group and let \( \mathfrak{g} \) be a \( p \)-group acting on \( \mathfrak{g} \). Let \( V \) be a nonzero \( \mathbb{F}_p^m \)-module faithful for \( V \). Let \( \mathfrak{v} = 1(\mathfrak{g}) \) and \( d = d(\mathfrak{g}) \). Then

(i) \( \text{codim} \mathcal{V}(\mathfrak{v}) \geq 3^j(1-3) + 11 \), and

(ii) \( \text{codim} \mathcal{V}(\mathfrak{v}) \geq 3^{j(d-4)} + 3d \).

The proofs of (i) and (ii) are very similar. We prove (i) in detail, and then go through the proof of (ii) more quickly. The inequalities \( 3^j(1-3) \geq 11 \) and \( 3^{j(d-4)} \geq 3d \) are easily checked using (TTT.1.1), and \( \text{codim} \mathcal{V}(\mathfrak{v}) \) is obviously an integer, so it suffices to prove that \( \text{codim} \mathcal{V}(\mathfrak{v}) \geq 3^j(1-3) \) and \( \text{codim} \mathcal{V}(\mathfrak{v}) \geq 3^{j(d-4)} \).

**Proof of (i).**

The proof is by induction on \( \dim(\mathfrak{g}) + |\mathfrak{v}| \). We may clearly assume that \( 1 = \frac{1}{4} \).

**Step 1.** \( \mathfrak{v} \) is irreducible.

Let \( \mathfrak{q} = \mathfrak{1}_{1,4}(\mathfrak{v}) \), the penultimate term in the lower nilpotent series of \( \mathfrak{v} \). The group \( \mathfrak{q} \) has the following property (as is easily checked using (T.3.2(ii))): if \( N \) is any normal subgroup of \( \mathfrak{v} \), then \( 1(\mathfrak{v}/N) \geq 1-4 \) if and only if \( \mathfrak{v} \not\subseteq N \).

Since \( V \) is faithful, \( C_V(\mathfrak{q}) \subset V \), and because \( \mathfrak{q} \subset \mathfrak{v} \), the vector space \( C_V(\mathfrak{q}) \) is a \( \mathbb{F}_p \)-module. Thus we can...
in \( KP \) such that \( a_1 = 1 \) and \( \psi - 1 \cap P = C_P(a_1) \). Further, part (iii) of that result tells us that \( m \) is the number of orbits of \( P \) on the vectors of \( S/T \).

By Mackey's theorem (II.3.4),

\[
V_P = U \circ (U a_2, C_P(a_2)) \circ \cdots \circ (U a_m, C_P(a_m))^{m}. \quad \text{(a)}
\]

Set \( V_P = (U a_i, C_P(a_i))^{m} \). Since \( a_i \) is centralised by \( C_P(a_i) \), it follows that \( U \) is isomorphic to \( U a_i \) as a \( C_P(a_i) \)-module. Thus \( \psi = \psi a_i \), and so by (III.4.1),

we have

\[
\text{codim}[V, P] \geq \text{codim}[U, P].
\]

It now follows from (a) that

\[
\text{codim}[V, P] \geq m \cdot \text{codim}[U, P]. \quad \text{(b)}
\]

Let \( j = 1(\psi - 1 \cap P) \), the nilpotent length of the group that \( V \) induces on \( S/T \). As in the proof of Step 3 of Theorem A, the group \( \psi - 1 \cap P \) induces on \( U \) a group of nilpotent length at least \( 1 - j - 1 \). Therefore, applying induction to the \( (\psi - 1 \cap P) \)-module \( U \) gives

\[
\text{codim}[U, P] \geq 3^{j(1-j-1)}. \quad \text{(c)}
\]

Applying (III.4.6) to the KP-module \( S/T \) tells us that

\[
m \geq 3^{j(3-1)} \cdot \quad \text{(d)}
\]

From (b), (c), and (d),

\[
\text{codim}[V, P] \geq 3^{j(1-3)},
\]

as required.

Thus, from now on we can assume that \( V \) is not induced from a module for a proper subgroup. In particular, by the usual argument based on Clifford's theorem and (II.3.6), we know that any abelian normal subgroup of \( KP \) is cyclic.
Theorem 3. $Q$ is an extraspecial $q$-group for some prime $q$
(with $q \neq p$) and $\overline{Q} = Q/M(Q)$ is a chief factor of $\overline{\Gamma}$ such that $l(\overline{\Gamma}/C_p(\overline{Q})) = 1 - 1$.

If $H$ is a proper subgroup of $\overline{\Gamma}$ such that $H \supseteq Q$ and $l(H \cap K) = 1$, we can apply induction to the $H$-module $V$ to conclude that $\text{codim}(V, P) > 3^3(1-2)$, as required.

Thus we can assume that no such $H$ exists, and (III.4.4) now tells us that $Q$ is a special $q$-group for some prime $q$, that $Q$ is a chief factor of $\overline{\Gamma}$, and that $l(\overline{\Gamma}/C_p(\overline{Q})) = 1 - 1$. Since $\overline{Z}(Q)$ is abelian and normal in $\overline{\Gamma}$, it is in fact cyclic. Thus $Q$ is either cyclic or extraspecial. But if $Q$ was cyclic, we would have $1 \leq 2$. Thus $Q$ is extraspecial, and Step 3 is complete.

Step 4. The final step.

We are now in a position to apply Theorem A to the $\overline{\Gamma}$-module $\overline{\Omega}$. Now $l(\overline{\Gamma}/C_p(\overline{Q})) = 1 - 1$, so $\text{d}(\overline{\Gamma}/C_p(\overline{Q})) > 1 - 1 > 3$.

By Theorem A, therefore,

$$\left| \frac{\overline{\Gamma}}{1 - 1} \right| \leq \max\{3, 4.3^{1-3}\}.$$  

Now choose a maximal $\Omega_p$-submodule $W$ of $V$, so that $(V/W)_{\Omega_p}$ is irreducible. We show next that $C_p(\overline{Q}) = \ker(P)$ on $V/W$.

Firstly, note that $C_p(\overline{Q}) = C_p(Q)$, by (II.1.1). By (III.4.4), the vector space $V/W$ is irreducible as a $Q$-module. Since $V/Q$ is homogeneous, $V/W$ is faithful for $Q$. It follows that $\ker(P)$ on $V/W \leq C_p(Q)$. Now consider $V/W$ as a $Q \times C_p(Q)$-module. Since $(V/W)_Q$ is irreducible, so is $(V/W)_Q \times C_p(Q)$. By Clifford's theorem, therefore,
$(V/W)_{\mathbb{P}}(Q)$ is completely reducible. Since $C_{\mathbb{P}}(Q)$ is a $p$-group, it must in fact act trivially on $V/W$, so that $C_{\mathbb{P}}(Q) = \ker(\mathbb{P} \text{ on } V/W)$, as required.

By (11.3.11), we have $\dim(V/W) > \sqrt{\#Q}$. Thus (e) implies that

$$\dim(V/W)/\ker(\mathbb{P} \text{ on } V/W) \geq \max\{3^2, 2.3^{\frac{1}{2}}(1-\epsilon)\}.$$

Applying (11.3.12) to $(V/W)_{\mathbb{P}}$ now gives us

$$\operatorname{codim}[V/W, \mathbb{P}] \geq \max\{3^2, 2.3^{\frac{1}{2}}(1-\epsilon)\}.$$  (f)

Note that when $\epsilon = 0$, we cannot have equality here, since this would imply that $\#Q = 4$, contradicting the fact that $\#(V/C_{\mathbb{P}}(Q)) = 1 - 1 = 4$. Using this fact, it is now easy to show that (f) implies that

$$\operatorname{codim}[V/W, \mathbb{P}] \geq 3^3(1-\epsilon),$$

whence $\operatorname{codim}[V, \mathbb{P}] \geq 3^3(1-\epsilon)$, completing the proof of (i).

Proof of (ii).

Again, we proceed by induction on $\dim(V) + |K|$. Here, we may assume that $d > 5$. Most of the proof is identical to that of (i), with nilpotent length replaced by derived length, and $3^3(1-\epsilon)$ replaced by $3^d(d-4)$ in the appropriate places, and we only comment on the more substantial differences here.

Step 1. $V$ is irreducible.

Let $Q$ be the penultimate term in the derived series for V. The proof then goes as before.
\((V/N)_{C_p}(Q)\) is completely reducible. Since \(C_p(Q)\) is a
\(p\)-group, it must in fact act trivially on \(V/N\), so that
\(C_p(Q) = \ker(P \text{ on } V/N)\), as required.

By (II.3.11), we have \(\dim(V/N) > \sqrt{|T|}\). Thus (e) implies
that
\[
\dim(V/N)/|P/\ker(P \text{ on } V/N)| > \max\{\frac{1}{2}, 2.3^{\frac{1}{2}}(1-5)^{\frac{1}{2}}\}
\]
Applying (III.4.2) to \((V/N)_p\) now gives us
\[
\text{codim}[V/N, P] > \max\{\frac{1}{2}, 2.3^{\frac{1}{2}}(1-5)^{\frac{1}{2}}\}.
\]
Note that when \(l = 0\), we cannot have equality here, since
this would imply that \(|T| = 4\), contradicting the fact that
\(1([V/C_p(T)]) = 1 - 1 = 4\). Using this fact, it is now easy
to show that (f) implies that
\[
\text{codim}[V/N, P] > 3^{\frac{1}{2}}(1-3)^{\frac{1}{2}},
\]
whence \(\text{codim}[V, P] > 3^{\frac{1}{2}}(1-3)^{\frac{1}{2}}\), completing the proof of (i).

**Proof of (ii).**

Again, we proceed by induction on \(\dim(V) + |FT|\).
Here, we may assume that \(d > 5\). Most of the proof is
identical to that of (i), with nilpotent length replaced
by derived length, and \(3^{\frac{1}{2}}(1-3)^{\frac{1}{2}}\) replaced by \(3^{\frac{1}{2}}(d-4)\)
in the appropriate places, and we only comment on the more
substantial differences here.

**Step 1.** \(V\) is irreducible.

Let \(Q\) be the penultimate term in the derived series
for \(V\). The proof then goes as before.
Step 2. The induced case.

This is almost identical to Step 2 of the proof of (i).

Step 3. There exists a normal subgroup $P$ of $K_P$, contained in $P$ which is either extraspecial or the central product of an extraspecial 2-group and a cyclic group of order 4. Further, $E = P/\mathbb{Z}(P)$ is a chief factor of $K_P$, and $d(E/\mathbb{C}_P(E)) > d - 2$.

By Step 2, normal abelian subgroups of $K_P$ are cyclic. Thus Step 3 follows from (III.2.5).

Step 4. The final step.

We apply Theorem A to the $K_P$-module $T$ to deduce that

$$|\mathbb{T}|/|P/\mathbb{C}_P(P)|^2 > \max\{3, 4, 3^{d-5}\}.$$  \hspace{1cm} (g)

Note that we have $C_p(P) = C_p(E)$. If $P$ is extraspecial, this follows from (II.1.7); if not, it follows from (II.1.3) and the fact that $P$ must centralises $\mathbb{Z}(P)$. Now we can deduce exactly as in Step 4 of the proof of (i), that

$$\text{codim}[V, P] > \max\{3^3, 2, 3^{(d-5)}\}$$  \hspace{1cm} (h)

whence $\text{codim}[V, P] > 3^{(d-5)}$, where we are using the fact that we cannot have equality in (h) when $d = 5$.

This completes the proof of (ii) and therefore of Theorem 1.
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