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Abstract

In the past years, techniques from different areas of mathematics have been successfully applied in extremal combinatorics problems. Examples include applications of number theory, geometry and group theory in Ramsey theory and analytical methods to different problems in extremal combinatorics.

By providing an analytic point of view of many discrete problems, the theory of combinatorial limits led to substantial results in many areas of mathematics and computer science, in particular in extremal combinatorics.

In this thesis, we explore the connection between combinatorial limits and extremal combinatorics. In particular, we prove that extremal graph theory problems may have unique optimal solutions with arbitrarily complex structure, study a property closely related to Sidorenko’s conjecture, one of the most important open problems in extremal combinatorics, and prove a 30-year old conjecture of Győri and Tuza regarding decomposing the edges of a graph into triangles and edges.
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Chapter 1

Introduction

A typical problem in extremal combinatorics asks to maximize or minimize the size of a set given certain constraints. Two of the most classical results in the area are Mantel’s theorem (1907) and Turán’s theorem (1941), a generalization of the first. Turán’s theorem states that any $K_k$-free $n$-vertex graph has at most $\left(1 - \frac{1}{k-1}\right) \binom{n}{2}$ edges. Examples of extremal questions are ‘Given a set, what is the maximum size of a subset without some particular substructure?’, ‘What is the largest number of edge-disjoint copies of a graph $H$ in a $n$-vertex graph with $m$ edges?’ and ‘What is the minimum density of a graph $H$ in a graph with edge density $p$?’.

Two well known problems of the last type are the minimal density of triangles in graphs and Sidorenko’s Conjecture. It is easy to see that there are graphs with edge density $p \leq 0.5$ with no triangles just by taking a balanced bipartite graph with edge density $2p$ between its parts. For $p = 1$, we have a complete graph and we have that the density of triangles is 1. The minimal density of triangles problem was open for around forty years and several researchers, among them Bollobás [9], Fisher [30], Goodman [40], Lovász and Simonovits [66, 67], made improvements towards the answer but only recently it was solved by Razborov [78] using the flag algebra method. More details on the flag algebra method and an application of it are giving in Chapter 3.

Likewise, Sidorenko’s Conjecture is one of the most famous problems in extremal combinatorics. The conjecture asserts that the density of every bipartite graph is minimized by a quasirandom graph with the same edge density. In Chapter 3 we give an introduction to the topic and study a stronger version of the conjecture.

Going back to extremal combinatorics, the asymptotic version of extremal problems are also interesting on their own. Quite often they are the first step towards
understanding the specific problem but they can also show the general behavior by not taking into account lower order terms.

One of the motivations behind the development of the theory of combinatorial limits was to create a theory that deals with asymptotic behavior of combinatorial structures and potentially, using tools from different branches of mathematics, be able to say something/solve extremal problems. The theory made new connections between analysis, combinatorics, computer science, ergodic theory, group theory and probability theory.

Graph limits can be mostly divided into two regimes: the sparse one and the dense one. The best understood branch is limits of dense graphs which is the one that we will be concern in this thesis. We say that a sequence of graphs converge if all its subgraph densities converge. The limit object corresponding to a convergent sequence of dense graphs is called a graphon which is defined as a symmetric measurable function from the unit square to the unit interval. For a comprehensive introduction to the theory of graph limits, we refer the reader to the monograph of Lovász \[65\].

When the limits of convergent sequences of dense graphs are uniquely determined by finitely many density constraints, we call them finitely forcible graph limits. Such objects are closely related to problems in extremal combinatorics and they correspond to unique extremal configurations of problems from extremal graph theory. Indeed, extremal graph theory questions can be cast as optimization problems over the graph limit space with optimal solutions being the extremal points. We delve further into this theory in Chapter 2.

Closely related to graph limits is the flag algebra method, mentioned earlier. The method developed by Razborov provides a uniform framework for standard counting techniques used in extremal combinatorics and its application resulted in substantial progress on many long standing open problems in the area, e.g. \[23, 29, 35, 38, 39, 48, 51, 60, 62, 64\]. We give a brief introduction to the flag algebra method in Chapter 4 where we also show an application of the method in extremal graph theory.

Next, we give a short description of the main topics covered in the thesis. Further details are given in the introduction of its respective chapter.

**Universality of finitely forcible graphons.** We devise a unified framework to construct finitely forcible graphons with complex properties, such as non-compactness or large regularity partitions by showing that every graphon is a subgraphon of some finitely forcible graphon. The paper is available on arXiv and it was accepted for
publication on Advances in Mathematics \[21\].

**Triangle and edge decomposition.** We prove a conjecture of Győri and Tuza which states that the edges of every \(n\)-vertex graph \(G\) can be decomposed into edges and triangles graphs \(C_1, \ldots, C_k\) such that \(|C_1| + \ldots + |C_k| \leq (1/2 + o(1))n^2\). The paper is available on arxiv and it was accepted for publication at Combinatorics, Probability and Computing \[57\].

**Step Sidorenko property of graphs.** We study the step Sidorenko property of a graph \(H\). We show that many bipartite graphs fail to have the step Sidorenko property and use our results to show the existence of a bipartite edge-transitive graph that is not weakly norming; this answers a question of Hatami \[Israel J. Math. 175 (2010), 125–150\]. The paper is available on arxiv and it was accepted for publication on the Journal of Combinatorial Theory, Series A \[61\].

This thesis is based on joint work with my coauthors: J. W. Cooper, D. Král’, B. Lidický, P. P. Pach, Y. Pehova and M. Wrochna.

1.1 Preliminaries

In this section, we introduce part of the notation used throughout this thesis. Notation used only in a particular chapter can be found in the corresponding chapter.

The set of integers from 1 to \(k\) will be denoted by \([k]\), the set of all positive integers by \(\mathbb{N}\) and the set of all non-negative integers by \(\mathbb{N}_0\). All measures considered in this paper are the Borel measures on \(\mathbb{R}^d\), \(d \in \mathbb{N}\). If a set \(X \subseteq \mathbb{R}^d\) is measurable, then \(|X|\) denotes its measure, and if \(X\) and \(Y\) are two measurable sets, then we write \(X \subseteq Y\) if \(|X \setminus Y| = 0\).

In general, we follow standard graph theory notation. All graphs considered are simple and without loops. We sometimes consider graphs with vertices and edges assigned non-negative weights; when this is the case, we refer to such a graph as a **weighted graph**. The order of a graph \(G\), i.e., its number of vertices, will be denoted by \(|G|\) and the size of a graph \(G\), i.e., its number of edges, by \(\|G\|\).

1.1.1 Graph limits

The theory of graph limits offers analytic tools to study large graphs. We present here only those notions that we need further, and refer the reader to the monograph of Lovász \[65\] on the subject for a comprehensive introduction to the theory. Graph
limits also generated new tools and perspectives on many problems in mathematics and computer science. For example, the flag algebra method of Razborov [77], which bears close connections to convergent sequences of dense graphs, catalyzed progress on many important problems in extremal combinatorics, e.g. [1, 3-11, 19, 29, 49, 58, 60, 75-79]. In relation to computer science, the theory of graph limits shed new light on property and parameter testing algorithms [70].

Given two graphs $H$ and $G$, the density of $H$ in $G$ is the probability that a uniformly chosen $|H|$-tuple of vertices of $G$ induces a subgraph isomorphic to $H$; the density of $H$ in $G$ is denoted by $d(H,G)$. We adopt the convention that if $|H| > |G|$, then $d(H,G) = 0$.

A sequence of graphs $(G_n)_{n \in \mathbb{N}}$ is convergent if the sequence $d(H,G_n)$ converges for every graph $H$. We will require that the orders of graphs in a convergent sequence tend to infinity. A convergent sequence of graphs can be associated with an analytic limit object, which is called a graphon. A graphon is a symmetric measurable function $W$ from the unit square $[0,1]^2$ to the unit interval $[0,1]$, where symmetric refers to the property that $W(x,y) = W(y,x)$ for all $x, y \in [0,1]$. One can think (although very imprecisely) of a graphon as a continuous version of the adjacency matrix of a graph and view the values of $W(x,y)$ as the density between different parts of a large graph represented by $W$.

To aid the transparency of our ideas, we often include a visual representation of graphons that we consider: the domain of a graphon $W$ is represented as a unit square $[0,1]^2$ with the origin $(0,0)$ in the top left corner, and the values of $W$ are represented by an appropriate shade of gray (ranging from white to black), with 0 represented by white and 1 by black. As an example, the following graphons are depicted in Figure 1.1: $W_1$ which value is $1/2$ almost everywhere; $W_2$ with value 1 for almost every pair $(x,y)$ where $x \leq 0.5$, $y > 0.5$ and $x > 0.5$, $y \leq 0.5$, and 0, otherwise; and $W_3$ with 1 for almost every $(x,y)$ where $1 - x \leq y$ and 0 otherwise.
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Figure 1.1: Examples of graphons.

Given a graphon $W$, a $W$-random graph of order $n$ is a graph obtained from
by sampling \( n \) vertices \( v_1, v_2, \ldots, v_n \in [0,1] \) independently and uniformly at random and joining vertices \( v_i \) and \( v_j \) by an edge with probability \( W(v_i, v_j) \) for all \( i, j \in [n] \). The density of a graph \( H \) in a graphon \( W \), denoted by \( d(H, W) \), is the probability that a \( W \)-random graph of order \(|H|\) is isomorphic to \( H \). Note that the expected density of \( H \) in a \( W \)-random graph of order \( n \geq |H| \) is equal to \( d(H, W) \).

We say that a convergent sequence \((G_n)_{n \in \mathbb{N}}\) converges to a graphon \( W \) if

\[
\lim_{n \to \infty} d(H, G_n) = d(H, W)
\]

for every graph \( H \). It is not hard to show that if \( W \) is a graphon, then the sequence of \( W \)-random graphs with increasing orders is convergent with probability one and the graphon \( W \) is its limit.

Two graphons \( W_1 \) and \( W_2 \) are weakly isomorphic if \( d(H, W_1) = d(H, W_2) \) for every graph \( H \). Borgs, Chayes and Lovász \cite{BorgsChayesLovasz} have shown that two graphons \( W_1 \) and \( W_2 \) are weakly isomorphic if and only if there exist measure preserving maps \( \varphi_1, \varphi_2 : [0,1] \to [0,1] \) such that \( W_1(\varphi_1(x), \varphi_1(y)) = W_2(\varphi_2(x), \varphi_2(y)) \) for almost every \((x, y) \in [0,1]^2\). Graphons that can be uniquely determined up to a weak isomorphism by fixing the densities of a finite set of graphs are called finitely forcible graphons and are the central object of Chapter \cite{Fock}. Observe that a graphon \( W \) is finitely forcible if and only if there exist graphs \( H_1, \ldots, H_k \) and reals \( \alpha_1, \ldots, \alpha_k \) such that

\[
\sum_{i=1}^{k} \alpha_id(H_i, W) \leq \sum_{i=1}^{k} \alpha_id(H_i, W')
\]

for every graphon \( W' \) and the equality holds only if \( W \) and \( W' \) are weakly isomorphic.

A less obvious characterization of finitely forcible graphons that follows from flag algebra is the following.

**Proposition 1.** A graphon \( W \) is finitely forcible if and only if there exist graphs \( H_1, \ldots, H_k \) and reals \( \alpha_1, \ldots, \alpha_k \) such that

\[
\sum_{i=1}^{k} \alpha_id(H_i, W) \leq \sum_{i=1}^{k} \alpha_id(H_i, W')
\]

for every graphon \( W' \) and the equality holds only if \( W \) and \( W' \) are weakly isomorphic.
Chapter 2

Finitely forcible graph limits are universal

Central to dense graph convergence is the analytic representation of the limit of a convergent sequence of dense graphs, known as a graphon [11,13,69]. In this chapter, we are interested in graphons that are uniquely determined (up to isomorphism) by finitely many graph densities, which are called finitely forcible graphons. As mentioned in Chapter [1] such graphons are related to various problems from extremal graph theory and from graph theory in general. For example, for every finitely forcible graphon $W$, there exists a linear combination of graph densities such that the graphon $W$ is its unique minimizer. Another example is the characterization of quasirandom graphs in terms of graph densities by Thomason [86,87] which is essentially equivalent to stating that the constant graphon is finitely forcible by densities of 4-vertex graphs; also see [15,80] for further results on quasirandom graphs. Lovász and Sós [68] generalized this characterization by showing that every step graphon, a multipartite graphon with quasirandom edge densities between its parts, is finitely forcible. Other examples of finitely forcible graphons are given in [71].

Early examples of finitely forcible graphons indicated that all finitely forcible graphons might possess a simple structure, as formalized by Lovász and Szegedy, who conjectured the following [71 Conjectures 9 and 10].

**Conjecture 1.** The space of typical vertices of every finitely forcible graphon is compact.

**Conjecture 2.** The space of typical vertices of every finitely forcible graphon has finite dimension.

Both conjectures were disproved through counterexample constructions [36,37]. A
stronger counterexample to Conjecture 2 was found in [20]: Conjecture 2 would imply that the number of parts of a weak \( \varepsilon \)-regular partition of a finitely forcible graphon is bounded by a polynomial of \( \varepsilon^{-1} \) but the construction given in [20] almost matches the best possible exponential lower bound from [16].

The purpose of this chapter is to show that finitely forcible graphons can have arbitrarily complex structure. Our main result reads as follows.

**Theorem 1.** For every graphon \( W_F \), there exists a finitely forcible graphon \( W_0 \) such that \( W_F \) is a subgraphon of \( W_0 \), and the subgraphon is formed by a 1/14 fraction of the vertices of \( W_0 \).

Theorem 1 contrasts with [71, Theorem 7.12], which states that the set of finitely forcible graphons is meager in the space of all graphons. In addition, since every finitely forcible graphon is the unique minimizer of some linear combination of densities of subgraphs (see Proposition 1), Theorem 1 also shows that optimal solutions of problems seeking to minimize a linear combination of densities of subgraphs, which are among the simplest stated problems in extremal graph theory, may have unique optimal solutions with highly complex structure.

Theorem 1 also immediately implies that both conjectures presented above are false since we can embed graphons not having the desired properties in a finitely forcible graphon. By considering a graphon containing appropriately scaled copies of graphons corresponding to the lower bound construction of Conlon and Fox from [16], which were described in [20], we also obtain the following.

**Corollary 1.** For every non-decreasing function \( f : \mathbb{R} \to \mathbb{R} \) tending to infinity, there exist a finitely forcible graphon \( W \) and positive reals \( \varepsilon_i \) tending to 0 such that every weak \( \varepsilon_i \)-regular partition of \( W \) has at least \( 2^{\Omega(\varepsilon_i^{-2})} \) parts.

Since every fixed graphon has weak \( \varepsilon \)-regular partitions with \( 2^{o(\varepsilon^{-2})} \) parts, Corollary 1 gives the best possible dependance on \( \varepsilon^{-1} \).

The proof of Theorem 1 builds on the methods introduced in [37], which were further developed and formalized in [36]. In particular, the proof uses the technique of decorated constraints, which we present in Subsection 2.1.1. The main idea of the proof is the following. The graphon \( W_F \) is determined up to a set of measure zero by its density in squares with coordinates being the inverse powers of two. The countable sequence of such densities can be encoded into a single real number between 0 and 1, which will be embedded as the density of a suitable part of the graphon \( W_0 \). We then set up the structure of \( W_0 \) in a way that this encoding restricts the densities inside another part of \( W_0 \) rendering \( W_F \) unique up to a set
of measure zero. While this approach seems uncomplicated upon first glance, the proof hides a variety of additional ideas and technical details. The reward is a result enabling the embedding of any graphon in a finitely forcible graphon with no additional effort.

2.1 Preliminaries

In this section we introduce additional notation used throughout the chapter. We start by presenting graphon analogues of several graph theoretic notions. The degree of a vertex \( x \in [0, 1] \) is defined as

\[
\deg_W(x) = \int_{[0, 1]} W(x, y) \, dy.
\]

Note that the degree is well-defined for almost all vertices of \( W \) and if \( x \) is chosen to be a vertex of an \( n \)-vertex \( W \)-random graph, then its expected degree is \( (n - 1) \cdot \deg_W(x) \). When it is clear from the context which graphon we are referring to, we will omit the subscript, i.e., we just write \( \deg(x) \) instead of \( \deg_W(x) \). We define the neighborhood \( N_W(x) \) of a vertex \( x \in [0, 1] \) in a graphon \( W \) as the set of vertices \( y \in [0, 1] \) such that \( W(x, y) > 0 \). In our considerations, we will often analyze a restriction of a graphon to the substructure induced by a pair of measurable subsets \( A \) and \( B \) of \([0, 1]\). If \( W \) is a graphon and \( A \) is a non-null measurable subset of \([0, 1]\), then the relative degree of a vertex \( x \in [0, 1] \) with respect to \( A \) is

\[
\deg^A_W(x) = \frac{\int_A W(x, y) \, dy}{|A|},
\]

i.e., the measure of the neighbors of \( x \) in \( A \) normalized by the measure of \( A \). Similarly, \( N^A_W(x) = N_W(x) \cap A \) is the relative neighborhood of \( x \) with respect to \( A \). Note that \( \deg^A_W(x) \cdot |A| \leq |N^A_W(x)| \) and the inequality can be strict. Again, we drop the subscripts when \( W \) is clear from the context.

2.1.1 Finite forcibility and decorated constraints

Decorated constraints have been introduced and developed in [36, 37] as a method of showing finite forcibility of graphons. This method uses the language of the flag algebra method of Razborov, which, as we have mentioned earlier, has had many substantial applications in extremal combinatorics. We now present the notion of decorated constraints, partially following the lines of [36] in our exposition.

A density expression is iteratively defined as follows: a real number or a
A graphon \( \mathcal{W} \) is said to be partitioned if there exist \( k \in \mathbb{N} \), positive reals \( a_1, \ldots, a_k \) with \( a_1 + \cdots + a_k = 1 \), and distinct reals \( d_1, \ldots, d_k \in [0, 1] \), such that the set of vertices in \( \mathcal{W} \) with degree \( d_i \) has measure \( a_i \). The set of all vertices with degree \( d_i \) will be referred to as a part; the size of a part is its measure and its degree is the common degree of its vertices. The following lemma was proved in \([36,37]\).

**Lemma 1.** Let \( a_1, \ldots, a_k \) be positive real numbers summing to one and let \( d_1, \ldots, d_k \in [0, 1] \) be distinct reals. There exists a finite set of constraints \( \mathcal{C} \) such that any graphon satisfying all constraints in \( \mathcal{C} \) is a partitioned graphon with parts of sizes \( a_1, \ldots, a_k \) and degrees \( d_1, \ldots, d_k \), and every partitioned graphon with parts of sizes \( a_1, \ldots, a_k \) and degrees \( d_1, \ldots, d_k \) satisfies all constraints in \( \mathcal{C} \).

We next introduce a formally stronger version of constraints, called decorated constraints. Fix \( a_1, \ldots, a_k \) and \( d_1, \ldots, d_k \) as in Lemma 1. A decorated graph is a graph \( G \) with \( m \leq |G| \) distinguished vertices labeled from 1 to \( m \), which are called roots, and with each vertex assigned one of the \( k \) parts, which is referred to as the decoration of a vertex. Note that the number \( m \) can be zero in the definition of a decorated graph, i.e., a decorated graph can have no roots. Two decorated graphs are compatible if the subgraphs induced by their roots are isomorphic through an isomorphism preserving the labels (the order of the roots) and the decorations (the assignment of parts). A decorated constraint is an equality between two density expressions that contain decorated graphs instead of ordinary graphs and all the decorated graphs appearing in the constraint are compatible.

Consider a partitioned graphon \( \mathcal{W} \) with parts of sizes \( a_1, \ldots, a_k \) and degrees \( d_1, \ldots, d_k \), and a decorated constraint \( \mathcal{C} \). Let \( H_0 \) be the (decorated) graph induced by the roots of the decorated graphs in the constraint; let \( v_1, \ldots, v_m \) be the roots of \( H_0 \). We say that the graphon \( \mathcal{W} \) satisfies the constraint \( \mathcal{C} \) if the following holds for almost every \( m \)-tuple \( x_1, \ldots, x_m \in [0,1] \) such that \( x_i \) belongs to the part that \( v_i \) is decorated with, \( W(x_i, x_j) > 0 \) for every edge \( v_i v_j \) and \( W(x_i, x_j) < 1 \) for every
non-edge $v_iv_j$: if each decorated graph $H$ in $C$ is replaced with the probability that a $W$-random graph is the graph $H$ conditioned on the event that the roots are chosen as the vertices $x_1, \ldots, x_m$ and they induce the graph $H_0$, and that each non-root vertex is randomly chosen from the part of $W$ that is decorated with, then the left and right hand sides of the constraint $C$ have the same value.

We now give an example of evaluating a decorated constraint. Consider a partitioned graphon $W$, which is depicted in Figure 2.1 with parts $A$ and $B$ each of size $1/2$; the graphon $W$ is equal to $1/2$ on $A^2$, to $1/3$ on $A \times B$, and to $1$ on $B^2$. Let $H$ be the decorated graph with two adjacent roots both decorated with $A$ and two adjacent non-root vertices $v_1$ and $v_2$ both decorated with $B$ such that $v_1$ is adjacent to only one of the roots and $v_2$ is adjacent to both roots; the decorated graph $H$ is also depicted in Figure 2.1 If $H$ appears in a decorated constraint, then its value is independent of the choice of the roots in the part $A$ and is always equal to $2/81$, which is the probability as defined in the previous paragraph.

Figure 2.1: An example of evaluating a decorated constraint. The root vertices are depicted by squares and the non-root vertices by circles. The graphon is equal to $1/2$ on $A^2$, to $1/3$ on $A \times B$, and to $1$ on $B^2$.

Note that the condition on the $m$-tuple $x_1, \ldots, x_m$ is equivalent to that there is a positive probability that a $W$-random graph with the vertices $x_1, \ldots, x_m$ is $H_0$. Also note that, unlike in the definition of the density of a graph in a graphon, we do not allow permuting any vertices. For example, if $W$ is the graphon (with a single part) that is equal to $p \in [0,1]$ almost everywhere, then the cherry $K_{1,2}$ with each vertex decorated with the single part of $W$ would be replaced in a decorated constraint with $p^2(1-p)$.

The next lemma, proven in [37], asserts that every decorated constraint is equivalent to a non-decorated constraint.

**Lemma 2.** Let $k \in \mathbb{N}$, let $a_1, \ldots, a_k$ be positive real numbers summing to one, and let $d_1, \ldots, d_k$ be distinct reals between zero and one. For every decorated constraint $C$, there exists a constraint $C'$ such that any partitioned graphon $W$ with parts of sizes $a_1, \ldots, a_k$ and degrees $d_1, \ldots, d_k$ satisfies $C$ if and only if it satisfies $C'$.
In particular, if a graphon $W$ is a unique partitioned graphon up to weak isomorphism that satisfies a finite collection of decorated constraints, then it is a unique graphon satisfying a finite collection of ordinary constraints by Lemmas 1 and 2, and hence $W$ is finitely forcible.

We will visualize decorated constraints using the convention from [20], which we now describe and have already used in Figure 2.1. The root vertices of decorated graphs in a decorated constraint will be depicted by squares and the non-root vertices by circles; each vertex will be labeled with its decoration, i.e., the part that it should be contained in. The roots will be in all the decorated graphs in the constraint in the same mutual position, so it is easy to see the correspondence of the roots of different decorated graphs in the same constraint. A solid line between two vertices represents an edge, and a dashed line represents a non-edge. The absence of a line between two root vertices indicates that the decorated constraint should hold for both the root graph containing this edge and not containing it. Finally, the absence of a line between a non-root vertex and another vertex represents the sum of decorated graphs with this edge present and without this edge. If there are $k$ such lines absent, the figure represents the sum of $2^k$ possible decorated graphs with these edges present or absent.

We finish this subsection with two auxiliary lemmas. The first is a lemma stated in [20], which essentially states that if a graphon $W_0$ is finitely forcible in its own right, then it may be forced on a part of a partitioned graphon without altering the structure of the rest of the graphon.

**Lemma 3.** Let $k \in \mathbb{N}$, $m \in [k]$, let $a_1, \ldots, a_k$ be positive real numbers summing to one, and let $d_1, \ldots, d_k$ be distinct reals between zero and one. If $W_0$ is a finitely forcible graphon, then there exists a finite set $C$ of decorated constraints such that any partitioned graphon $W$ with parts of sizes $a_1, \ldots, a_k$ and degrees $d_1, \ldots, d_k$ satisfies $C$ if and only if there exist measure preserving maps $\varphi_0 : [0, 1] \to [0, 1]$ and $\varphi_m : [0, a_m] \to A_m$ such that $W(\varphi_m(xa_m), \varphi_m(ya_m)) = W_0(\varphi_0(x), \varphi_0(y))$ for almost every $(x, y) \in [0, 1]^2$, where $A_m$ is the $m$-th part of $W$.

Note that Lemma 2 implies that the set $C$ of decorated constraints from Lemma 3 can be turned into a set of ordinary (i.e., non-decorated) constraints.

The second lemma is implicit in [71, proof of Lemma 3.3]; its special case has been stated explicitly in, e.g., [20, Lemma 8].

**Lemma 4.** Let $X, Z \subseteq \mathbb{R}$ be two measurable non-null sets, and let $F : X \times Z \to [0, 1]$
be a measurable function. If there exists $C \in \mathbb{R}$ such that
\[ \int_Z F(x, z)F(x', z) \, dz = C \]
for almost every $(x, x') \in X^2$, then
\[ \int_Z F(x, z)^2 \, dz = C \]
for almost every $x \in X$.

### 2.1.2 Regularity partitions and step functions

A step function $W : [0, 1]^2 \to [-1, 1]$ is a measurable function such that there exists a partition of $[0, 1]$ into measurable non-null sets $U_1, \ldots, U_k$ that $W$ is constant on $U_i \times U_j$ for every $i, j \in [k]$. A non-negative symmetric step function is a step graphon. If $W$ is a step function (in particular, $W$ can be a step graphon) and $A$ and $B$ two measurable subsets of $[0, 1]$, then the density $d_W(A, B)$ between $A$ and $B$ is defined to be
\[ d_W(A, B) = \int_{A \times B} W(x, y) \, dx \, dy. \]

We will omit $W$ in the subscript if $W$ is clear from the context. Note that it always holds that $|d(A, B)| \leq |A| \cdot |B|$. A step function $W'$ refines a step function $W$ with parts $U_1, \ldots, U_k$, if each part of $W'$ is a subset of one of the parts of $W$ and the density $d_W(U_i, U_j)$ between $U_i$ and $U_j$ is equal to the weighted average of the densities between the pairs of those parts of $W'$ that are subsets of $U_i$ and $U_j$, respectively.

We next recall the notion of the cut norm. If $W$ is a step function, then the cut norm of $W$, denoted by $\|W\|_\Box$, is
\[ \sup_{A, B \subseteq [0, 1]} \left| \int_{A \times B} W(x, y) \, dx \, dy \right|, \]
where the supremum is taken over all measurable subsets $A$ and $B$ of $[0, 1]$. The supremum in the definition is always attained and the cut norm induces the same topology on the space of step functions as the $L_1$-norm; this can be verified following the lines of the analogous arguments for graphons in Chapter 8. It can be shown
that if $H$ is a $k$-vertex graph and $W$ and $W'$ are two graphons, then
\[
|d(H, W) - d(H, W')| \leq \left(\frac{k}{2}\right) \|W - W'|\square.
\]

We will say that two graphons $W$ and $W'$ are $\varepsilon$-close if $\|W - W'|\square \leq \varepsilon$.

A partition of $[0, 1]$ into measurable non-null sets $U_1, \ldots, U_k$ is said to be $\varepsilon$-regular if
\[
\left|d(A, B) - \sum_{i,j \in [k]} \frac{d(U_i, U_j)}{|U_i||U_j|}|U_i \cap A||U_j \cap B|\right| \leq \varepsilon
\]
for every two measurable subsets $A$ and $B$ of $[0, 1]$. In other words, the step graphon $W'$ with parts $U_1, \ldots, U_k$ that is equal to $\frac{d(U_i, U_j)}{|U_i||U_j|}$ on $U_i \times U_j$ is $\varepsilon$-close to $W$ in the cut norm metric. In particular, the step graphon $W'$ determines the densities of $k$-vertex graphs in $W$ up to an additive error of $\left(\frac{k}{2}\right)\varepsilon$.

The Weak Regularity Lemma of Frieze and Kannan [34] extends to graphons as follows (see [65, Section 9.2] for further details): for every $\varepsilon > 0$, there exists $K \leq 2^{O(\varepsilon^{-2})}$, which depends on $\varepsilon$ only, such that every graphon has an $\varepsilon$-regular partition with at most $K$ parts. This dependence of $K$ on $\varepsilon$ is best possible up to a constant factor in the exponent [16]. We will need a slightly stronger version of this statement, which we formulate as a proposition; its proof is an easy modification of a proof of the standard version of the statement, e.g., the one presented in [65, Section 9.2].

**Proposition 2.** For every $\varepsilon > 0$ and $k \in \mathbb{N}$, there exists $K \in \mathbb{N}$ such that for every graphon $W$ and every partition $U_1, \ldots, U_k$ of $[0, 1]$ into disjoint measurable non-null sets, there exist an $\varepsilon$-regular partition $U'_1, \ldots, U'_{K'}$ of $[0, 1]$ with $K' \leq K$ such that every part $U'_i, i \in [K']$, is a subset of one of the parts $U_1, \ldots, U_k$.

For a step function $W$, we define $d(\Gamma_4, W)$ to be the following integral:
\[
d(\Gamma_4, W) = \int_{[0,1]^4} W(x, y)W(x', y')W(x, y')W(x', y)\,dx\,dx'\,dy\,dy'.
\]

Note that if $W$ is a graphon, then
\[
d(\Gamma_4, W) = \frac{1}{3}d(C_4, W) + \frac{1}{3}d(K_4^-, W) + d(K_4, W),
\]
where $K_4^-$ is the graph obtained from $K_4$ by removing one of its edges. In particular, $d(\Gamma_4, W)$ can be understood as the density of non-induced $C_4$ in the graphon $W$, since it is equal to the expected density of non-induced copies of $C_4$ in a $W$-random
If \( W \) is a step function, then \( d(\Gamma_4, W) \leq 4||W||_F \). However, the converse also holds: \( d(\Gamma_4, W) \geq ||W||_F^4 \); we refer e.g. to [65, Section 8.2], where a proof for symmetric step functions \( W \) is given and this proof readily extends to the general case. Lemma [4], which we present further, aims at a generalization of this statement to step graphons. Before we can state this lemma, we need to prove two auxiliary lemmas, which we state for matrices rather than step functions for simplicity.

**Lemma 5.** Let \( M \) be a \( K \times K \) real matrix and let \( i, j \in [K] \). Define \( N \) to be the following \( K \times K \) matrix:

\[
N_{x,y} = \begin{cases} 
M_{i,y} + M_{j,y} & \text{if } x = i \text{ or } x = j, \text{ and } \\
M_{x,y} & \text{otherwise.}
\end{cases}
\]

It holds that \( \text{Tr} \ M M^T M M^T \geq \text{Tr} \ N N^T N N^T \).

**Proof.** Set \( M(x, y), x, y \in [K], \) to be the following quantity:

\[
M(x, y) = \sum_{z=1}^{K} M_{x,z} M_{y,z},
\]

and define \( N(x, y), x, y \in [K], \) in the analogous way. Observe that

\[
\text{Tr} \ M M^T M M^T - \text{Tr} \ N N^T N N^T = \sum_{x,y=1}^{K} M(x, y)^2 - N(x, y)^2.
\]

We now analyze the difference on the right hand side of the equality by grouping the terms on the right hand side into disjoint sets such that the sum of the terms in each set is non-negative.

The terms with \( x, y \in [K] \setminus \{i, j\} \) form singleton sets; note that \( M(x, y) = N(x, y) \) for each such term. Fix \( x \in [K] \setminus \{i, j\} \) and consider the two terms corresponding to \( y = i \) and \( y = j \). It follows that

\[
M(x, i)^2 + M(x, j)^2 - N(x, i)^2 - N(x, j)^2 =
\]

\[
M(x, i)^2 + M(x, j)^2 - 2 \left( \sum_{z=1}^{K} M_{i,z} M_{j,z} \right)^2 =
\]

\[
M(x, i)^2 + M(x, j)^2 - \frac{1}{2} (M(x, i) + M(x, j))^2 =
\]

\[
\frac{1}{2} M(x, i)^2 + \frac{1}{2} M(x, j)^2 - M(x, i)M(x, j) = \frac{1}{2} (M(x, i) - M(x, j))^2.
\]
Hence, the sum of any pair of such terms is non-negative. The analysis of the terms with $y \in [K] \setminus \{i, j\}$ and $x = i$ or $x = j$ is symmetric.

The remaining four terms that have not been analyzed are the terms corresponding to the following pairs $(x, y)$: $(i, i)$, $(i, j)$, $(j, i)$ and $(j, j)$. In this case, we obtain the following:

$$M(i, i)^2 + 2M(i, j)^2 + M(j, j)^2 - N(i, i)^2 - 2N(i, j)^2 - N(j, j)^2 =$$

$$1/4 (M(i, i) - M(j, j))^2 + 1/2 (M(i, i) - M(i, j))^2 + 1/2 (M(j, j) - M(i, j))^2 .$$

Hence, the sum of these four terms is also non-negative, and the lemma follows.

The next lemma follows by repeatedly applying Lemma 5 to pairs of rows of the matrix $M$ with indices from the same set $A_i$ and to pairs of rows of the matrix $M^T$ with indices from the same set $B_i$, and considering the limit matrix $N$.

**Lemma 6.** Let $M$ be a $K \times K$ real matrix. Further, let $X_1, \ldots, X_k$ be a partition of $[K]$ into $k$ disjoint sets and let $Y_1, \ldots, Y_\ell$ be a partition of $[K]$ into $\ell$ disjoint sets. Define the $K \times K$ matrix $N$ as follows. If $x \in X_i$, $y \in Y_j$, then

$$N_{x,y} = \frac{1}{|X_i| \cdot |Y_j|} \sum_{x' \in X_i, y' \in Y_j} M_{x',y'} .$$

It holds that $\text{Tr } MM^T MM^T = \text{Tr } M^T MM^T M \geq \text{Tr } NN^T NN^T = \text{Tr } N^T NN^T$.

The following auxiliary lemma can be viewed as an extension of [65] Lemma 8.12, which states that $d(\Gamma_4, W) \geq ||W||_4^4$ for every graphon $W$, from the zero graphon to general step graphons (consider the statement for $W_0$ being the zero graphon). We remark that we have not tried to obtain the best possible dependence on the parameter $\varepsilon$ in the statement of the lemma. The lemma also holds in a more general setting, where the parts of graphons are not required to be of the same size.

**Lemma 7.** Let $W_0$ be a step graphon with all parts of the same size, and $W$ a step graphon refining $W_0$ such that all parts of $W$ have the same size. If $||W - W_0||_4 \geq \varepsilon$, then $d(\Gamma_4, W) \geq d(\Gamma_4, W_0) + \varepsilon^4/8$.

**Proof.** Since $||W - W_0||_4 \geq \varepsilon$, there exist two measurable subsets $A$ and $B$ of $[0, 1]$ such that

$$\int_{A \times B} W(x, y) - W_0(x, y) \, dx \, dy \geq \varepsilon . \quad (2.1)$$
Let $U$ be one of the parts of the graphon $W$. Depending whether $\int_{U \times B} W - W_0 \, dx \, dy$ is positive or negative, replacing $A$ with either $A \cup U$ or $A \setminus U$ does not decrease the integral in (2.1). Hence, we can assume that each part of $W$ is either a subset of $A$ or is disjoint from $A$, and the same holds with respect to $B$ (but different parts $U$ of $W$ may be contained in $A$ and $B$).

Let $k$ be the number of parts of $W_0$ and $K$ the number of parts $W$. Further, let $M$ be the $K \times K$ matrix such that the entry $M_{i,j}$, $i, j \in K$, is the density of $W$ between its $i$-th and the $j$-th parts, and let $P$ be the $K \times K$ matrix such that $P_{i,j}$, $i, j \in K$, is the density of $W_0$ between the $i$-th and the $j$-th parts of $W$. Let $U_i$, $i \in [k]$, be the subset of $[K]$ containing the indices of the parts of $W$ contained in the $i$-th part of $W_0$. Observe that both matrices $M$ and $P$ are symmetric and the matrix $P$ is constant on each submatrix indexed by pairs from $U_i \times U_j$ for some $i, j \in [k]$. Since $d(\Gamma_4, W) = \text{Tr} M^4$ and $d(\Gamma_4, W_0) = \text{Tr} P^4$, our goal is to show that $\text{Tr} M^4 - \text{Tr} P^4 \geq \varepsilon^4/8$. Finally, let $A'$ be the indices of parts of $W$ contained in $A$, and let $B'$ be the indices of parts of $W$ contained in $B$. Observe that (2.1) yields that the sum of the entries of the matrix $M - P$ with the indices in $A' \times B'$ is either at least $\varepsilon$ or at most $-\varepsilon$.

Let $N$ be the matrix from the statement of Lemma [6] for the matrix $M$, $X_i = \{i\}$, $i \in [K]$, and $Y_j = U_j$, $j \in [k]$. Let $\varepsilon_1$ be the sum of the entries of the matrix $M - N$ with the indices in $A' \times B'$, and let $\varepsilon_2$ be the sum of the entries of the matrix $N - P$ with the indices in $A' \times B'$. Note that $|\varepsilon_1 + \varepsilon_2| \geq \varepsilon$, which implies that $|\varepsilon_1| + |\varepsilon_2|$ is at least $\varepsilon$. By Lemma [6] it holds that $\text{Tr} M^4 - \text{Tr} NN^T NN^T \geq 0$. Since $P^T$ can be obtained from the matrix $N^T$ by applying Lemma [6] with $X_i = \{i\}$, $i \in [K]$, and $Y_j = U_j$, $j \in [k]$, it follows that $\text{Tr} N^T NN^T N - \text{Tr} P^4 = \text{Tr} NN^T N N^T - \text{Tr} P^4 \geq 0$.

We now show that $\text{Tr} M^4 - \text{Tr} NN^T NN^T \geq \varepsilon_1^4$. Let $Q = M - N$. We now want to analyze the entries of the matrix $(N + \alpha Q)(N + \alpha Q)^T$ for $\alpha \in [0, 1]$. Fix $x, y \in [K]$ and observe that the entry in the $x$-th row and the $y$-th column of the matrix $(N + \alpha Q)(N + \alpha Q)^T$ is equal to

$$
\sum_{j=1}^{k} \sum_{z \in U_j} (N + \alpha Q)_{x,z} (N + \alpha Q)_{y,z}.
$$

The definition of the matrix $N$ implies that

$$
\sum_{z \in U_j} Q_{x,z} = \sum_{z \in U_j} Q_{y,z} = 0
$$

for every $j \in [k]$. It also holds that $N_{x,z} = N_{x,z'}$ and $N_{y,z} = N_{y,z'}$ for any $z$.
and $z'$ from the same set $U_j$, $j \in [k]$, which implies that the entry of the matrix $(N + \alpha Q)(N + \alpha Q)^T$ in the $x$-th row and the $y$-th column is
\[
\sum_{z=1}^{K} N_{x,z}N_{y,z} + \alpha^2 Q_{x,z}Q_{y,z}.
\]
Hence, we conclude that $(N + \alpha Q)(N + \alpha Q)^T = N N^T + \alpha^2 Q Q^T$. It follows that
\[
\text{Tr} \ (N + \alpha Q)(N + \alpha Q)^T(N + \alpha Q)(N + \alpha Q)^T = \text{Tr} \ N N^T N N^T + 2\alpha^2 \text{Tr} \ N N^T Q Q^T + \alpha^4 \text{Tr} \ Q Q^T Q Q^T.
\] (2.2)

By Lemma [0] applied with $M = N + \alpha Q$ and the same sets $X_i$ and $Y_j$ as earlier,
\[
\text{Tr} \ (N + \alpha Q)(N + \alpha Q)^T(N + \alpha Q)(N + \alpha Q)^T - \text{Tr} \ N N^T N N^T \geq 0
\]
for every $\alpha \geq 0$, which implies that $\text{Tr} \ N N^T Q Q^T \geq 0$. In particular, we obtain from (2.2) for $\alpha = 1$ that
\[
\text{Tr} \ M^4 - \text{Tr} \ N N^T N N^T = \text{Tr} \ (N + \alpha Q)(N + \alpha Q)^T(N + \alpha Q)(N + \alpha Q)^T - \text{Tr} \ N N^T N N^T \geq \text{Tr} \ Q Q^T Q Q^T.
\] (2.3)

Since the cut-norm of the step graphon corresponding to $Q$ is at least $\varepsilon_1$, it follows that $\text{Tr} \ Q Q^T Q Q^T \geq \varepsilon_1^4$.

Applying the symmetric argument to the matrices $P^T$ and $N^T = N$, we obtain that
\[
\text{Tr} \ N N^T N N^T - \text{Tr} \ P^4 \geq \text{Tr} \ (N - P)(N - P)^T(N - P)(N - P)^T \geq \varepsilon_2^4.
\] (2.4)

Since $\text{Tr} \ M^4 - \text{Tr} \ N N^T N N^T \geq 0$ and $\text{Tr} \ N N^T N N^T - \text{Tr} \ P^4 \geq 0$, we obtain from (2.3) and (2.4) using $|\varepsilon_1| + |\varepsilon_2| \geq \varepsilon$ that $\text{Tr} \ M^4 - \text{Tr} \ P^4 \geq \varepsilon_1^4 + \varepsilon_2^4 \geq \varepsilon^4/8$, as desired.

2.2 General setting of the proof of Theorem 1

In this section, we provide a general overview of the structure of the graphon $W_0$ from Theorem 1 and the proof of Theorem 1. The visualization of the structure of the graphon $W_0$ can be found in Figure 2.2. The proof of Theorem 1 is spread through Sections 2.2–2.5, with this section containing its initial steps.
Figure 2.2: The sketch of the graphon $W_0$ from Theorem [1]
Fix a graphon \( W_F \). The graphon \( W_0 \) is a partitioned graphon with 10 parts denoted by capital letters from \( A \) to \( R \). Each part except for \( Q \) has size \( 1/14 \), and the size of \( Q \) is \( 5/14 \). If \( X, Y \in \{A, \ldots, G, P, Q, R\} \) are two parts, the restriction of the graphon \( W_0 \) to \( X \times Y \) will be referred to as the tile \( X \times Y \). The graphon \( W_F \) will be contained in the tile \( G \times G \) of the graphon \( W_0 \). The degrees of the parts (i.e., the degrees of the vertices forming the parts) are given in Table 2.1; the degree of \( Q \) is at least \( 5/14 + 8/252 \), i.e., larger than the degree of any other part, and will be fixed later in the proof.

<table>
<thead>
<tr>
<th>Part</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>90/252</td>
</tr>
<tr>
<td>B</td>
<td>91/252</td>
</tr>
<tr>
<td>C</td>
<td>92/252</td>
</tr>
<tr>
<td>D</td>
<td>93/252</td>
</tr>
<tr>
<td>E</td>
<td>94/252</td>
</tr>
<tr>
<td>F</td>
<td>95/252</td>
</tr>
<tr>
<td>G</td>
<td>96/252</td>
</tr>
<tr>
<td>P</td>
<td>97/252</td>
</tr>
<tr>
<td>Q</td>
<td>&gt; 98/252</td>
</tr>
<tr>
<td>R</td>
<td>77/252</td>
</tr>
</tbody>
</table>

Table 2.1: The degrees of the vertices in the parts of the graphon \( W_0 \) from the proof of Theorem 1.

Rather than giving a complex definition of the graphon \( W_0 \) at once, we decided to present the particular details of the structure of \( W_0 \) together with the decorated constraints fixing the structure of \( W_0 \) in Sections 2.2–2.5. Table 2.2 gives references to subsections where the individual tiles of the graphon \( W_0 \) are considered and the corresponding decorated constraints are given.

We now start the proof of the finite forcibility of the graphon \( W_0 \). Let \( W \) be a graphon that satisfies the constraints from Lemma 1 with respect to the sizes and degrees of the parts of \( W_0 \) and that satisfies all the decorated constraints given in Sections 2.2–2.5. It will be obvious that the graphon \( W_0 \) also satisfies these constraints. So, if we show that \( W \) is weakly isomorphic to \( W_0 \), then we will have established that \( W_0 \) is finitely forcible. We will achieve this goal by constructing a measure preserving map \( g : [0, 1] \rightarrow [0, 1] \) such that \( W(x, y) = W_0(g(x), g(y)) \) for almost every \( (x, y) \in [0, 1]^2 \).

Let \( A, \ldots, G, P, Q, R \) be the parts of the graphon \( W \). To make a clear distinction between the parts of \( W \) and \( W_0 \), we will use \( A_0, \ldots, G_0, P_0, Q_0, R_0 \subseteq [0, 1] \) to denote the subintervals forming the parts of \( W_0 \). The Monotone Reordering Theorem [65, Proposition A.19] implies that, for every \( X \in \{A, \ldots, G, P, Q, R\} \), there exist a measure preserving map \( \varphi_X : X \rightarrow [0, |X|] \) and a non-decreasing function \( \tilde{f}_X : [0, |X|] \rightarrow \mathbb{R} \) such that

\[
\tilde{f}_X(\varphi_X(x)) = \deg_W^P(x) = \frac{1}{|P|} \int_{P} W(x, y) \, dy
\]

for almost every \( x \in X \). The function \( g \) maps the vertex \( x \in X, X \in \{A, \ldots, G, P, Q, R\}, \ldots \)
Table 2.2: Subsections where the structure of the tiles are presented and the related decorated constraints then given.

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>P</th>
<th>Q</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2.2.2</td>
<td>2.2.2</td>
<td>2.2.2</td>
<td>2.2.2</td>
<td>2.2.2</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>2.2.2</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.3.1</td>
<td>2.5</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.4.3</td>
<td>2.5</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>2.2.2</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.3.2</td>
<td>2.5</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>2.2.2</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.3.1</td>
<td>2.5</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>2.2.2</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.2.3</td>
<td>2.3.2</td>
<td>2.5</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>2.2.2</td>
<td>2.4.3</td>
<td>2.3.2</td>
<td>2.5</td>
<td>2.4.2</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>2.2.2</td>
<td>2.2.1</td>
<td>2.2.1</td>
<td>2.2.1</td>
<td>2.2.1</td>
<td>2.5</td>
<td>2.2.1</td>
<td>2.5.1</td>
<td>2.5.2</td>
<td></td>
</tr>
<tr>
<td>Q</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>R</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td>2.5</td>
<td></td>
</tr>
</tbody>
</table>

of $W$ to the vertex $\eta_X(\varphi_X(x)/|X|)$ where $\eta_X$ is the bijective linear map from $[0, 1)$ to the part $X_0$ of the graphon $W_0$ of the form $\eta_X(x) = |X_0| \cdot x + c_X$ for some $c_X \in [0, 1]$ (we intentionally define $\eta_X$ in this way, instead of defining $\eta_X$ as a linear measure preserving map from $[0, |X_0|)$ to $X_0$, since this definition simplifies our exposition later). In addition, we define a function $f_X : X \to [0, 1]$ as $f_X(x) = \tilde{f}_X(\varphi_X(x))$ for every $x \in X$. Clearly, $g$ is a measure preserving map from $[0, 1]$ to $[0, 1]$; hence, we “only” need to show that $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in [0, 1]^2$.

### 2.2.1 Coordinate system

In this subsection, we analyze the tile $P \times P$ and the tiles $P \times X$ (and the symmetric tiles $X \times P$) where $X \in \{A, \ldots, G\}$. The half-graphon $W_\triangle$ is the graphon such that $W_\triangle(x, y)$ is equal to 1 if $x + y \geq 1$ and equal to 0 otherwise; the half-graphon is finitely forcible as shown by Diaconis and Janson [74] and Lovász and Szegedy [71]. Consider the decorated constraints from Lemma 3 forcing the tile $P \times P$ to be weakly isomorphic to the half-graphon. This implies that $\tilde{f}_P(x) = \varphi_P(x)/|P|$ for every $x \in [0, |P|)$, where $\varphi_P$ and $\tilde{f}_P$ are the functions from the Monotone Reordering Theorem used to define the function $g$. Lemma 3 and the finite forcibility of the half-graphon yield that $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in P^2$.

Next consider the decorated constraints depicted in Figure 2.3 and fix $X \in \{A, \ldots, G\}$. The first constraint in Figure 2.3 implies that $W(x, y) \in \{0, 1\}$ for almost every $(x, y) \in P \times X$ and that $N_W^X(x) \subseteq N_W^X(x')$ or $N_W^X(x') \subseteq N_W^X(x)$ for almost every pair $(x, x') \in P^2$. It follows that there exists a function $h_X : P \to [0, 1]$ such that it holds for almost every $(x, y) \in P \times X$ that $W(x, y) = 1$ if and
only if \( \varphi_X(y)/|X| \geq 1 - h_X(x) \). If \( X \in \{E,F,G\} \), then the second constraint in Figure 2.3 implies that \( \deg^X(x) = |N^X(x)| = \deg^P(x) \) for almost every \( x \in P \), i.e., \( h_X(x) = f_P(x) \). Since it holds that \( W(x,y) = 1 \) if and only if \( \varphi_X(y)/|X| \geq 1 - h_X(x) \) for almost every \( (x,y) \in P \times X \), we obtain that \( \hat{f}_X(y) = \varphi_X(y)/|X| \) for \( y \in [0,|X|] \), \( W(x,y) = 1 \) for almost every \( (x,y) \in P \times X \) with \( f_P(x) + f_X(y) \geq 1 \) and \( W(x,y) = 0 \) for almost every \( (x,y) \in P \times X \) with \( f_P(x) + f_X(y) < 1 \). It follows that \( W(x,y) = W_0(g(x),g(y)) \) for almost every \( (x,y) \in P \times X \), where \( X \in \{E,F,G\} \). The analogous argument using the third constraint in Figure 2.3 implies that \( \deg^X(x) = |N^X(x)| = |X| - \deg^P(x) \) for almost every \( x \in P \), which yields that \( W(x,y) = W_0(g(x),g(y)) \) for almost every \( (x,y) \in P \times X \), where \( X \in \{A,B,C,D\} \).

We conclude this subsection by observing that \( \deg^P_W(x) = f_X(x) \) for almost every \( x \in X \), where \( X \in \{A,\ldots,G\} \cup \{P\} \). In particular, we may interpret the relative degree of a vertex with respect to \( P \) as its coordinate. Also observe that \( N^P_W(x) \subseteq N^P_W(x') \) for almost every pair \((x,x') \in X \times X \) such that \( f_X(x) \leq f_X(x') \).

### 2.2.2 Checker tiles

We now consider the tiles \( A \times X \) where \( X \in \{A,\ldots,G\} \). The argument follows the lines of the analogous argument presented in \([20,30,37]\), however, we include the details for completeness. The checker graphon \( W_C \) is obtained as follows: let \( I_k = [1 - 2^{-k}, 1 - 2^{-(k+1)}) \) for \( k \in \mathbb{N}_0 \) and set \( W_C(x,y) \) equal to 1 if \( (x,y) \in \bigcup_{k=0}^{\infty} I_k^2 \), i.e., both \( x \) and \( y \) belong to the same \( I_k \), and equal to 0 otherwise. The checker graphon \( W_C \) is depicted in Figure 2.4. We remark that we present an iterated version of this definition in Subsection 2.2.3. We set \( W_0(\eta_A(x),\eta_X(y)) = W_C(x,y) \) for \( x,y \in [0,1]^2 \) where \( X \in \{A,\ldots,G\} \).

Consider the decorated constraints in Figure 2.5 which we claim to force the structure of the tile \( A \times A \). The first constraint in Figure 2.5 implies that there exists a collection \( \mathcal{J}_A \) of disjoint measurable non-null subsets of \( A \) such that the following holds for almost every \( (x,y) \in A \times A \): \( W(x,y) = 1 \) if and only if \( x \) and \( y \) belong to the same set \( J \in \mathcal{J}_A \), and \( W(x,y) = 0 \) otherwise.

The second constraint in Figure 2.5 implies that almost every triple \((x,x',x'') \in \)
Figure 2.4: The checker graphon $W_C$.

Figure 2.5: The decorated constraints forcing the structure of the tile $A \times A$.

$A^3$ satisfies that if $x$ and $x''$ belong to the same set $J \in \mathcal{J}_A$ and $f_A(x) < f_A(x') < f_A(x'')$, then $x'$ also belongs to the set $J$ (since $x$ and $x'$ cannot be non-adjacent). This implies that for every $J \in \mathcal{J}_A$, there exists an open interval $J'$ such that $J$ and $f_A^{-1}(J')$ differ on a null set. Let $\mathcal{J}'_A$ be the collection of these open intervals for different sets $J \in \mathcal{J}_A$; since $f_A$ is a measure preserving map and the sets in $\mathcal{J}_A$ are disjoint, the intervals in $\mathcal{J}'_A$ must be disjoint.

The third constraint in Figure 2.5 implies that almost every pair $(x, x') \in A^2$ satisfies that if $x$ and $x'$ belong to the same set $J \in \mathcal{J}_A$ and $f_A(x) < f_A(x')$, then $|N_{W}(x) \cap N_{W}(x')| = |J|$ is the measure of the set $Y$ of the points $y \in A$ such that $y \notin J$ and $f_A(y) > f_P(x'')$ for almost every $x'' \in P$ with $f_A(x) < f_P(x'') < f_A(x')$. Observe that if $J$ is fixed and $J = f_A^{-1}(J')$ for $J' \in \mathcal{J}'_A$, then the set $Y$ differs from $f_A^{-1}([\sup J', 1])$ on a null set. It follows that the measure $|J| = |J'|$ is equal to $1 - \sup J'$. Hence, each interval in $\mathcal{J}'_A$ is of the form $(1 - 2\gamma, 1 - \gamma)$ for some $\gamma \in (0, 1/2]$; let $\Gamma$ be the set of all the values of $\gamma$ for that there is a corresponding interval in $\mathcal{J}'_A$. Note that if $\gamma \in \Gamma$, then $\Gamma \cap (\gamma/2, \gamma) = \emptyset$, which implies in particular that the set $\Gamma$ is countable. Let $\gamma_k$ be the $k$-th largest value in the set $\Gamma$ and in case that $\Gamma$ is finite, set $\gamma_k = 0$ for $k > |\Gamma|$. It follows that

$$\frac{1}{|A|^2} \int_{A \times A} W(x, y) \, dx \, dy = \sum_{J' \in \mathcal{J}'_A} (\sup J' - \inf J')^2 = \sum_{k \in \mathbb{N}} \gamma_k^2.$$
The last constraint in Figure 2.5 implies that the integral on the left hand side of the above equality is equal to $1/3$, which is possible only if $\gamma_k = 2^{-k}$ for every $k \in \mathbb{N}$. It follows that $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in A^2$.

![Figure 2.6: The decorated constraints forcing the structure of the tiles $A \times X$ where $X \in \{B, \ldots, G\}$.

We now consider the decorated constraints from Figure 2.6. Fix $X \in \{B, \ldots, G\}$. The first constraint in Figure 2.6 implies that for every $J \in \mathcal{J}_A$, there exists a measurable set $Z(J) \subseteq X$ such that the following holds for almost every pair $(x, y) \in A \times X$: $W(x, y) = 1$ if $x \in J$ and $y \in Z(J)$, and $W(x, y) = 0$ otherwise. Note that the sets $Z(J)$ need not be disjoint. The second constraint in Figure 2.6 yields that $\deg^A_X(x) = \deg^X_Y(x)$ for almost every $x \in A$, which implies that the sets $J$ and $Z(J)$ have the same measure. The third constraint implies that the following holds for almost every triple $(y, y', y'') \in X^3$: if $f_P(y) < f_P(y') < f_P(y'')$, $y \in Z(J)$ and $y'' \in Z(J)$, then $y' \in Z(J)$. Consequently, for every $Z(J)$, there exists an open interval $Z'(J)$ such that $Z(J)$ differs from the set $g_X^{-1}(Z'(J))$ on a null set. Finally, the last constraint in Figure 2.6 yields that the following holds for almost every $x \in J$: the measure of $N_{X}^X(x) = Z(J)$, which is $|Z(J)| = |Z'(J)|$, is equal to the measure of the set containing all $y \notin Z(J)$ with $f_X(y) \geq \sup Z'(J)$. It follows that the interval $Z'(J)$ is equal to $(1 - 2\gamma, \gamma)$ for some $\gamma \in (0, |X|/2]$. Since the measures of $J$ and $Z'(J)$ are the same, it must hold that $Z'(J) = J'$ where $J' \in \mathcal{J}_A$ is the interval corresponding to $J$. It follows that $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in A \times X$.

### 2.2.3 Iterated checker tiles

The checker graphon $W_C$ represents a large graph formed by disjoint complete graphs on the $1/2, 1/4, 1/8, \ldots$ fractions of its vertices. We now present a family of iterated checker graphons. Informally speaking, we start with the checker graphon $W_C$ and at each iteration, we paste a scaled copy of $W_C$ on each clique of the current graphon. The formal definition is as follows. Fix $k \in \mathbb{N}_0$. If $k = 0$,
Figure 2.7: The iterated checker graphons \( W^0_C, W^1_C \) and \( W^2_C \).

define \( I_{j_0}, j_0 \in \mathbb{N}_0 \), to be the interval

\[
I_{j_0} = [1 - 2^{-j_0}, 1 - 2^{-j_0 - 1}].
\]

If \( k > 0 \), we define \( I_{j_0,\ldots,j_k} \) for \((j_0,\ldots,j_k) \in \mathbb{N}_0^k \) as

\[
I_{j_0,\ldots,j_k} = \left[ \sup I_{j_0,\ldots,j_k-1} - 2^{-j_k} | I_{j_0,\ldots,j_k-1}|, \sup I_{j_0,\ldots,j_k-1} - 2^{-j_k-1} | I_{j_0,\ldots,j_k-1}| \right].
\]

The \( k \)-iterated checker graphon \( W^k_C \) is then defined as follows: \( W^k_C(x,y) \) is equal to 1 if there exists a \((k+1)\)-tuple \((j_0,\ldots,j_k) \in \mathbb{N}_0^k \) such that both \( x \) and \( y \) belong to the interval \( I_{j_0,\ldots,j_k} \), and it is equal to 0 otherwise. The iterated checker graphons \( W^0_C, W^1_C \) and \( W^2_C \) are depicted in Figure 2.7. Note that \( W^0_C = W_C \) and the definition of \( I_{j_0} \) coincides with that given in Subsection 2.2.2. We will also refer to an interval \( I_{j_0,\ldots,j_k} \) as to a \( k \)-iterated binary interval.

For \( X \in \{B,C\} \) and \( Y \in \{X,\ldots,E\} \), we set

\[
W_0(\eta_X(x), \eta_Y(y)) = \begin{cases} W^1_C(x,y) & \text{if } X = B, \text{ and} \\ W^2_C(x,y) & \text{if } X = C \end{cases}
\]

for all \( x, y \in [0,1)^2 \). We also set the tile \( D \times D \) to be such that

\[
W_0(\eta_D(x), \eta_D(y)) = W^3_C(x,y)
\]

for all \( x, y \in [0,1)^2 \). This also defines the values of \( W_0 \) in the symmetric tiles, i.e., the values for the tile \( X \times Y \) determine the values for the tile \( Y \times X \).

Consider the decorated constraints depicted in Figures 2.8 and 2.9. We first analyze the structure of the tile \( B \times B \), then all the tiles \( B \times Y, Y \in \{B,\ldots,E\} \), then the tile \( C \times C \), then all the tiles \( C \times Y, Y \in \{C,\ldots,E\} \), before finishing with the tile \( D \times D \). Fix \((X,Y)\) to be one of the pairs \((A,B),(B,C)\) or \((C,D)\). We assume that \( W(x,y) = W_0(g(x), g(y)) \) for almost every \((x,y) \in X \times X \) and almost every \((x,y) \in X \times Y \), and our goal is to show that \( W(x,y) = W_0(g(x), g(y)) \) for
Figure 2.8: The decorated constraints forcing the structure of the tiles $B^2$, $C^2$, and $D^2$, where $(X,Y) \in \{(A,B), (B,C), (C,D)\}$.

Figure 2.9: The decorated constraints forcing the structure of the iterated checker graphons on the non-diagonal tiles, where $(X,Y) \in \{(A,B), (B,C)\}$ and $Z \in \{C,D,E,F\}$ if $X = A$ and $Z \in \{D,E,F\}$ if $X = B$. 
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almost every \((x, y) \in Y \times Y\).

The first two constraints on the first line in Figure 2.8 imply that there exists a collection \(J_Y'\) of disjoint open intervals such that the following holds for almost every \((x, y) \in Y^2\): \(W(x, y)\) is equal to 1 if and only if \(f_Y(x)\) and \(f_Y(y)\) belong to the same interval \(J' \in J_Y'\), and it is equal to 0 otherwise. The third constraint on the first line in Figure 2.8 yields that each interval in \(J_Y'\) is a subinterval of an interval in \(J_X'\).

The first constraint on the second line in Figure 2.8 yields that the following holds for almost every triple \((x, y, y') \in X \times Y \times Y\) such that \(f_Y(y)\) and \(f_Y(y')\) are from the same interval \(J_Y' \in J_Y'\) and \(f_X(x)\) is from the interval \(J_X' \in J_X'\) that is a superinterval of \(J_Y'\): the measure of \(J_Y'\) (which is equal to the left hand side of the equality) is the same as the measure of the set of all \(y''\) such that \(f_Y(y'') \in J_X'\) and \(f_Y(y'') > \sup J_Y'\) (which is equal to the right hand side). It follows that

\[
J_Y' = (\sup J_X' - 2\gamma, \sup J_X' - \gamma)
\]

for some \(\gamma \in (0, |J_X'|/2)\). The very last constraint in Figure 2.8 yields for every \(J_X' \in J_X'\) that

\[
\sum_{J_Y' \in J_Y', J'_Y \subseteq J_X'} |J_Y'|^2 = \frac{1}{3} |J_X'|^2.
\]

However, this is only possible if the set \(J_Y'\) contains all intervals of the form \((\sup J_X' - 2\gamma, \sup J_X' - \gamma)\) for every \(J_X' \in J_X'\) and every \(\gamma = |J_X'| \cdot 2^{-i}, i \in \mathbb{N}\). It follows that \(W(x, y) = W_0(g(x), g(y))\) for almost every \((x, y) \in Y \times Y\).

We continue to fix a pair \((X, Y) \in \{(A, B), (B, C)\}\), but in addition we now fix \(Z \in \{Y, \ldots, E\} \setminus \{Y\}\) where \(Y \in \{B, C\}\). Our next goal is to show that \(W(y, z) = W_0(g(y), g(z))\) for almost every \((y, z) \in Y \times Z\), which is achieved using the decorated constrains given in Figure 2.9. The first constraint in Figure 2.9 implies that it holds for almost every \(y \in Y\) that \(f_Z(N_{W_0}^Y(y)) \subseteq J_X'\) where \(J_X'\) is the unique interval of \(J_X'\) containing \(f_Y(y)\). The second constraint in Figure 2.9 yields that for almost every \(y \in Y\), there exists an interval \(J_y\) such that \(N_Y W_0(y)\) and \(f_Z^{-1}(J_y)\) differ on a null set, \(W(y, z) = 1\) for almost every \(z \in f_Z^{-1}(J_y)\), and \(W(y, z) = 0\) for almost every \(z \in Z \setminus f_Z^{-1}(J_y)\). The third constraint yields that \(\deg_Y W_0(y) = \deg_Z W_0(y)\) for almost every \(y \in Y\), i.e., the measure of \(J_y\) is the same as the measure of the interval in \(J_Y'\) containing \(f_Y(y)\).

Finally, the last constraint in Figure 2.9 implies that almost every quadruple \(x \in X, y \in Y, z, z' \in Z\) such that \(f_Z(z) < f_Z(z')\), \(f_Z(z)\) and \(f_Z(z')\) belong to the interval \(J_y\), which is a subinterval of \(J_X' \in J_X'\) with \(f_X(x) \in J_X'\), satisfies that the
measure of $N^{Z}_{W}(y)$ (note that $N^{Z}_{W}(y)$ is a subset of $f^{-1}_{z}(J'_{X})$) and the measure of all $z' \in f^{-1}_{Z}(J'_{X}) \setminus N^{Z}_{W}(y)$ with $f_{Z}(z') > \sup J_{y}$ are equal. In particular, the interval $J_{y}$ is of the form $(\sup J'_{X} - 2\gamma, \sup J'_{X} - \gamma)$ for almost every $y \in Y$, where $J'_{X}$ is the unique interval of $J'_{X}$ containing $f_{Y}(y)$. Hence, the interval $J_{y}$ is equal to the interval in $J'_{X}$ containing $f_{Y}(y)$ for almost every $y \in Y$. It follows that $W(y, z) = W_{0}(g(y), g(z))$ for almost every $(y, z) \in Y \times Z$.

2.3 Encoding the target graphon

In this section, we describe how the densities in dyadic squares of the graphon $W_{F}$ are wired in a single binary sequence, which will be encoded in the tile $B \times F$. To achieve this, we need to fix a mapping $\varphi$ from $N_{0}^{4}$ to $N_{0}^{0}$. Let us define this mapping as follows. The 4-tuples $(a, b, c, d)$ with the same sum $s = a + b + c + d$ of their entries are injectively mapped to the numbers between $(s + 3)/4$ and $(s + 4)/4 - 1$ in the lexicographic order. For example, $\varphi(0, 0, 0, 1) = 1$ and $\varphi(0, 1, 0, 0) = 3$.

2.3.1 Encoding dyadic square densities

The tile $B \times F$ encodes the edge densities on all dyadic squares of $W_{F}$. Let $I^{d}(s)$ be the interval $[(s/2^{d}, (s+1)/2^{d})]$, and define for $d, s, t \in N_{0}$ the value $\delta(d, s, t)$ as

$$
\delta(d, s, t) = 2^{2d} \cdot \int_{I^{d}(s) \times I^{d}(t)} W_{F}(x, y) \, dx \, dy
$$

if $0 \leq s, t \leq 2^{d} - 1$, and $\delta(d, s, t) = 0$, otherwise. If $W_{F}$ is the one graphon, i.e., $W_{F}$ is equal to 1 almost everywhere, we fix $r = 1$. Otherwise, we fix $r \in (0, 1)$ to be the unique real satisfying that

$$
\delta(d, s, t) = \sum_{p=0}^{\infty} 2^{-p} r^{p}_{\varphi(d, s, t, p)+1} \ , \text{and} \ (2.5)
$$

that for all $d, s, t \in N_{0}$, the value of $r^{p}_{\varphi(d, s, t, p)+1}$ is equal to zero for infinitely many $p \in N_{0}$, where $r_{k}$ is the $k$-th bit in the standard binary representation of $r$ (with the first bit following immediately the decimal point). The standard binary representation is the unique representation with infinitely many digits equal to zero. If $W_{F}$ is the one graphon, we set $r_{k} = 1$ for every $k \in N$. Observe that $r$ is not a multiple of an inverse power of two unless $W_{F}$ is the zero graphon or the one graphon ($r \in \{0, 1\}$ in these two cases).

We now define $W_{0}(\eta_{B}(x), \eta_{F}(y)) = r_{k+1}$ for $x \in [0, 1]$ and $y \in I_{k}$, $k \in N_{0}$,
and force the corresponding structure of the tile $B \times F$. Consider the decorated constraints depicted in Figure 2.10. The first constraint implies that $\deg_{BW}(x) \in \{0,1\}$ for almost every $x \in F$. In particular, $W$ is $\{0,1\}$-valued almost everywhere on $B \times F$. The second constraint implies that for every $k \in \mathbb{N}_0$ and for almost every $x, x' \in f_F^{-1}(I_k)$, $\deg_{BW}(x) = \deg_{BW}(x')$. Let $r'_k$ be the common degree $\deg_{BW}(x)$ of the vertices $x \in f_F^{-1}(I_{k-1})$, $k \in \mathbb{N}$. The last constraint in the figure implies that

$$\sum_{k \in \mathbb{N}} 2^{-k}r_k = \sum_{k \in \mathbb{N}} 2^{-k}r'_k.$$

Since $r$ is not a non-zero multiple of an inverse power of two unless $r \in \{0,1\}$, it follows that $r_k = r'_k$ for all $k \in \mathbb{N}$. If $r \in \{0,1\}$, it follows that $r_k = r'_k = r$ trivially.

We conclude that $W(x,y) = W_0(g(x), g(y))$ for almost every $(x,y) \in B \times F$.

### 2.3.2 Matching tile

In this subsection, we introduce and analyze the tile $D \times F$. This tile is supposed to link the 4-fold indexing to linear indexing. Formally, we define $W_0(\eta_D(x), \eta_F(y))$ to be equal to 1 if $x \in I_{a,b,c,d}$ and $y \in I_{\varphi(a,b,c,d)}$ for some $(a,b,c,d) \in \mathbb{N}^4_0$ and to be equal to 0, otherwise.

Consider the decorated constraints in Figure 2.11. The first constraint implies that $W$ is $\{0,1\}$-valued almost everywhere in $D \times F$ and that for almost every $x \in D$, it holds that $N^F_W(x) = \bigcup_{k \in K_x} f_F^{-1}(I_k)$ up to a null set for some $K_x \subseteq \mathbb{N}_0$. The second constraint implies that for almost every vertex of $D$, the set $K_x$ has cardinality 0 or 1. The third constraint yields that for every $(a,b,c,d) \in \mathbb{N}_0^4$, the set $K_x$ is the same for almost all $x \in D$ with $f_D(x) \in I_{a,b,c,d}$. Finally, the last constraint in the first line implies that the sets $K_x$ and $K_y$ are disjoint for almost all $x, y \in D$ with $f_D(x)$ and $f_D(y)$ from different 3-iterated binary intervals.

Let $\tau(a,b,c,d)$ be the common degree $\deg^F_W(x)$ of vertices $x \in f_D^{-1}(I_{a,b,c,d})$. If $K_x$ is empty for almost all $x \in f_D^{-1}(I_{a,b,c,d})$, then $\tau(a,b,c,d) = 0$; otherwise, $\tau(a,b,c,d)$ is $2^{-k-1}$, where $k$ is the unique integer contained in $K_x$ for almost all $x \in f_D^{-1}(I_{a,b,c,d})$. Note that the non-zero values of $\tau(a,b,c,d)$ are distinct for distinct
Figure 2.11: The decorated constraints forcing the structure of the tile $D \times F$. 
$\int_{D \times F} W(x, y) \, dx \, dy = \sum_{(a, b, c, d) \in \mathbb{N}_0^4} |I_{a,b,c,d}| \tau(a, b, c, d) = \sum_{s \in \mathbb{N}_0} 2^{-(s+4)} \sum_{(a, b, c, d) \in \mathbb{N}_0^4, a+b+c+d=s} \tau(a, b, c, d).$

The constraint in the second line in Figure 2.11 yields the following:

$$\sum_{s \in \mathbb{N}_0} 2^{-(s+4)} \sum_{(a, b, c, d) \in \mathbb{N}_0^4, a+b+c+d=s} \tau(a, b, c, d) = \sum_{s \in \mathbb{N}_0} 2^{-(s+4)} \sum_{(a, b, c, d) \in \mathbb{N}_0^4, a+b+c+d=s} 2^{-\varphi(a,b,c,d)-1}.$$ 

Since the non-zero values of $\tau(a, b, c, d)$ are mutually distinct, this equality can hold only if

$$\{\tau(a, b, c, d) \text{ s.t. } a + b + c + d = s\} = \{2^{-\varphi(a,b,c,d)-1} \text{ s.t. } a + b + c + d = s\}$$

for every $s \in \mathbb{N}_0$.

The constraint in the third line in Figure 2.11 implies that

$$\sum_{(a, b, c, d) \in \mathbb{N}_0^4} 2^{-a-b-c-d-4} 2^{-a-b-c-3} \tau(a, b, c, d) = \sum_{(a, b, c, d) \in \mathbb{N}_0^4} 2^{-a-b-c-d-4} 2^{-a-b-c-3} 2^{-\varphi(a,b,c,d)-1}.$$ 

Since it holds for every $s \in \mathbb{N}_0$ that

$$\{\tau(a, b, c, d) \text{ s.t. } a + b + c + d = s\} = \{2^{-\varphi(a,b,c,d)-1} \text{ s.t. } a + b + c + d = s\},$$

we get that the following holds for all $d \in \mathbb{N}_0$ and $s \in \mathbb{N}_0$:

$$\{\tau(a, b, c, d) \text{ s.t. } a + b + c = s\} = \{2^{-\varphi(a,b,c,d)-1} \text{ s.t. } a + b + c = s\},$$

Similarly, the constraint in the fourth line implies that

$$\sum_{(a, b, c, d) \in \mathbb{N}_0^4} 2^{-a-b-c-d-4} 2^{-a-b-2} \tau(a, b, c, d) = \sum_{(a, b, c, d) \in \mathbb{N}_0^4} 2^{-a-b-c-d-4} 2^{-a-b-2} 2^{-\varphi(a,b,c,d)-1},$$

which yields that it holds for all $c, d, s \in \mathbb{N}_0$ that

$$\{\tau(a, b, c, d) \text{ s.t. } a + b = s\} = \{2^{-\varphi(a,b,c,d)-1} \text{ s.t. } a + b = s\}.$$ 
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Finally, the constraint in the fifth line implies that
\[
\sum_{(a,b,c,d) \in \mathbb{N}_0^4} 2^{-a-b-c-d-4} \cdot 2^{-a-1} \cdot \tau(a,b,c,d) = \sum_{(a,b,c,d) \in \mathbb{N}_0^4} 2^{-a-b-c-d-4} \cdot 2^{-a-1} \cdot 2^{-\varphi(a,b,c,d)-1},
\]
which implies that \( \tau(a,b,c,d) = 2^{-\varphi(a,b,c,d)-1} \) for all \( a, b, c, d \in \mathbb{N}_0 \). It follows that \( W(x,y) = W_0(g(x), g(y)) \) for almost every \( (x,y) \in D \times E \).

2.3.3 Collating dyadic square densities

The tile \( D \times E \) is designed to group the values of \( \delta(d,s,t) \). We set \( W_0(\eta_D(x), \eta_E(y)) = r_{\varphi(d,s,t,p)+1} \) for all \( x \in I_{d,s,t,p}, y \in I_{d,s,t} \) and \( (d,s,t,p) \in \mathbb{N}_0^4 \), and we set \( W_0(\eta_D(x), \eta_E(y)) \) to be zero elsewhere. An example of a tile with this structure is depicted in Figure 2.12. Note that the density of the square \( \eta_D(I_{d,s,t}) \times \eta_E(I_{d,s,t}) \) is equal to \( \delta(d,s,t) \).

Consider the decorated constraints depicted in the Figure 2.13. The first constraint implies that \( W(x,y) = 0 \) for almost every \( (x,y) \) such that \( x \in f_D^{-1}(I_{d,s,t}), y \in f_E^{-1}(I_{d',s',t'}) \) and \( (d,s,t) \neq (d',s',t') \). The second constraint yields that for almost every \( x \in D \) such that \( x \in f_D^{-1}(I_{d,s,t}), \deg_W^E(x) \) is either 0 or \( 2^{-d-s-t-3} \). In particular, \( W(x,y) \in \{0,1\} \) for almost every \( (x,y) \in D \times E \).

We now analyze the last decorated constraint depicted in the Figure 2.13. This constraint implies that the following holds for almost every choice of a \( D \)-root.
x and an F-root y such that $f_D(x) \in I_{d,s,t,p}$ and $f_F(y) \in I_{\varphi(d,s,t,p)}$:

$$2^{-d-s-t-3} \cdot r_{\varphi(d,s,t,p)} + 1 = \deg_{W_F}(x).$$

It follows that $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in D \times E$.

### 2.4 Forcing the target graphon

In this section, we force the densities in each dyadic square of the tile $G \times G$ to be as in the graphon $W_F$ and we argue that the graphon inside the tile is the graphon $W_F$. To achieve this, we first need to set up some auxiliary structures.

#### 2.4.1 Dyadic square indices

We start with the tiles $E \times E$, $E \times F$ and $F \times F$, which represent splitting the 0-iterated binary interval $I_k$ into $2^k$ and $2^{2k}$ equal length parts. Formally, $W_0(\eta_E(x), \eta_E(y))$ is equal to 1 for $x, y \in [0, 1]$ if $x$ and $y$ belong to the same 0-iterated binary interval $I_k$ and

$$\left\lfloor \frac{x - \min I_k}{|I_k|} \cdot 2^k \right\rfloor = \left\lfloor \frac{y - \min I_k}{|I_k|} \cdot 2^k \right\rfloor,$$

and it is equal to 0 otherwise. Similarly, $W_0(\eta_F(x), \eta_F(y))$ is equal to 1 for $x, y \in [0, 1]$ if $x$ and $y$ belong to the same 0-iterated binary interval $I_k$ and

$$\left\lfloor \frac{x - \min I_k}{|I_k|} \cdot 2^{2k} \right\rfloor = \left\lfloor \frac{y - \min I_k}{|I_k|} \cdot 2^{2k} \right\rfloor,$$

and it is equal to 0 otherwise. An illustration can be found in Figure 2.14. Finally, we set $W_0(\eta_E(x), \eta_F(y)) = W_0(\eta_E(x), \eta_E(y))$ for all $x, y \in [0, 1)$.

![Figure 2.14: Representation of the tiles $E \times E$ and $F \times F$.](image)

Fix $X \in \{E, F\}$ and consider the decorated constraints given in Figure 2.15. The three constraints on the first line in Figure 2.15 imply that $W(x, y) \in \{0, 1\}$ for almost every pair $(x, y) \in X \times X$ and that there exists a collection of disjoint open intervals $J_X$, which are subintervals of 0-iterated binary intervals $I_k$, such that
Figure 2.15: The decorated constraints forcing the tiles $E \times E$ and $F \times F$, where $X \in \{E, F\}$.

$W(x, y) = 1$ if and only if $f_X(x)$ and $f_X(y)$ belong to the same interval $J \in \mathcal{J}_X$ (except for a subset of $X \times X$ of measure zero).

If $X = E$, then the first constraint on the second line in Figure 2.15 implies that $\deg^E_W(x) = 2^{-2k-1}$ for almost every $x \in f_E^{-1}(J_k)$, i.e., if $J \in \mathcal{J}_E$ and $J \subseteq I_k$, then $|J| = 2^{-k}|I_k|$. Hence, the set $\mathcal{J}_E$ is formed precisely by the intervals

$$
\left( \min I_k + \frac{\ell - 1}{2^k} |I_k|, \min I_k + \frac{\ell}{2^k} |I_k| \right)
$$

for $k \in \mathbb{N}_0$ and $\ell \in [2^k]$. Hence, $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in E \times E$. The analogous argument using the last constraint on the second line in Figure 2.15 gives that $\mathcal{J}_F$ is formed precisely by the intervals

$$
\left( \min I_k + \frac{\ell - 1}{2^{2k}} |I_k|, \min I_k + \frac{\ell}{2^{2k}} |I_k| \right)
$$

for $k \in \mathbb{N}_0$ and $\ell \in [2^{2k}]$, which leads to the conclusion that $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in F \times F$.

Figure 2.16: The decorated constraints forcing the structure of the tile $E \times F$. 
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It remains to analyze the tile $E \times F$. Consider the decorated constraints given in Figure 2.16. The first two constraints in Figure 2.16 imply that for every $J \in \mathcal{J}_E$, there exists an open interval $K(J)$ such that the following holds for almost every $(x, y) \in E \times F$: $W(x, y) = 1$ if $f_E(x) \in J$ and $f_F(y) \in K(J)$ for some $J \in \mathcal{J}_E$, and $W(x, y) = 0$ otherwise. The third constraint implies that the intervals $K(J)$ and $K(J')$ are disjoint for $J \neq J'$, and the fourth constraint yields that the measure of $K(J)$ is equal to $|J|$. Finally, the last constraint implies that if an interval $J_1 \in \mathcal{J}_E$ precedes an interval $J_2 \in \mathcal{J}_E$, then $K(J_1)$ precedes the interval $K(J_2)$. We conclude that $K(J) = J$ for every $J \in \mathcal{J}_E$. Consequently, $W(x, y) = W_0(g(x), g(y))$ for almost every $(x, y) \in E \times F$.

2.4.2 Referencing dyadic squares

We now describe the tiles $E \times G$ and $F \times G$, which allow referencing particular dyadic squares by the intervals from $\mathcal{J}_E$ and $\mathcal{J}_F$. Formally, $W_0(\eta_E(x), \eta_G(y)) = 1$ for $x, y \in [0, 1)$ if and only if $x \in I_k$ and

$$\left\lfloor \frac{x - \min I_k}{|I_k|} \cdot 2^k \right\rfloor = \left\lfloor y \cdot 2^k \right\rfloor,$$

and it is equal to 0 otherwise.

In an intuitive level, the above formula express the following function: for every $k \in \mathbb{N}_0$, split $I_k$ on $2^k$ ordered subintervals of same length (coordinate $x$) and do the same with the unit interval (coordinate $y$). For each fixed value of $k$, the function has value 1, on the product of two intervals with the same position in the ordering given by $k$, and 0, otherwise.

Similarly, $W_0(\eta_F(x), \eta_G(y)) = 1$ for $x, y \in [0, 1)$ if and only if $x \in I_k$ and

$$\left\lfloor \frac{x - \min I_k}{|I_k|} \cdot 2^{2k} \right\rfloor \equiv \left\lfloor y \cdot 2^k \right\rfloor \pmod{2^k},$$

and it is equal to 0 otherwise.

Informally, the tile $F \times G$, is constructed in the following way: for each $k \in \mathbb{N}_0$, copy the function of $E \times G$ in $I_k \times [0, 1]$, scale it by $2^{-k}$ and make $2^k$ disjoint copies on $I_k \times [0, 1]$. The tiles are depicted in Figure 2.17

Fix $X \in \{E, F\}$ and set $Y = A$ if $X = E$, and $Y = E$ if $X = F$. Consider the decorated constraints given in Figure 2.18. The first two constraints in Figure 2.18 imply that for every $J \in \mathcal{J}_X$, there exists an open interval $K^X(J)$ such that the following holds for almost every $(x, y) \in X \times G$: $W(x, y) = 1$ if $f_E(x) \in J$ and $f_F(y) \in K^X(J)$ for some $J \in \mathcal{J}_X$, and $W(x, y) = 0$ otherwise.
Figure 2.17: The tiles $E \times G$ and $F \times G$.

Figure 2.18: The decorated constraints forcing the structure of the tiles $E \times G$ and $F \times G$, where $(X,Y) \in \{(E,A),(F,E)\}$.

If $X = E$, the third constraint on the first line in Figure 2.18 implies that if $J, J' \in J_E$ and $J$ and $J'$ are subintervals of the same 0-iterated binary interval, then $K^E(J)$ and $K^E(J')$ are disjoint; the second constraint on the second line implies that if $J$ precedes $J'$ inside the same 0-iterated binary interval, then $K^E(J)$ precedes $K^E(J')$. Likewise, if $X = F$, the third constraint on the first line gives that if $J, J' \in J_F$ and $J$ and $J'$ are subintervals of the same interval contained in $J_E$, then $K^F(J)$ and $K^F(J')$ are disjoint, and the second constraint on the second line gives that if $J$ precedes $J'$ inside the same interval of $J_E$, then $K^F(J)$ precedes $K^F(J')$.

Finally, the first constraint on the second line implies that $\deg_W^G(x) = 2\deg_W^A(x)$ for almost every $x \in X$. This implies that if $J$ is a subinterval of a 0-iterated binary interval $J_k$, then $|K^X(J)| = 2^{-k}$. We conclude that $W(x,y) = W_0(g(x),g(y))$ for almost every $(x,y) \in X \times G$.

2.4.3 Indexing dyadic squares

We now describe the tile $C \times F$, which allows referencing particular dyadic squares by 2-iterated binary intervals; the tile is depicted in Figure 2.19. Formally, $W_0(\eta_C(x), \eta_F(y)) =$
1 for \( x, y \in [0, 1) \) if and only if \( x \in I_{d,s,t}, y \in I_d, s < 2^d, t < 2^d \), and

\[
\left\lfloor \frac{y - \min I_d}{|I_d|} \cdot 2^{2d} \right\rfloor = 2^d \cdot s + t,
\]

and it is equal to 0 otherwise. Informally, for each \( d \in \mathbb{N}_0 \), we pair, in an ordered fashion, each interval \( I_{d,s,t} \), where \( s < 2^d, t < 2^d \), with the ordered intervals produced from splitting \( I_d \) in \( 2^{2d} \) equal size subintervals. The function has value 1 in each of these pairs, and 0 otherwise.

![Figure 2.19: The tile \( C \times F \).](image)

Consider the constraints given in Figure 2.20. The four constraints in the first line in Figure 2.20 imply the following: there exists a function \( h : \mathbb{N}_0^3 \to \mathbb{N}_0 \cup \{\infty\} \) such that \( h(d, s, t) \in \{0, \ldots, 2^{2d} - 1\} \cup \{\infty\} \) and the following holds for almost every
(x, y) ∈ C × F: \( W(x, y) = 1 \) if and only if \( f_C(x) ∈ I_{d,s,t} \) and
\[
\left\lfloor \frac{f_F(y) - \min I_d}{|I_d|} \cdot 2^{2d} \right\rfloor = h(d, s, t),
\]
\( W(x, y) = 0 \) otherwise. In particular, if \( h(d, s, t) = ∞ \), then \( W(x, y) = 0 \) for almost every \( x ∈ f_C^{-1}(I_{d,s,t}) \) and \( y ∈ F \).

The first constraint in the second line in Figure 2.20 implies that if \( (d, s, t) ≠ (d', s', t') \), then \( h(d, s, t) ≠ h(d, s', t') \) unless \( h(d, s, t) = h(d, s', t') = ∞ \). The second constraint in the second line then implies that if \( h(d, s, t) \) and \( h(d, s', t') \) are both different from \( ∞ \) and \( h(d, s, t) < h(d, s', t') \), then either \( s = s' \) and \( t < t' \) or \( s < s' \). Finally, the last constraint in the second line yields that if \( h(d, s, t) \) and \( h(d, s', t') \) are both different from \( ∞ \) and \( s ≠ s' \), then \( |h(d, s, t)/2^d| ≠ |h(d, s', t')/2^d| \). Consequently, for any \( d \), there are at most \( 2^d \) values of \( s \) such that \( h(d, s, t) ≠ ∞ \) for some \( t ∈ \mathbb{N}_0 \), and for any \( d \) and \( s \), there are at most \( 2^d \) values of \( t \) such that \( h(d, s, t) ≠ ∞ \).

The density of the tile \( C × F \) is equal to the following:
\[
\sum_{d=0}^{∞} 2^{-(3d+1)} \sum_{\substack{s,t ∈ \mathbb{N}_0 \atop h(d,s,t) ≠ ∞}} 2^{-d-s-t-3} = 2^{2d-1} - 1 \sum_{s,t=0}^{2d-1} 2^{-d-s-t-3}.
\]

Since for any \( d \), there are at most \( 2^d \) values of \( s \) such that \( h(d, s, t) ≠ ∞ \) for some \( t ∈ \mathbb{N}_0 \), and for any \( d \) and \( s \), there are at most \( 2^d \) values of \( t \) such that \( h(d, s, t) ≠ ∞ \), the inner sum in (2.6) is at most
\[
\sum_{s,t=0}^{2d-1} 2^{-d-s-t-3}.
\]

The constraint on the third line in Figure 2.20 now yields that \( h(d, s, t) ≠ ∞ \) if and only if \( s < 2^d \) and \( t < 2^d \). Since it holds that if \( h(d, s, t) ≠ ∞ \), \( h(d, s', t') ≠ ∞ \) and \( h(d, s, t) < h(d, s', t') \), then either \( s = s' \) and \( t < t' \) or \( s < s' \), it follows that \( h(d, s, t) = 2^d \cdot s + t \) for all \( d \), \( s < 2^d \) and \( t < 2^d \). It follows that \( W(x, y) = W_0(g(x), g(y)) \) for almost every \((x, y) ∈ C × F\).

### 2.4.4 Forcing densities

We now focus on the tile \( G × G \), which contains the graphon \( W_F \) itself; we define the value \( W_0(η_G(x), η_G(y)) \) to be equal to \( W_F(x, y) \) for every \((x, y) ∈ [0, 1]^2\).

Consider the first decorated constraint given in Figure 2.21. Almost every choice of the roots of the constraint satisfies the following: if \( x ∈ F \) is the \( F \)-root,
Figure 2.21: The decorated constraint forcing the $G \times G$ tile.

$$f_F(x) \in I_d, \ d \in \mathbb{N}_0,$$

and

$$\left\lfloor \frac{f_F(x) - \min I_d}{|I_d|} \cdot 2^{2d} \right\rfloor = s \times 2^d + t,$$

where $s, t \in \{0, \ldots, 2^d - 1\}$, then the left $E$-root $y \in E$ satisfies that $f_E(y) \in I_d$ and

$$\left\lfloor \frac{f_E(y) - \min I_d}{|I_d|} \cdot 2^d \right\rfloor = s.$$

Moreover, the $C$-root $y' \in C$ and the right $E$-root $y'' \in E$ satisfy that $f_C(y') \in I_{d,s,t}$, and $f_E(y'') \in I_{d,s,t}$. The left hand side of the density constraint is then equal to

$$2^{-d-s-t-3} \int_{f_G^{-1}(I^d(s)) \times f_G^{-1}(I^d(t))} W(x,y) \, dx \, dy,$$

and the right hand side of the density constraint is equal to

$$2^{-2d} \cdot \deg_D^G(y'') = 2^{-2d} \cdot 2^{-d-s-t-3} \cdot \delta(d,s,t).$$

It follows that

$$2^{2d} \int_{f_G^{-1}(I^d(s)) \times f_G^{-1}(I^d(t))} W(x,y) \, dx \, dy = \delta(d,s,t). \quad (2.7)$$

Fix a measurable bijection $\psi : [0,1] \to G$ such that $|\psi^{-1}(X)| = |X|/|G|$ for every measurable $X \subseteq G$, and define a graphon $W_G$ as $W_G(x,y) = W(\psi(x), \psi(y))$ and a graphon $W'_F$ as $W'_F(x,y) = W_F(f_G(\psi(x)), f_G(\psi(y)))$. Observe that $W'_F(x,y) = W_0(g(\psi(x)), g(\psi(y)))$ for almost every $(x,y) \in G \times G$. Note that the second constraint in Figure 2.21 implies that $d(\Gamma_4, W_G) = d(\Gamma_4, W_F)$, which is equal to $d(\Gamma_4, W'_F)$. We now show that $W_G$ and $W'_F$ are equal almost everywhere.
Suppose that \( \|W_G - W'_F\|_\square = \varepsilon > 0 \); note that \( \varepsilon \leq 1 \). For \( d \in \mathbb{N}_0 \), define a graphon \( W^d \) to be a step graphon with parts \( \psi^{-1}(f_G^{-1}(I^d(k))), k = 0, \ldots, 2^d - 1 \), such that

\[
W^d(x, y) = \delta(d, s, t) \text{ for } x \in \psi^{-1}\left(f_G^{-1}\left(I^d(s)\right)\right) \text{ and } y \in \psi^{-1}\left(f_G^{-1}\left(I^d(t)\right)\right).
\]

The sequence \( (W^d)_{d \in \mathbb{N}_0} \) forms a martingale on \([0, 1]^2\), and Doob’s Martingale Convergence Theorem implies that \( W^d \) converges uniformly to \( W'_F \). Hence, there exists \( d \in \mathbb{N}_0 \) such that \( \|W'_F - W^d\|_\square \leq \varepsilon^4/1800 \). Apply Proposition 2 to the graphon \( W_G \) and the partition \( \psi^{-1}(f_G^{-1}(I^d(k))), k = 0, \ldots, 2^d - 1 \), to obtain a step graphon \( W'_G \) that refines \( W^d \) and is \( \varepsilon^4/1800 \)-close to \( W_G \). Consequently, we get \( \|W'_G - W^d\|_\square \geq \varepsilon - \varepsilon^4/1800 \geq \varepsilon/2 \), which implies that

\[
d(\Gamma_4, W'_G) - d(\Gamma_4, W^d) \geq \varepsilon^4/128 \tag{2.8}
\]

by Lemma 7. On the other hand, the choice of \( W'_G \) and \( W^d \) implies that

\[
\left|d(\Gamma_4, W_G) - d(\Gamma_4, W'_G)\right| \leq \varepsilon^4/300 \text{ and } \left|d(\Gamma_4, W'_F) - d(\Gamma_4, W^d)\right| \leq \varepsilon^4/300. \tag{2.9}
\]

The inequalities (2.8) and (2.9) now yield that \( d(\Gamma_4, W'_F) > d(\Gamma_4, W_G) \). However, this is impossible since \( d(\Gamma_4, W'_F) = d(\Gamma_4, W_G) \). Hence, the graphons \( W_G \) and \( W'_F \) are equal almost everywhere, which implies that \( W(x, y) \) and \( W_0(g(x), g(y)) \) are equal for almost every \((x, y) \in G \times G\).

### 2.5 Cleaning up

We now finish the description and the argument that the graphon \( W_0 \) is finitely forcible. Let us start with the remaining tiles between the parts \( A, \ldots, G \). Fix \((X, Y)\) to be one of the pairs \((B, G), (C, G), \) or \((D, G)\) and define \( W_0(\eta_X(x), \eta_Y(y)) = 0 \) for all \((x, y) \in [0, 1]^2\). Clearly, the first decorated constraint in Figure 2.22 forces \( W \) to be equal to zero for almost every \((x, y) \in X \times Y\). Hence, we can conclude that \( W(x, y) = W_0(g(x), g(y)) \) for almost every pair \((x, y) \in (A \cup \cdots \cup G \cup P)^2\).

Similarly, we define \( W_0(\eta_Q(x), \eta_Q(y)) = 1 \) for all \((x, y) \in [0, 1]^2\); this is easy to force by the second constraint in Figure 2.22. Hence, \( W(x, y) = W_0(g(x), g(y)) \) for almost every pair \((x, y) \in Q \times Q\).
Figure 2.22: The decorated constraint forcing the tiles $X \times Y$, where $(X,Y)$ is one of the pairs $(B,G), (C,G)$ and $(D,G)$, and the decorated constraint forcing the tile $Q \times Q$.

2.5.1 Degree balancing

We use the tiles $Q \times X$, where $X \in \{A,\ldots,G\} \cup \{P\}$, to guarantee that

$$\deg_{W_0}^{A \cup \cdots \cup G \cup P \cup Q} (x) = \frac{5}{13}$$

for every vertex $x \in A_0 \cup \cdots \cup G_0 \cup P_0$. It may seem counterintuitive to force the degrees of the vertices in the parts $A,\ldots,G,P$ to be equal; however, it is simpler to begin by enforcing the parts to be degree-regular (with the same degree) and then enforce the different degrees of the parts.

First, note that $\deg_{W_0}^{A \cup \cdots \cup G \cup P} (x) \leq \frac{5}{8}$ for every $x \in A_0 \cup \cdots \cup G_0 \cup P_0$. Let $\xi(x) = 1 - 8 \cdot \deg_{W_0}^{A \cup \cdots \cup G \cup P} (x)$ for every such $x$; note that $\xi(x) \in [0,1]$. We define $W_0(x,y) = \xi(x)$ for every $x \in A_0 \cup \cdots \cup G_0 \cup P_0$ and $y \in Q_0$. Further, we define $W_0(x,y) = 1$ for all $(x,y) \in Q_0^2$.

$$\sum_{Y \in \{A,\ldots,G\} \cup \{P\}} \begin{array}{c} \circ \hline \boxdot \boxdot \hline \circ \end{array} = 5$$

Figure 2.23: The decorated constraints forcing the tiles $Q \times X$ where $X \in \{A,\ldots,G\} \cup \{P\}$.

Fix $X \in \{A,\ldots,G\} \cup \{P\}$ and consider the decorated constraints given in Figure 2.23. The first constraint implies that almost every $z$ and $z'$ from $Q$ satisfy that

$$\int_X W(z,x)W(z',x) \, dx = \int_{X_0} \xi(x)^2 \, dx.$$
Lemma 4 implies that almost every $z$ from $Q$ satisfies that
\[ \int_X W(z,x)^2 \, dx = \int_{X_0} \xi(x)^2 \, dx. \]

In particular, when $z$ is fixed and $W(z,x)$ is viewed as a function of $x$, the $L_2$-norm of the function $W(z,x)$ for almost every $z \in Q$ is the same, and the inner product of the functions $W(z,x)$ and $W(z',x)$ for almost every pair $z,z' \in Q$ is also the same and equal to the $L_2$-norm. Hence, the Cauchy-Schwarz Inequality yields that there exists a function $h : X \to [0,1]$ such that $W(z,x) = h(x)$ for almost every $x \in X$ and almost every $z \in Q$. It follows that $W(x,z) = h(x)$ for almost every pair $(x,z) \in X \times Q$.

2.5.2 Degree distinguishing

It remains to define and analyze the tiles $X \times R$, $X \in \{A,\ldots,G,P,Q,R\}$. Fix $(X,k)$ to be one of the pairs $(A,0),\ldots,(G,6),(P,7),(Q,8),(R,9)$. We define $W_0(x,y) = k/18$ for all $x \in X_0$ and $y \in R_0$. It is easy to check that each vertex of $X_0$ has the same degree in $W_0$, and this degree is equal to the one given in Table 2.1.

\[
\begin{align*}
R \times X & = \frac{k}{18} \\
X \times R & = \left(\frac{k}{18}\right)^2
\end{align*}
\]

Figure 2.24: The decorated constraints used to force the structure of the tiles $X \times R$ where $(X,k) \in \{(A,0),\ldots,(G,6),(P,7),(Q,8),(R,9)\}$.

Consider the two constraints given in Figure 2.24. The first constraint implies that it holds for almost every $x \in X$ that
\[ \frac{1}{|R|} \int_R W(x,y) \, dy = \frac{k}{18}, \]
and the second constraint in Figure 2.24 implies that it holds for almost every pair
\[(x, x’) \in X^2 \text{ that} \]
\[
\frac{1}{|R|} \int_R W(x, y) W(x’, y) \, dy = \left( \frac{k}{18} \right)^2.
\]

We conclude using Lemma 4 that it holds that
\[
\frac{1}{|R|} \int_R W(x, y)^2 \, dy = \left( \frac{k}{18} \right)^2
\]
for almost every \(x \in X\). The Cauchy-Schwarz Inequality now yields that \(W(x, y) = k/18\) for almost every pair \((x, y) \in X \times R\). We can now conclude that \(W(x, y) = W_0(g(x), g(y))\) for almost every \((x, y) \in X \times R\).

We have shown that if a graphon \(W\) satisfies the presented decorated constraints, then \(W(x, y) = W_0(g(x), g(y))\) for almost every \((x, y) \in [0, 1]^2\). Since all the presented decorated constraints are satisfied by \(W_0\) and they can be turned into ordinary constraints by Lemma 2, the proof of Theorem 1 is now finished.

### 2.6 Further remarks

The only constraints used to force the structure of the graphon \(W_0\) that depend on the graphon \(W_F\) are the last constraint in Figure 2.10, the last constraint in Figure 2.21 and the first constraint in Figure 2.23. In each of the three constraints, the structure of the graphon \(W_F\) influences the numerical value of the right side of the constraint only. Hence, Theorem 1 holds in the following stronger form.

**Theorem 2.** There exist graphs \(H_1, \ldots, H_m\) with the following property. For every graphon \(W_F\), there exist a graphon \(W_0\) and reals \(\delta_1, \ldots, \delta_m \in [0, 1]\) such that \(W_F\) is a subgraphon of \(W_0\) that is formed by a \(1/14\) fraction of the vertices of \(W_0\) and the graphon \(W_0\) is the only graphon \(W\), up to a weak isomorphism, such that \(d(H_i, W) = \delta_i\) for all \(i \in [m]\).

In view of Theorem 2, one can wonder how much the fraction \(1/14\) could be improved. Using similar techniques to the ones presented in this chapter, Kráľ’, Lovász Jr., Noel and Sosnovec, announced the following strengthening of Theorem 2:

**Theorem 3.** [59] For every \(\varepsilon > 0\), there exist graphs \(H_1, \ldots, H_{m_\varepsilon}\) with the following property. For every graphon \(W_F\), there exist a graphon \(W_0\) and reals \(\delta_1, \ldots, \delta_{m_\varepsilon} \in [0, 1]\) such that \(W_F\) is a subgraphon of \(W_0\) that is formed by a \(1 - \varepsilon\) fraction of the vertices of \(W_0\) and the graphon \(W_0\) is the only graphon \(W\), up to a weak isomorphism, such that \(d(H_i, W) = \delta_i\) for all \(i \in [m_\varepsilon]\).
Notice that unlike Theorem 2, the set of graphs $H_1, \ldots, H_m$ in Theorem 3 depends on $\varepsilon > 0$ and this is necessary as shown in [59].

The construction presented in the proof of Theorem 1 can be viewed as a map from the space of all graphons to the space of finitely forcible graphons. The particular map implied by the proof of Theorem 1 is not continuous with respect to the cut norm topology (and we have not attempted to achieve this property). However, the following weaker statement can be derived from the proof of Theorem 1 since the $L_1$-distance between the functions defining the graphons $W_0$ and $W'_0$ is at most $\varepsilon$ for a suitable value of $k$.

**Proposition 3.** For every $\varepsilon > 0$, there exists $k \in \mathbb{N}$ such that the following holds. If $W_F$ and $W'_F$ are two graphons such that the densities of their dyadic squares of sizes $2^{-k}$ agree up to the first $k$ bits after the decimal point in the standard binary representation, then the cut distance between the finitely forcible graphons $W_0$ and $W'_0$ containing $W_F$ and $W'_F$, respectively, that are constructed in the proof of Theorem 1, is at most $\varepsilon$.

Using Theorem 2, Proposition 3 and several key new ideas, Grzesik, Král and Lovász Jr. constructed a counterexample [42] to a conjecture of Lovász on the finite forcibility of optimum solutions in extremal graph theory. The conjecture states that every finite feasible set of subgraph density constraints can be extended further by a finite set of density constraints so that the resulting set is satisfied by an asymptotically unique graph. It was considered to be the second most important problem on graph limits and the most important problem on dense graph limits.
Chapter 3

The step Sidorenko property and non-norming edge-transitive graphs

Sidorenko’s Conjecture is one of the most important open problems in extremal graph theory. A graph $H$ has the Sidorenko property if a quasirandom graph minimizes the density of $H$ among all graphs with the same edge density. The beautiful conjecture of Erdős and Simonovits [82] and of Sidorenko [81] asserts that every bipartite graph has the Sidorenko property (it is easy to see that non-bipartite graphs fail to have the property). In this chapter, we consider a more general property, the step Sidorenko property, and explore the link between this property and weakly norming graphs to show the existence of a bipartite edge-transitive graph that is not weakly norming. This answers a question of Hatami [47] whether such graphs exist.

Sidorenko’s Conjecture has been a subject of a great amount of interest inside extremal combinatorics. Sidorenko [81] confirmed the conjecture for trees, cycles and bipartite graphs with one of the sides having at most three vertices; the case of paths is equivalent to the Blakley-Roy inequality for matrices, which was proven in [8]. Additional graphs, such as cubes and bipartite graphs with a vertex complete to the other part, were added to the list of graphs with the Sidorenko property by Conlon, Fox and Sudakov [17], by Hatami [47] and by Szegedy [85]. Recursively described classes of bipartite graphs that have the Sidorenko property were obtained by Conlon, Kim, Lee and Lee [18], by Kim, Lee and Lee [56], by Li and Szegedy [63] and by Szegedy [84]. In particular, Szegedy [84] has described a class of graphs called thick graphs, which are amenable to showing the Sidorenko property.
using the entropy method argument that he developed. Sidorenko’s Conjecture is known to hold in the local sense \cite[Proposition 16.27]{Lovasz2012}, i.e., a small modification of a quasirandom graph preserving its edge density does not decrease the number of copies of any bipartite graph. A stronger statement of this type, which comes with uniform quantitative bounds, has recently been proven by Fox and Wei \cite{Fox2018}.

Sidorenko’s Conjecture is also related to other well-studied problems in graph theory. We would like to particularly mention the connection to quasirandom graphs. We say that a graph $H$ is forcing if all minimizers of the density of $H$ among graphs with the same edge density are quasirandom graphs. Note that if $H$ is forcing, then $H$ has the Sidorenko property. The classical result of Thomason \cite{Thomason1980}, also see \cite{Chung1988}, says that the cycle of length four is forcing. This result was generalized by Chung, Graham and Wilson \cite{Chung1988}, who showed that every complete bipartite graph $K_{2,n}$ is forcing, and by Skokan and Thoma \cite{Skokan2010}, who showed that all complete bipartite graphs are forcing. A characterization of forcing graphs was stated as a question by Skokan and Thomason \cite{Skokan2010} and conjectured by Conlon, Fox and Sudakov \cite{Conlon2010}: a graph $H$ is forcing if and only if $H$ is bipartite and contains a cycle.

Another graph theoretic notion related to Sidorenko’s Conjecture is that of common graphs. A graph $H$ is common if a quasirandom graph minimizes the sum of densities of $H$ and the complement of $H$. An old theorem of Goodman \cite{Goodman1959} says that the complete graph $K_3$ is common. The conjecture of Erdős that the complete graph $K_4$ is also common was disproved by an ingenious construction of Thomason \cite{Thomason1980}; counterexamples with a simpler structure were found by Franek and Rödl in \cite{Franek2013}. Jagger, Štovíček and Thomason \cite{Jagger2011} showed that no graph containing $K_4$ is common. On the other hand, it is known that the graph obtained from $K_4$ by removing an edge \cite{Jagger2011} is common and so is the wheel $W_5$ \cite{Lovasz2012}. The classification of common graphs remains a wildly open problem.

Our results are motivated by the relation of Sidorenko’s Conjecture to weakly norming graphs, which are of substantial interest in the theory of graph limits. Due to its technical nature, we defer the definition to Section \ref{sec:weakly_norming}. Intuitively, these are graphs $H$ such that the density of $H$ in other graphs defines a norm on the space of graphons (graph limits). Chapter 14.1 in Lovász’ book \cite{Lovasz2012} gives an introduction to this notion. Every weakly norming graph has the Sidorenko property \cite{Lovasz2012}. However, every weakly norming graph also has a stronger property \cite[Proposition 14.13]{Lovasz2012}, which we call the step Sidorenko property. Informally speaking, a graph $H$ has the step Sidorenko property if a multipartite quasirandom graph minimizes the density among all multipartite graphs with the same density inside and between its parts; we give a formal definition in Section \ref{sec:weakly_norming}. It is not hard to find a graph that has
the Sidorenko property but not the step Sidorenko property; the cycle of length four with an added pendant edge is an example (see Section 3.1).

In this chapter, we present techniques for showing that a bipartite graph fails to have the step Sidorenko property. Our techniques allow us to show that graphs as simple and symmetric as toroidal grids, i.e., Cartesian products of any number of cycles, do not have the step Sidorenko property. The only exceptions are hypercubes (and single cycles of even length), which were shown to be weakly norming by Hatami [47] (see also [65, Proposition 14.2] for a concise presentation). The fact that most of the toroidal grids are not weakly norming is surprising when contrasted with the result of Conlon and Lee [19] that the incidence graphs of regular polytopes are weakly norming. Since toroidal grids are edge-transitive, this answers in the negative a question of Hatami [47] whether all edge-transitive bipartite graphs are weakly norming.

3.1 Preliminaries

In this section, we introduce notation related to Cartesian product, graph homomorphisms and present notions from the theory of graph limits that we need for our exposition. We also formally define the Sidorenko property, the step Sidorenko property and weakly norming graphs.

The Cartesian product of graphs \( G_1, \ldots, G_k \), denoted \( G_1 \Box \cdots \Box G_k \), is the graph with vertex set equal to the Cartesian product of the vertex sets of \( G_1, \ldots, G_k \), where two vertices \((u_1, \ldots, u_k)\) and \((v_1, \ldots, v_k)\) are adjacent if there exists \( 1 \leq i_0 \leq k \) such that \( u_{i_0}v_{i_0} \) is an edge of \( G_{i_0} \) and \( u_i = v_i \) for all \( i \neq i_0 \).

3.1.1 Graph homomorphisms

A homomorphism from a graph \( H \) to a graph \( G \) is a mapping \( f \) from \( V(H) \) to \( V(G) \) such that if \( vv' \) is an edge of \( H \), then \( f(v)f(v') \) is an edge of \( G \). If \( f \) is a homomorphism from \( H \) to \( G \), \( |f^{-1}(X)| \) for \( X \subseteq V(G) \) denotes the number of vertices of \( H \) mapped to a vertex in \( X \) and \( |f^{-1}(X)| \) for \( X \subseteq E(G) \) denotes the number of edges mapped to an edge in \( X \); for simplicity, we write \( |f^{-1}(x)| \) instead of \( |f^{-1}(\{x\})| \).

We will need to consider homomorphisms extending a partial mapping between vertices of \( H \) and \( G \) and we now introduce notation that will be helpful in this setting. If \( H \) is a graph with \( k \) distinguished vertices \( v_1, \ldots, v_k \), then we write \( H(v_1, \ldots, v_k) \). If \( H(v_1, \ldots, v_k) \) and \( G(v'_1, \ldots, v'_k) \) are two graphs with \( k \) distinguished vertices, then a homomorphism from \( H(v_1, \ldots, v_k) \) to \( G(v'_1, \ldots, v'_k) \) is a
homomorphism from \( H \) to \( G \) that maps \( v_i \) to \( v'_i \) for \( i = 1, \ldots, k \).

We will also consider homomorphisms to graphs with vertex and edge weights. As given earlier, a weighted graph is a graph \( G \) where each vertex and each edge of \( G \) is assigned a non-negative weight; the mapping \( w \) from \( V(G) \cup E(G) \) assigning the weights will be referred to as a weight function of \( G \). The weight of a homomorphism \( f \) from \( H \) to a weighted graph \( G \), denoted \( w(f) \), is defined as

\[
\prod_{v \in V(H)} w(f(v)) \prod_{vv' \in E(H)} w(f(v)f(v')) = \prod_{v \in V(G)} w(v)^{|f^{-1}(v)|} \prod_{e \in E(G)} w(e)^{|f^{-1}(e)|}.
\]

We will often speak about the sum of the weights of homomorphisms from a graph \( H(v_1, \ldots, v_k) \) to a weighted graph \( G(v'_1, \ldots, v'_k) \); this sum will be denoted by \( \text{hom}(H(v_1, \ldots, v_k), G(v'_1, \ldots, v'_k)) \) and we will understand it to be zero if no such homomorphism exists.

We also use the just introduced notation for graphs with distinguished vertices when talking about blow-ups of graphs. A \( k \)-blow-up of a graph \( H(v) \) is the graph obtained from \( H \) by replacing the vertex \( v \) with \( k \) new vertices, which we refer to as clones of \( v \). The vertices different from \( v \) preserve their adjacencies, the clones of \( v \) form an independent set and each of them is adjacent precisely to the neighbors of \( v \). Observe that if \( H \) is a weighted graph, then if the edges of the \( k \)-blow-up of \( H(v) \) have the same weight as in \( H \), the vertices of the \( k \)-blow-up except for the clones have the same weights as in \( H \) and each clone has weight equal to \( 1/k \) of the weight of \( v \), then the sum of the weights of homomorphisms from \( G \) to \( H \) and the sum of the weights of homomorphisms from \( G \) to the \( k \)-blow-up are the same for every graph \( G \).

### 3.1.2 Graph limits

Let \( t(H, G) \) be the normalized number of homomorphisms from a graph \( H \) to a graph \( G \), i.e., \( t(H, G) = \text{hom}(H, G)/|V(G)||V(H)| \) where \( G \) in \( \text{hom}(H, G) \) is understood to have all the vertex and edge weights equal to one.

Recall from the introduction that \( d(H, G) \) is the probability that \(|H|\) uniformly and independently randomly chosen vertices of \( G \) induce a subgraph isomorphic to \( H \). Observe that \( t(H, G) \) can be written in terms of \( d(H, G) \) and vice-versa. Therefore, an equivalent way to define a convergent sequence is to say that a sequence \( (G_n)_{n \in \mathbb{N}} \) of graphs is convergent if the sequence \( t(H, G_n) \) converges for every graph \( H \).

Throughout this chapter, we will refer to \( t(H, G) \) as the density of \( H \) in \( G \) rather than the homomorphism density. All the statements could be cast in terms
of the induced density but for simplicity, we use the homomorphism density in this scenario.

As we have seen a convergent sequence of graphs can be represented by a graphon and one can think (although very imprecisely) of a graphon as a continuous version of the adjacency matrix of a graph. Led by this intuition, we can define the (homomorphism) density of a graph $H$ in a graphon $W$ as

$$ t(H, W) = \int_{[0,1]^{V(H)}} \prod_{v \neq v' \in E(H)} W(x_v, x_{v'}) \, dx^{V(H)} . $$

Note that the definition of $t(H, W)$ does not require $W$ to be non-negative and we can define $t(H, f)$ in the same way for any bounded measurable function $f : [0,1]^2 \to \mathbb{R}$.

The density $t(K_2, W)$ of $K_2$ is equal to the $L_1$-norm of a graphon $W$ as a function from $[0,1]^2$. This leads to the question which graphs $H$ can be used to define a norm on the space of measurable functions on $[0,1]^2$ or, more restrictively, on the space of graphons. That is, we say that a graph $H$ is weakly norming if the function $\|W\|_H = \|t(H, W)\|^{1/\|H\|}$ is a norm on the space of graphons, i.e., $\|W\|_H = 0$ if and only if $W$ is equal to zero almost-everywhere and the triangle inequality $\|W_1 + W_2\|_H \leq \|W_1\|_H + \|W_2\|_H$ holds for any two graphons $W_1$ and $W_2$. Observe that $H$ is weakly norming if and only if $\|f\|_H$ is a norm on the set of all bounded symmetric functions $f$ from $[0,1]^2$ to $\mathbb{R}$ (if we required that $\|f\|_H$, without the absolute value, is a norm on all such functions, we would get the slightly stronger notion of norming graphs).

It is not hard to show that every weakly norming graph must be bipartite. Hatami [47] showed stronger statements as corollaries of his characterization of weakly norming graphs as those satisfying a certain Hölder type inequality. First, every weakly norming graph $H$ must be biregular, i.e., all vertices in the same part of its bipartition have the same degree. Second, every subgraph $H'$ of a connected weakly norming graph $H$ must satisfy that

$$ \frac{\|H'\|}{|H'|-1} \leq \frac{\|H\|}{|H|-1} . $$

Known examples of weakly norming graphs include complete bipartite graphs (in particular, stars), even cycles and hypercubes.

Every weighted graph $G$ with a weight function $w$ that assigns edges weights between 0 and 1 can be associated with a graphon $W_G$ as follows. Each vertex $v$ of $G$ is associated with a measurable set $J_v$ with measure $w(v)/w(V(G))$ in such a way that the sets $J_v$, $v \in V(G)$, form a partition of the interval $[0,1]$; $w(V(G))$
denotes the sum of the weights of the vertices of \( G \). For \( x \in J_v \) and \( y \in J_{v'} \), we set \( W(x, y) = w(vv') \) if \( vv' \in E(G) \) and \( W(x, y) = 0 \) otherwise (in particular, we set \( W(x, y) = 0 \) if \( v = v' \)). It is not hard to observe that \( \text{hom}(H, G) \) is equal to \( t(H, W_G) \cdot w(V(G)) |H| \); in particular, if the sum of the weights of vertices of \( G \) is one, then \( \text{hom}(H, G) = t(H, W_G) \). This correspondence will allow us to study weakly norming graphs in terms of weighted homomorphisms.

### 3.1.3 Step Sidorenko property

We now use the language of graph limits to describe the Sidorenko property and to formally define the step Sidorenko property. A graph \( H \) has the *Sidorenko property* if

\[
t(K_2, W)^{|H|} \leq t(H, W)
\]

for every graphon \( W \). The left hand side can also be written as \( t(H, U_p) \), where \( U_p \equiv p \) is the constant graphon with the same edge density \( p = t(K_2, W) \) as \( W \). A graph \( H \) is *forcing* if it has the Sidorenko property and \( (3.1) \) holds with equality only if \( W \) is equal to some \( p \in [0, 1] \) almost everywhere. As we have presented earlier, Sidorenko’s Conjecture asserts that every bipartite graph has the Sidorenko property and the Forcing Conjecture asserts that every bipartite graph with a cycle is forcing.

Let \( P \) be a partition of the interval \([0, 1]\) into finitely many non-null measurable sets. We now define the *stepping operator*. If \( W \) is a graphon, then the graphon \( W^P \) is defined for \((x, y) \in [0, 1]^2\) as the ‘step-wise average’:

\[
W^P(x, y) = \frac{1}{|J||J'|} \int_{J \times J'} W(s, t) \, ds \, dt
\]

where \( J \) and \( J' \) are the unique parts from \( P \) such that \( x \in J \) and \( y \in J' \), and \(|X|\) denotes the measure of a measurable subset \( X \subseteq [0, 1] \). Note that the graphon \( W^P \) is constant on \( J \times J' \) for any \( J, J' \in P \), i.e., the graphon \( W^P \) is a step graphon.

Let \( P_0 \) be the partition with a single part being the interval \([0, 1]\) itself. A graph \( H \) has the Sidorenko property if and only if \( t(H, W^{P_0}) \leq t(H, W) \) for every graphon \( W \). This motivates the following definition. A graph \( H \) has the *step Sidorenko property* if and only if

\[
t(H, W^P) \leq t(H, W)
\]

for every graphon \( W \) and every partition \( P \) of \([0, 1]\) into finitely many non-null measurable sets. Since all weakly norming graphs [65, Proposition 14.13] have the step
Sidorenko property, it follows that complete bipartite graphs, even cycles, hyper-cubes and more generally reflection graphs defined by Conlon and Lee [19] all have the step Sidorenko property. In fact, all connected graphs with the step Sidorenko property are weakly norming [26].

The definition of the step Sidorenko property yields that every graph that has the step Sidorenko property also has the Sidorenko property. However, the converse is not true in general as we now demonstrate in our following example. Let \( C_4^+ \) be the 5-vertex graph obtained from a cycle of length four by adding a single vertex adjacent to one of the vertices of the cycle. The graph \( C_4^+ \) has the Sidorenko property because, e.g., it is a bipartite graph with a vertex complete to the other part [17]. On the other hand, \( C_4^+ \) does not have the step Sidorenko property.

Consider the partition \( P = \{ [0, \frac{2}{5}), [\frac{2}{5}, 1] \} \) and the graphon \( W \) that is defined as follows (the symmetric cases of \((x, y)\) are omitted).

\[
W(x, y) = \begin{cases} 
0.9 & \text{if } (x, y) \in [0, \frac{1}{5}) \times [0, \frac{1}{5}), \\
0.85 & \text{if } (x, y) \in [0, \frac{1}{5}) \times [\frac{1}{5}, \frac{2}{5}), \\
0.2 & \text{if } (x, y) \in [\frac{1}{5}, \frac{2}{5}) \times [\frac{2}{5}, 1], \\
1 & \text{if } (x, y) \in [\frac{2}{5}, 1] \times [\frac{2}{5}, 1), \\
0 & \text{otherwise.}
\end{cases}
\]

A straightforward computation yields that

\[
t(C_4^+, W) \approx 0.007453 \text{ and } t(C_4^+, W^P) \approx 0.007508 > t(C_4^+, W).
\]

Hence, the graph \( C_4^+ \) does not have the step Sidorenko property.

### 3.2 Grids

In this section, we demonstrate our techniques from Section 3.3 in a less general setting. We believe that this makes our presentation more accessible.

Intuitively, we consider a graph \( G \) with distinguished vertices \( u_0, u_1, u_2 \) such that \( u_0u_1 \) and \( u_0u_2 \) are edges. The idea is to blow-up \( u_0 \) into two copies and slightly perturb weights only on edges corresponding to \( u_0u_1 \) and \( u_0u_2 \), increasing weights of edges for one copy and decreasing it for the other proportionally to a parameter \( \alpha \), resulting in a weighted graph \( G_\alpha \). A partition \( P \) on the corresponding graphon \( W_\alpha \) is then defined so that the stepping operator only averages out this perturbation,
returning to the original graph: \( W_\alpha^P = W_G \). The difference in homomorphism densities \( t(H, W_\alpha^P) - t(H, W_\alpha) \) is then analyzed in the limit of small perturbations \( \alpha \): first order changes (those linear in \( \alpha \)) cancel out; second order changes result in a condition that can be expressed fairly concisely as positive semidefiniteness of a matrix whose entries count certain constrained homomorphisms.

The more powerful setting in Section 3.3 uses essentially the same idea, only blowing up more vertices, resulting in a larger matrix and allowing to further constraint the homomorphisms we have to count. We turn to choosing the starting weighted graph \( G \) and interpreting these counts in later corollaries.

**Theorem 4.** Let \( H \) be a graph and let \( G \) be a weighted graph with three distinguished vertices \( u_0, u_1 \) and \( u_2 \) such that \( u_0 u_1 \) and \( u_0 u_2 \) are edges. For \( i, j \in \{1, 2\} \), let \( M_{ij} \) be the sum of the weights of homomorphisms from \( H(v_0, v_1, v_2) \) to \( G(u_0, u_i, u_j) \) summed over all choices of vertices \( v_0, v_1 \) and \( v_2 \) in \( H \) such that \( v_0 v_1 \) and \( v_0 v_2 \) are edges, i.e., \( M_{ij} = \sum_{v_0 v_1, v_0 v_2 \in E(H)} \text{hom}(H(v_0, v_1, v_2), G(u_0, u_i, u_j)) \).

If the \((2 \times 2)\)-matrix \( M \) is not positive semidefinite, i.e., \( M_{11} M_{22} < M_{12}^2 \), then \( H \) does not have the step Sidorenko property.

**Proof.** Let \( w \) be the weight function of \( G \). We assume that the sum of the weights of vertices of \( G \) is one (if needed, we multiply the weights of all vertices by the same constant). Consider the step graphon \( W_G \) associated with the weighted graph \( G \). Let \( J_u \) be the measurable set corresponding to a vertex \( u \) of \( G \) and set \( \mathcal{P} = \{ J_u, u \in V(G) \} \).

Suppose that the matrix \( M \) associated with \( G \) is not positive semidefinite and fix a vector \( a = (a_1, a_2)^T \) such that \( a^T M a < 0 \). We next define a weighted graph \( G_\alpha \) with a parameter \( \alpha \geq 0 \) as follows. The graph \( G_\alpha \) is a 2-blow-up of \( G(u_0) \); let \( u_0^+ \) and \( u_0^- \) be the clones of \( u_0 \). Each of the clones \( u_0^+ \) and \( u_0^- \) has weight \( w(u_0) / 2 \). The weight of the edge \( u_0^+ u_i \) is \( w(u_0 u_i)(1 + \alpha a_i) \) and the weight of the edge \( u_0^- u_i \) is \( w(u_0 u_i)(1 - \alpha a_i), i = 1, 2 \). The remaining vertices and edges have weights equal to their counterparts in \( G \). Let \( W_\alpha \) be the step graphon associated with the weighted graph \( G_\alpha \) such that the set corresponding to a vertex \( u \neq u_0 \) is \( J_u \) and the sets corresponding to the vertices \( u_0^+ \) and \( u_0^- \) are subsets of \( J_{u_0} \). Observe that \( W_G = W_\alpha \) for \( \alpha = 0 \) and that \( W_G = W_\alpha^P \) for any \( \alpha \).

Our aim is to show that \( t(H, W_\alpha) < t(H, W_G) \) for some \( \alpha \in (0, 1) \). To do so, we analyze the density \( t(H, W_\alpha) \) as a function of \( \alpha \). Note that \( t(H, W_\alpha) \) is actually
a polynomial in $\alpha$. We next wish to determine the coefficients $c_1$ and $c_2$ such that
\[ t(H, W_\alpha) = t(H, W_G) + c_1 \alpha + c_2 \alpha^2 + O(\alpha^3) . \] (3.2)

The coefficient $c_1$ can be determined as follows:
\[ c_1 = \sum_{v_0v_1 \in E(H)} a_1 \text{hom}(H(v_0, v_1), G_0(u_0^+, u_1)) - a_1 \text{hom}(H(v_0, v_1), G_0(u_0^-, u_1)) + a_2 \text{hom}(H(v_0, v_1), G_0(u_0^+, u_2)) - a_2 \text{hom}(H(v_0, v_1), G_0(u_0^-, u_2)) . \]

Since $\text{hom}(H(v_0, v_1), G_0(u_0^+, u_i)) = \text{hom}(H(v_0, v_1), G_0(u_0^-, u_i))$ for all edges $v_0v_1 \in E(G)$ and all $i \in \{1, 2\}$, we conclude that $c_1 = 0$.

We next analyze the coefficient $c_2$. In this case, we need to count homomorphisms mapping two edges, say $v_0v_1$ and $v_0'v_1'$, of $H$ to edges $u_0^+u_i$ and to $u_0^-u_i$ of $G_0$, $i = 1, 2$. If $v_0 \neq v_0'$, then the contributions of the homomorphisms mapping the edge $v_0v_1$ to $u_0^+u_i$ and $u_0^-u_i$ have opposite signs and cancel out. Hence, we obtain the following formula for $c_2$:
\[ c_2 = \sum_{v_0v_1, v_0v_2 \in E(H)} \sum_{i,j=1}^2 a_i a_j \left( \text{hom}(H(v_0, v_1), G_0(u_0^+, u_i, u_j)) + \text{hom}(H(v_0, v_1), G_0(u_0^-, u_i, u_j)) \right) . \]

The definition of the matrix $M$ now yields that
\[ c_2 = \sum_{i,j=1}^2 a_i a_j \cdot M_{ij} = a^T M a < 0 . \]

Since $c_1 = 0$ and $c_2 < 0$, we conclude using $W_G = W_G^\alpha$ and (3.2) that $t(H, W_\alpha) < t(H, W_G)$ for small enough $\alpha > 0$. It follows that the graph $H$ does not have the step Sidorenko property.

The setting of Theorem 4 is sufficient to prove that the only two-dimensional toroidal grid that is weakly norming is $C_4 \square C_4$ (note that the toroidal grids $C_\ell \square C_\ell$ with $\ell$ odd are not Sidorenko, and hence also not weakly norming, because they are not bipartite).

The idea is to consider homomorphisms from the grid to itself: the identity homomorphisms then contribute to the off-diagonal entry of the matrix from Theorem 4. Homomorphisms corresponding to diagonal entries have to “fold” two edges onto one. We show this forces some vertices to be mapped closer together or at certain distinct positions; changing weights in the target grid accordingly allows us
Figure 3.1: Notation used in the proof of Corollary 2. The edges $b_1$, $b_2$, $b_3$ and $b_4$ are drawn bold.

to make the contribution of such homomorphisms smaller, making the matrix not positive semidefinite.

**Corollary 2.** Let $\ell \geq 6$ be an even integer. The Cartesian product $C_\ell \square C_\ell$ does not have the step Sidorenko property.

**Proof.** Fix $\ell \geq 6$ and let $G$ and $H$ be both equal to the graph $C_\ell \square C_\ell$; we denote the vertices of $G$ and $H$ by $(i,j)$, $0 \leq i,j \leq \ell - 1$, in such a way that two vertices are adjacent if they agree in one of the coordinates and differ by one in the other (all computations with the entries are computed modulo $\ell$ throughout the proof). Let $u_0$ be the vertex $(0,0)$, $u_1$ the vertex $(1,0)$ and $u_2$ the vertex $(0,1)$. Further, let $b_1$ be the edge $(1,0)(1,-1)$, $b_2$ the edge $(1,0)(2,0)$, $b_3$ the edge $(0,1)(-1,1)$ and $b_4$ the edge $(0,1)(0,2)$ (see Figure 3.1).

We next define the weights of the vertices and the edges of $G$; to do so, we use a parameter $\gamma \in \mathbb{N}$, which will be fixed later. The weight $w(v)$ of a vertex $v$ is $\gamma^{\text{dist}(u_0,v)}$ for $v \neq u_0, u_1, u_2$, $w(u_0) = \gamma^{-3}$ and $w(u_i) = \gamma^{\text{dist}(u_0,u_i)-3} = \gamma^{-2}$, $i = 1, 2$. The weights of all edges of $G$ are equal to one except for the edges $b_1$, $b_2$, $b_3$ and $b_4$ that have weight $\gamma^{-1/4}$.

We wish to apply Theorem 4 with the graphs $H$ and $G$, and the distinguished vertices $u_0$, $u_1$ and $u_2$. Instead of verifying that the matrix $M$ from the statement of Theorem 4 is not positive semidefinite, we consider the matrix $M$ such that

$$M_{ij} = \sum_{v_1, v_2 \in N_H(u_0)} \text{hom}(H(u_0, v_1, v_2), G(u_0, u_i, u_j)) .$$
Since $H$ is vertex-transitive, the considered matrix $M$ is positive semidefinite if and only if the matrix from the statement of Theorem 3 is. Observe that $M_{1,1} = M_{2,2}$ and $M_{1,2} = M_{2,1}$.

Consider a homomorphism $f$ from $H(u_0, v_1, v_2)$ to $G(u_0, u_i, u_j)$ for some $i, j \in \{1, 2\}$. Observe that the weight of the homomorphism $f$ is equal to

$$
\sum_{v \in V(H)} \text{dist}(u_0, f(v)) - 3|f^{-1}((u_0, u_1, u_2))| - \frac{1}{2}|f^{-1}((b_1, b_2, b_3, b_4))|.
$$

Note that if $f$ is the identity, then the weight of $f$ is equal to $\gamma^W$ where

$$W = \sum_{v \in V(H)} \text{dist}(u_0, v) - 10.
$$

Since the identity is a homomorphism from $H(u_0, u_i, u_j)$ to $G(u_0, u_i, u_j)$ for $i \neq j$, it follows that the entries $M_{1,2}$ and $M_{2,1}$ are of order $\Omega(\gamma^W)$, as functions of $\gamma$. We next show that both $M_{1,1}$ and $M_{2,2}$ are of order $o(\gamma^W)$. Since $M_{1,1} = M_{2,2}$, it is enough to argue that $M_{1,1} = o(\gamma^W)$ once we can make $\gamma$ sufficiently large.

We show that every homomorphism $f$ from $H(u_0, v_1, v_2)$ to $G(u_0, u_1, u_1)$ has weight at most $\gamma^W - \frac{1}{2}$; this will imply that $M_{1,1} = o(\gamma^W)$. Fix a homomorphism $f$ from $H(u_0, v_1, v_2)$ to $G(u_0, u_1, u_1)$ with weight at least $\gamma^W$. By symmetry, we may assume that $v_1 = (1, 0)$ and $v_2 \in \{(1, 0), (0, 1)\}$. Note that $|f^{-1}((u_0, u_1, u_2))| \geq 3$. Since $f$ is a homomorphism, any shortest path from $u_0$ to $v$ is mapped by $f$ to a walk of at most length $\text{dist}(u_0, v)$ from $f(u_0) = u_0$ to $f(v)$, it follows that $\text{dist}(u_0, f(v)) \leq \text{dist}(u_0, v)$ for every vertex $v$. Also observe that the parities of $\text{dist}(u_0, f(v))$ and $\text{dist}(u_0, v)$ are the same since the graph $G = H$ is bipartite. Since the weight of $f$ is at least $\gamma^W$, the following holds: $|f^{-1}((u_0, u_1, u_2))| = 3$, $\text{dist}(u_0, f(v)) = \text{dist}(u_0, v)$ for every vertex $v$ of $H$ and $|f^{-1}((b_1, b_2, b_3, b_4))| \leq 4$. Since $|f^{-1}((u_0, u_1, u_2))| = 3$, no vertex other than $u_0$, $v_1$ and $v_2$ is mapped by $f$ to any of $u_0$, $u_1$ and $u_2$; in particular, no vertex is mapped to $u_2$.

To finish the proof, we distinguish two cases based on whether $v_2 = (-1, 0)$ or $v_2 = (0, 1)$. We start with analyzing the case $v_2 = (-1, 0)$. Let $i \in \{1, 2\}$ and let $v$ be a neighbor of $v_i$ different from $(0, 0)$ and $v_i + v_i$. If $f(v) = (1, 1)$ or $f(v) = (2, 0)$, then the common neighbor of $(0, 0)$ and $v$ different from $v_i$ must be mapped to $u_1$ or $u_2$, which is impossible. Hence, $f(v) = (1, -1)$. Since the choice of $i$ and $v$ was arbitrary, it follows that all the four edges $(1, 0)(1, 1), (1, 0)(1, -1), (-1, 0)(-1, 1)$ and $(-1, 0)(-1, -1)$ are mapped to the edge $b_1$; in particular, no other edge is mapped to $b_1$ or $b_2$. This implies that the vertex $(2, 0)$ is mapped by $f$ to $(1, 1)$. It follows that the vertex $(2, 1)$, which is a common neighbor of $(1, 1)$ and
(2, 0), must be mapped to the unique common neighbor \( u_1 = (1, 0) \) of the vertices \( f((1, 1)) = (1, -1) \) and \( f((2, 0)) = (1, 1) \), which is impossible. This finishes the analysis of the case \( v_2 = (-1, 0) \).

It remains to analyze the case that \( v_2 = (0, 1) \). If the vertex \((1, -1)\) was mapped to \((2, 0)\) or \((1, 1)\), then the vertex \((0, -1)\), which is a common neighbor of \((1, -1)\) and \((0, 0)\), would have to be mapped to \((1, 0)\) or \((0, 1)\), which is impossible. Hence, the vertex \((1, -1)\) is mapped by \( f \) to itself and the vertex \((0, -1)\) is also mapped to itself. Since swapping coordinates is a symmetry mapping \( v_1 \) and \( v_2 \) between each other, a symmetric argument yields that the vertex \((-1, 0)\) is mapped to \((0, -1)\).

Next, if the vertex \((2, 0)\) was mapped to the vertex \((1, 1)\), then the vertex \((2, -1)\), which is a common neighbor of \((2, 0)\) and \((1, -1)\), would have to be mapped to \((2, 0)\) or \((1, -1)\). We conclude that the edge \( b_1 \) is mapped to itself and the edge \( b_2 \) to either \( b_1 \) or \( b_2 \). A symmetric argument yields that the edge \( b_3 \) is mapped to \( b_1 \) and the edge \( b_4 \) to \( b_1 \) or \( b_2 \). In particular, no other edges of \( G \) are mapped to any of the edges \( b_1, b_2, b_3 \) and \( b_4 \). This implies that the vertex \((1, 1)\) is mapped by \( f \) to itself. Consequently, the vertex \((2, 0)\) is also mapped to itself (otherwise, the vertex \((-1, 1)\) would have to be mapped to \((1, 0)\)).

We now prove the following statement for \( r = 1, \ldots, \ell/2 - 1 \) by induction on \( r \): all the vertices \((r, 1)\), \((r, -1)\) and \((r + 1, 0)\) are mapped by \( f \) to themselves. We have already established this statement for \( r = 1 \), so it remains to present the induction step. Fix \( r = 2, \ldots, \ell/2 - 1 \) and assume that all the vertices \((r - 1, 1)\), \((r - 1, -1)\) and \((r, 0)\) are mapped to themselves. The vertex \((r, 1)\), which is a common neighbor of \((r - 1, 1)\) and \((r, 0)\), must be mapped to a common neighbor of \((r - 1, 1)\) and \((r, 0)\) at the distance \( r + 1 \) from \((0, 0)\). However, the only such vertex is \((r, 1)\). A symmetric argument yields that the vertex \((r, -1)\) is mapped to itself. Since the vertex \((r + 1, 0)\) must be mapped to a neighbor of \((r, 0)\) at distance \( r + 1 \) from \((0, 0)\), it can only be mapped to one of the vertices \((r, 1)\), \((r + 1, 0)\) and \((r, -1)\). By symmetry, it is enough to exclude that it is mapped to \((r, 1)\). If this was the case, then the vertex \((r + 1, -1)\), which is a common neighbor of \((r, -1)\) and \((r + 1, 0)\), must be mapped to \((r, 0)\), which is impossible. Hence, the vertex \((r + 1, 0)\) is mapped to itself, concluding the proof of the statement.

We have just shown that the vertex \((\ell/2, 0) = (-\ell/2, 0)\) is mapped to itself; earlier, we have shown that the vertex \((-1, 0)\) is mapped to \((0, -1)\). However, the path \((-1, 0)(-2, 0)\cdots(-\ell/2, 0)\) must be mapped by \( f \) to a walk with at most \( \ell/2 \) vertices but there is no such walk between the vertices \((0, -1)\) and \((-\ell/2, 0)\). Hence,
there is no homomorphism from $H(u_0, v_1, v_2)$ to $G(u_0, u_1, u_1)$ with weight at least $\gamma^W$. □

3.3 General Condition

We now present our general technique for establishing that certain graphs do not have the step Sidorenko property. One difference is that instead of considering only two neighbors of a distinguished vertex $u_0$, we can choose any number of neighbors $u_1, \ldots, u_k$, giving a larger matrix. More importantly, we are able to restrict counted homomorphism to only those that map the neighborhood of each $u_i$ bijectively (to the neighborhood of the image of $u_i$, or a chosen subset of it).

The proof extends the arguments presented in the proof of Theorem 4. The main new idea is that by blowing up $u_i$, and appropriately choosing weights on copies of the edges to its neighbors, we can obtain an expression that is counting homomorphisms to the original graph, but with a weight that is an arbitrary function of how many neighbors of $u_i$ map to each neighbor of the image of $u_i$. We choose this function to enforce that exactly one neighbor of $u_i$ (or exactly zero) must map to each neighbor of its image.

**Theorem 5.** Let $H$ be a graph and let $G$ be a weighted graph with $k+1$ distinguished vertices $u_0, u_1, \ldots, u_k$ such that $u_0u_1, \ldots, u_0u_k$ are edges and $u_1, \ldots, u_k$ form an independent set. Further, let $U_i$, $i = 1, \ldots, k$, be a subset of neighbors of $u_i$ containing $u_0$, and let $M$ be the $(k \times k)$-matrix such that the entry $M_{ij}$ is the sum of the weights of homomorphisms from $H(v_0, v_1, v_2)$ to $G(u_0, u_i, u_j)$, where the sum runs over all choices of vertices $v_0, v_1$ and $v_2$ in $H$, such that the neighbors of $v_1$ are one-to-one mapped to $U_i$ and the neighbors of $v_2$ to $U_j$. If the matrix $M$ is not positive semidefinite, then $H$ does not have the step Sidorenko property.

**Proof.** Suppose that the matrix $M$ is not positive semidefinite and fix a vector $a$ such that $a^T Ma < 0$. Let $w$ be the weight function of $G$. As in the proof of Theorem 4, we assume that the sum of the weights of vertices of $G$ is one. Similarly, we assume that the weight of each edge is at most $1/2$ (if needed, we can multiply the weights of all edges by the same constant).

We next define a weighted graph $G_{\epsilon, \alpha}$, which is parameterized by $\epsilon > 0$ and $\alpha \in \mathbb{R}$. The structure of the graph is independent of $\epsilon$ and $\alpha$ and is the following. Let $n$ be the number of vertices of $H$. We consider the 3-blow-up of a vertex $u_0$ and $(n^{|U_i|^{-1}} - 1)$-blow-up of a vertex $u_i$. The three clones of $u_0$ will be denoted by $u'_0$, $u^+_0$ and $u^-_0$; one of the $n^{|U_i|^{-1}} + 1$ clones of $u_i$ will be denoted by $u'_i$ and
the remaining ones by \( u_{i,j_1,\ldots,j_{|U_i|-1}} \) where \( 1 \leq j_1, \ldots, j_{|U_i|-1} \leq n \). We next remove every edge going from the vertex \( u_{i,j_1,\ldots,j_{|U_i|-1}} \) to a vertex outside the set \( U_i \) that is not \( u_0^+ \) or \( u_0^- \), i.e., the vertex \( u_{i,j_1,\ldots,j_{|U_i|-1}} \) is adjacent to \( u_0^+ \), \( u_0^- \) and the vertices of \( U_1 \setminus \{u_0\} \).

The weight of the vertex \( u_0^+ \) is \((1 - 2\varepsilon)w(u_0)\) and the weight of each of the vertices \( u_0^+ \) and \( u_0^- \) is \( \varepsilon w(u_0) \). The weight of the vertex \( u_i' \) is \((1 - n|U_i|-1\varepsilon)w(u_i)\) and the weight of each of the vertices \( u_{i,j_1,\ldots,j_{|U_i|-1}} \) is \( \varepsilon w(u_i) \). The remaining vertices of \( G_{\varepsilon,\alpha} \) have the same weights as in \( G \).

Before defining the weights of the edges, we define an auxiliary matrix \( B \). The matrix \( B \) has \( n \) rows and \( n \) columns and \( B_{ij} = 2^{(i-1)(j-1)} \). Note that \( B \) is a Vandermonde matrix. Since the matrix \( B \) is invertible, there exists a vector \( b \) such that \( Bb = (0, 1, 0, \ldots, 0)^T \). The weight of the edge between \( u_0^+ \) and \( u_{i,j_1,\ldots,j_{|U_i|-1}} \) is equal to

\[
w(u_0u_i) \left( 1 + a_2\alpha \prod_{m=1}^{U_i-1} b_{jm} \right),
\]

and the weight of the edge between \( u_0^- \) and \( u_{i,j_1,\ldots,j_{|U_i|-1}} \) is equal to

\[
w(u_0u_i) \left( 1 - a_2\alpha \prod_{m=1}^{U_i-1} b_{jm} \right).
\]

The weights of the edges incident with \( u_i' \) and the remaining edges incident with \( u_0^+ \) and \( u_0^- \) are equal to the weights of their counterparts in \( G \). Fix \( i \in \{1, \ldots, k\} \) and let \( z_1, \ldots, z_{|U_i|-1} \) be the vertices of \( U_i \) different from \( u_0 \). The weight of the edge between the vertices \( u_{i,j_1,\ldots,j_{|U_i|-1}} \) and \( z_m \) is equal to \( 2^{m-1}w(u_0z_m) \). The weights of the edges incident with the vertex \( u_i' \) are the same as the weights of their counterparts in \( G \). We have just defined the weights of all edges incident with at least one clone. The weights of the remaining edges are the same as in \( G \).

We analyze \( t(H, W_{\varepsilon,\alpha}) \) as a function of \( \alpha \) for \( \alpha, \varepsilon \in (0,1) \). In particular, we will show that

\[
t(H, G_{\varepsilon,\alpha}) = t(H, G_{\varepsilon,0}) + c_2\varepsilon^3\alpha^2 + O(\varepsilon^4\alpha^2)
\]

(3.3)

for a coefficient \( c_2 \), which we will estimate. Since the coefficient \( c_2 \) depends on \( \varepsilon \), it is important to emphasize that the constants hidden in big O notation in (3.3) are independent of \( \varepsilon \) and \( \alpha \), i.e., the equality (3.3) represents that there exists \( K > 0 \), which is independent of \( \varepsilon \), and a coefficient \( c_2 \) for every \( \varepsilon \in (0,1) \) such that the value of \( t(H, G_{\varepsilon,\alpha}) \) differs from \( t(H, G_{\varepsilon,0}) + c_2\varepsilon^3\alpha^2 \) by at most \( K\varepsilon^4\alpha^2 \) for every \( \alpha \in (0,1) \).

We now proceed with analyzing the function \( t(H, W_{\varepsilon,\alpha}) \). As in the proof of
of Theorem 4, we observe that \( t(H, W_{\varepsilon, \alpha}) \) is a polynomial in \( \alpha \) and the linear terms in \( \alpha \) cancel out by pairing homomorphisms using \( u_0^+ \) and those using \( u_0^- \). Hence, only quadratic and higher order terms remain. To estimate \( c_\varepsilon \), we need to consider the terms corresponding to homomorphisms mapping exactly three vertices of \( G \) to the vertices of \( G_{\varepsilon, \alpha} \) with weight \( \varepsilon \) and these vertices must induce a 2-edge path with the middle vertex mapped to \( u_0^+ \) or to \( u_0^- \) (the contribution of other homomorphisms cancels out by pairing those using \( u_0^+ \) and those using \( u_0^- \), similarly as in the proof of Theorem 4[1]). We arrive at the following identity.

\[
c_\varepsilon \varepsilon^3 = \sum_{v_0v_1v_2 \in E(H)} \sum_{i,i' = 1}^k \sum_{m=1}^{\mid U_i \mid - 1} \frac{\mid U_i \mid - 1}{\mid U_i' \mid - 1} a_i \alpha_{i'} \prod_{m=1}^{\mid U_i \mid - 1} b_{j_m} \prod_{m=1}^{\mid U_i' \mid - 1} b_{j_m}'.
\]

\[
\cdot \left( \text{hom}(H(v_0, v_1, v_2), G_{\varepsilon, 0}(u_0^+, ui, j_1, ..., j_{\mid U_i \mid - 1}, u_{i'}, j_1', ..., j_{\mid U_i' \mid - 1})))) + \text{hom}(H(v_0, v_1, v_2), G_{\varepsilon, 0}(u_0^-, ui, j_1, ..., j_{\mid U_i \mid - 1}, u_{i'}, j_1', ..., j_{\mid U_i' \mid - 1})))) \right)
\]

It follows that

\[
\lim_{\varepsilon \to 0} c_\varepsilon = \sum_{v_0v_1v_2 \in E(H)} \sum_{i,i' = 1}^k \sum_{m=1}^{\mid U_i \mid - 1} \frac{\mid U_i \mid - 1}{\mid U_i' \mid - 1} a_i \alpha_{i'} w(h) \prod_{m=1}^{\mid U_i \mid - 1} b_{j_m} 2^{(j_m - 1)h(v_1 \to z_m)} \prod_{m=1}^{\mid U_i' \mid - 1} b_{j_m} 2^{(j_m' - 1)h(v_2 \to z_m')}
\]

where the sum is taken over all homomorphisms \( h \) from \( H \) to \( G \) such that \( h(v_0) = u_0 \), \( h(v_1) = u_i \) and \( h(v_2) = u_{i'} \), and \( w(h) \) denotes the weight of the homomorphism \( h \), \( h(v_1 \to z_m) \) denotes the number of neighbors of \( v_1 \) mapped to \( z_m \in U_i \) and \( h(v_2 \to z_m') \) denotes the number of neighbors of \( v_2 \) mapped to \( z_m' \in U_{i'} \). Observe that \( b \) was chosen so that the expression

\[
\sum_{j_1, ..., j_{\mid U_i \mid - 1} = 1}^n b_{j_m} 2^{(j_m - 1)h(v_1 \to z_m)} = \prod_{m=1}^{\mid U_i \mid - 1} \sum_{j_m=1}^n b_{j_m} 2^{(j_m - 1)h(v_1 \to z_m)}
\]

is one if \( h(v_1 \to z_m) = 1 \) and it is zero otherwise. Hence, it follows that

\[
\lim_{\varepsilon \to 0} c_\varepsilon = \sum_{v_0v_1v_2 \in E(H)} \sum_{i,i' = 1}^k \sum_{m=1}^{\mid U_i \mid - 1} a_i \alpha_{i'} w(h)
\]
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where the sum is taken over homomorphisms $h$ from $H$ to $G$ such that $h(v_0) = u_0$, $h(v_1) = u_i$, $h(v_2) = u_i'$, all neighbors of $v_1$ are one-to-one mapped to $U_i$ and all neighbors of $v_2$ are one-to-one mapped to $U_i'$. The definition of the matrix $M$ now implies that
\[
\lim_{\varepsilon \to 0^+} c_\varepsilon = \sum_{i,i'=1}^{k} M_{ii'}a_i a_i' = a^T M a < 0. \tag{3.4}
\]

The expressions (3.3) and (3.4) imply that there exist $\varepsilon > 0$ and $\alpha > 0$ such that $t(H,G_{\varepsilon,0}) < t(H,G_{\varepsilon,0})$. Fix such $\varepsilon$ and $\alpha$ for the rest of the proof.

Consider the graphons $W_0$ and $W_\alpha$ associated with the weighted graphs $G_{\varepsilon,0}$ and $G_{\varepsilon,0}$, respectively. Let $J_u$ be the measurable set corresponding to the vertex $u$ of $G_{\varepsilon,0}$, we can assume that the measurable set corresponding to the vertex $u$ of $G_{\varepsilon,0}$ is also $J_u$. Let $P$ be the partition of $[0,1]$ formed by $J_{u_0}^+ \cup J_{u_0}^-$ and $J_u$, $u \neq u_0$, $u_0$. Observe that $W_0 = W_\alpha^P$. Since $t(H,W_0) = t(H,G_{\varepsilon,0})$ and $t(H,W_\alpha) = t(H,G_{\varepsilon,0})$, we conclude that the graph $H$ does not have the step Sidorenko property. \hfill \square

Theorem 5 yields immediately the following corollary, which rules out many non-biregular graphs to be weakly norming. Note that the assumptions of the corollary are easy to verify.

**Corollary 3.** Let $H$ be a graph and $\mathcal{D}_H$ the set of degrees of its vertices. Further let $M$ be the matrix with rows and columns indexed by the elements of $\mathcal{D}_H$ such that the entry $M_{dd'}$ is equal to the number of 2-edge paths from a vertex of degree $d$ to a vertex of degree $d'$ in $H$. If the matrix $M$ is not positive semidefinite, then $H$ does not have the step Sidorenko property.

**Proof.** We can assume without loss of generality that $H$ is bipartite; if not, $H$ does not even have the Sidorenko property. Let $n = |H|$, let $d_1 < \cdots < d_k$ be the degrees of vertices of $H$, i.e., $\mathcal{D}_H = \{d_1, \ldots, d_k\}$, and let $D = d_1 + \cdots + d_k$. We next construct a weighted bipartite graph $G_\varepsilon$ with weights depending on a parameter $\varepsilon > 0$. One part of $G_\varepsilon$ has $k + 1$ vertices, which are denoted by $u_1, \ldots, u_{k+1}$, and the other part has $D - k + 1$ vertices. One of the vertices of the second part is denoted by $u_0$ and the remaining $D - k$ vertices are split into disjoint sets $U_1, \ldots, U_k$ such that $|U_i| = d_i - 1, i = 1, \ldots, k$. The vertices $u_0$ and $u_{k+1}$ have weight one, each of the vertices $u_i$ has weight $\varepsilon^{1/(d_i)}$ and each vertex contained in a set $U_i$ has weight $\varepsilon^{1/(|U_i| - 1)}$, $i = 1, \ldots, k$. The weights of all edges of $G_\varepsilon$ are equal to one.

We will apply Theorem 5 with the weighted graph $G_\varepsilon$, vertices $u_0, \ldots, u_k$ and sets $U_1 \cup \{u_0\}, \ldots, U_k \cup \{u_0\}$. Let $M_\varepsilon$ be the matrix from the statement of Theorem 5 for the graph $G_\varepsilon$. Fix $i, j \in \{1, \ldots, k\}$ and a 2-edge path $v_1v_0v_2$ such
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that the degree of \(v_1\) is \(d_i\) and the degree of \(v_2\) is \(d_j\). Let \(h\) be a mapping such that \(h(v_0) = u_0, h(v_1) = u_i\) and \(h(v_2) = u_j\). The mapping \(h\) can be extended to \(((|U_i| - 1)!)(|U_j| - 1)!\) homomorphisms from \(H\) to \(G\) such that

- the neighbors of \(v_1\) are one-to-one mapped to \(U_i \cup \{u_0\}\),
- the neighbors of \(v_2\) are one-to-one mapped to \(U_j \cup \{u_0\}\), and
- all other vertices of \(H\) are mapped to \(u_0\) or to \(u_{k+1}\).

Each such homomorphism has weight \(\varepsilon^2/((|U_i| - 1)!(|U_j| - 1)!\), i.e., their total weight is \(\varepsilon^2\). Any other extensions of \(h\) to a homomorphism from \(H\) to \(G\) such that the neighbors of \(v_1\) are one-to-one mapped to \(U_i \cup \{u_0\}\) and the neighbors of \(v_2\) to \(U_j \cup \{u_0\}\) has weight at most \(\varepsilon^{2+1/d_k}\). We conclude that the entry of the matrix \(M_\varepsilon\) in the \(i\)-th row and the \(j\)-th column is equal to \(M_{ij}\varepsilon^2 + O(\varepsilon^{2+1/d_k})\). It follows that there exists \(\varepsilon > 0\) such that the matrix \(M_\varepsilon\) is not positive semidefinite. Theorem 5 now yields that \(H\) does not have the step Sidorenko property.

The weights of vertices and edges of the graph \(G\) in Theorem 5 can be set to lower the weight of specific homomorphisms, as we did in Corollary 2. We first formalize the ideas used there, so that we can focus on just the existence of very restricted homomorphisms, without counting or weights.

**Lemma 8.** Let \(H\) be a vertex-transitive graph. Let \(u_0, u_1\) and \(u_2\) be (distinct) distinguished vertices in \(H\) such that \(u_0u_1\) and \(u_0u_2\) are edges. Suppose that for each distinct neighbors \(v_1\) and \(v_2\) of \(u_0\), there is no homomorphism \(f\) from \(H(u_0, v_1, v_2)\) to \(H(u_0, u_1, u_1)\) that simultaneously satisfies the following:

- neighbors of \(v_1\) are one-to-one mapped to neighbors of \(u_1\) for \(i = 1, 2\),
- distances from \(u_0\) are preserved, i.e., \(\text{dist}(v, u_0) = \text{dist}(f(v), u_0)\) for each \(v \in V(H)\), and
- no vertex other than \(u_0, v_1\) and \(v_2\) is mapped to any of \(u_0, u_1\) and \(u_2\).

Then \(H\) does not have the step Sidorenko property.

**Proof.** We start with constructing a weighted graph \(G_\gamma\) where the weights depend on a parameter \(\gamma \in \mathbb{N}\). The graph \(G_\gamma\) is obtained from \(H\) by setting \(w(v) := \gamma^{\text{dist}(u_0, v) - 1}\) for \(v \in \{u_0, u_1, u_2\}\) and \(w(v) := \gamma^{\text{dist}(u_0, v)}\) for each vertex \(v \neq u_0, u_1, u_2\). The weights of all edges of \(G_\gamma\) are one. We apply Theorem 5 to \(H\) and \(G_\gamma\) with the distinguished vertices \(u_0, u_1\) and \(u_2\). Since \(H\) is vertex-transitive, we will analyze the matrix \(M\) such that \(M_{ij}\) is the sum of weights of homomorphisms from \(H(u_0, v_1, v_2)\) to
Suppose that all $\ell$ which implies that it fails to even have the Sidorenko property. Hence, we can as-

Proof. Let $W := \sum_{v \in V(H)} \text{dist}(v, u_0) - 3$. We show that $M_{1,1} = o(\gamma^W)$, $M_{1,2} = M_{2,1} = \Omega(\gamma^W)$ and $M_{2,2} = O(\gamma^W)$ (as functions of the parameter $\gamma$). Hence, if $\gamma$ is large enough, the matrix $M$ is not positive semidefinite and $H$ does not have the step Sidorenko property by Theorem 5.

By the definition, the entry $M_{1,2}$ contains a summand corresponding to the identity homomorphism from $H(u_0, v_1, v_2)$ to $G_\gamma(u_0, u_1, v_2)$; the weight of this sum-

Consider a homomorphism $f$ contributing to the sum defining the entry $M_{i,j}$ for $i \in \{1, 2\}$. Observe that $f$ satisfies $|f^{-1}(\{u_0, u_1, u_2\})| \geq 3$ (at least the three vertices $u_0$, $v_1$ and $v_2$ are mapped to $u_0$ and $u_i$) and $\text{dist}(u_0, f(v)) \leq \text{dist}(u_0, v)$ for every vertex $v$ (a shortest walk from $u_0$ to $v$ is mapped by $f$ to a walk of at most the same length from $u_0$ to $f(v)$). Hence, it holds that $w(f(v)) \leq w(v)$ for every vertex $v$, and the equality holds for all vertices $v$ if and only if $\text{dist}(u_0, f(v)) = \text{dist}(u_0, v)$ for every vertex $v$ of $H$ and $|f^{-1}(\{u_0, u_1, u_2\})| = 3$. In particular, the equality does not hold for any homomorphism $f$ contributing to the sum defining the entry $M_{1,1}$. It follows that each summand in the sum defining the entry $M_{1,1}$ is of order $O(\gamma^{W-1})$ and each summand in the sum defining the entry $M_{2,2}$ is of order $O(\gamma^W)$. Since the number of the summands is independent of $\gamma$, we conclude that $M_{1,1} = o(\gamma^W)$ and $M_{2,2} = O(\gamma^W)$.

We conclude by using Lemma 8 to show that all multidimensional grids other than hypercubes are not weakly norming.

Corollary 4. Let $k \geq 2$. The Cartesian product $C_{\ell_1} \square \cdots \square C_{\ell_k}$ has the step Sidorenko property if and only if the length of each cycle in the product is four, i.e., $\ell_1 = \cdots = \ell_k = 4$.

Proof. Let $H = C_{\ell_1} \square \cdots \square C_{\ell_k}$. By symmetry, we can assume that $\ell_1$ is the largest and $\ell_2$ is the smallest among $\ell_1, \ldots, \ell_k$. If $\ell_1 = \cdots = \ell_k = 4$, the graph $H$ is isomorphism to the $2k$-dimensional hypercube graph, which is weakly norming, see [47 and 65 Proposition 14.2]; this implies implies that $H$ has the step Sidorenko property [65 Proposition 14.13]. If $\ell_i$ is odd for some $i$, then the graph $H$ is not bipartite, which implies that it fails to even have the Sidorenko property. Hence, we can assume that all $\ell_i$ are even and $\ell_1 > 4$. 61
We will view the vertices of $H$ as the elements of $\mathbb{Z}_{\ell_1} \times \cdots \times \mathbb{Z}_{\ell_k}$ and perform all computations involving the $i$-th coordinate modulo $\ell_i$. Let $e_i$ be the $i$-th unit vector. Note that two vertices of $H$ are adjacent if their difference is equal to $e_i$ or $-e_i$ for some $i = 1, \ldots, k$. Also observe that if $v$ is a vertex of $H$ and $\ell_i > 4$, then $v$ is the only common neighbor of $v + e_i$ and $v - e_i$.

We apply Lemma 8 with $u_0 = (0, \ldots, 0)$ and $u_i = e_i$ for $i = 1, 2$. Suppose that for some distinct vertices $v_1$ and $v_2$, there is a homomorphism $f$ from $H(u_0, v_1, v_2)$ to $H(u_0, e_1, e_1)$ contradicting the assumption of Lemma 8, i.e.,

1. the neighbors of $v_i$ are one-to-one mapped to neighbors of $e_1$, for $i = 1, 2$,
2. $\text{dist}(u_0, v) = \text{dist}(u_0, f(v))$ for each $v \in V(H)$, and
3. no vertex other than $u_0$, $v_1$ and $v_2$ is mapped to any of the vertices $u_0$, $e_1$ and $e_2$.

We will show that the existence of such a homomorphism $f$ leads to a contradiction. By symmetry, we can assume that $v_1 = e_{i_1}$ for some $i_1$ and either $v_2 = -e_{i_1}$ or $v_2 = e_{i_2}$ for some $i_2 \neq i_1$.

Note that the neighbors of $v_1$ are one-to-one mapped to the neighbors of $e_1$, and let $i'$ be such that $f(e_{i_1} + e_{i'}) = e_1 + e_1$. If $i' \neq i_1$, both common neighbors of $u_0$ and $e_{i_1} + e_{i'}$, which are $e_{i_1}$ and $e_{i'}$, must be mapped to the unique common neighbor of $u_0$ and $e_1 + e_1$, which is the vertex $e_1$ (note that $\ell_1 > 4$). However, this would contradict 3. Hence, $i' = i_1$, i.e., $f(v_1 + v_1) = f(e_{i_1} + e_{i_1}) = e_1 + e_1$. It follows that there exists a bijection $\pi$ between $\{ \pm e_{i'} \mid i' \neq i_1 \}$ and $\{ \pm e_{i'} \mid i' \neq 1 \}$ such that $f(e_{i_1} + e) = e_1 + \pi(e)$ for $e \in \{ \pm e_{i'} \mid i' \neq i_1 \}$. Observe that a symmetric argument to the one that we have just presented yields that $f(v_2 + v_2) = e_1 + e_1$.

To exclude the case that $v_2 = -e_{i_1}$, let $e = \pi^{-1}(e_2)$, i.e., $f(e_{i_1} + e) = e_1 + e_2$. Note that $e \neq \pm e_{i_1}$. It follows that the vertex $e$, which is a common neighbor of $u_0$ and $e_{i_1} + e$, must be mapped to a common neighbor of $u_0$ and $e_1 + e_2$, i.e., either to $e_1$ or to $e_2$. The first case would contradict 3, hence $e$ is mapped to $e_2$, meaning $v_2 = e$. We conclude that $v_2 = e_{i_2}$ for some $i_2 \neq i_1$ and that $f(e_{i_1} + e_{i_2}) = e_1 + e_2$.

Suppose that $\ell_2 = 4$ and recall that $f(v_2 + v_2) = e_1 + e_1$. If additionally $\ell_{i_2} = 4$, then $-e_{i_2}$, which is a common neighbor of $u_0$ and $e_{i_2} + e_{i_2}$, must be mapped to the unique common neighbor of $u_0$ and $e_1 + e_1$, i.e., to the vertex $e_{i_1}$; this is impossible by 3. Hence, $\ell_{i_2} \neq 4$.

Let us call two vertices $v$ and $v'$ close if they have at least two common neighbors. Observe that two close distinct neighbors $v$ and $v'$ of $e_{i_1}$ must be mapped to close neighbors of $e_{i_1}$; otherwise, all common neighbors of $v$ and $v'$ would be
mapped to \( e_{i_1} \), contradicting \( ^3 \). Since the neighborhood of \( e_{i_1} \) is one-to-one mapped to the neighborhood of \( e_1 \) and the number of pairs of close neighbors of \( e_{i_1} \) is the same as the number of pairs of close neighbors of \( e_1 \), it follows that pairs of close neighbors of \( e_{i_1} \) are one-to-one mapped to pairs of close neighbors of \( e_1 \) and pairs of non-close neighbors of \( e_{i_1} \) are one-to-one mapped to pairs of non-close neighbors of \( e_1 \). Since \( \ell_{i_2} \neq 4 \), the neighbors \( e_{i_1} + e_{i_2} \) and \( e_{i_1} - e_{i_2} \) of \( e_{i_1} \) are not close. On the other hand, since \( \ell_2 = 4 \), the vertex \( f(e_{i_1} + e_{i_2}) = e_1 + e_2 \) has a common neighbor other than \( e_1 \) with each neighbor of \( e_1 \). In particular, \( f(e_{i_1} + e_{i_2}) \) and \( f(e_{i_1} - e_{i_2}) \) are close, which is impossible. We conclude that \( \ell_2 \neq 4 \). Since \( \ell_2 \) is the smallest among \( \ell_1, \ldots, \ell_k \), it follows that each \( \ell_i \) is at least six.

As the final step of the proof of the corollary, we prove the following statement for \( r = 1, \ldots, \ell_{i_1}/2 \) by induction on \( r \):

\[
\begin{align*}
&f((r-1)e_{i_1}) = (r-1)e_1, \quad f(re_{i_1}) = re_1, \quad \text{and} \\
&f(re_{i_1} + e) = re_1 + \pi(e) \quad \text{for } e \in \{ \pm e_{i'} \mid i' \neq i_1 \}. 
\end{align*}
\tag{3.5}
\]

The case \( r = 1 \) follows from the definition of \( i_1 \) and \( \pi \). We assume that the above statement holds for \( r \) and prove it for \( r+1 \leq \ell_{i_1}/2 \). We first show that \( f((r+1)e_{i_1}) = (r+1)e_1 \). Note that \( f(re_{i_1} + e_{i_1}) \) cannot be \( re_1 - e_1 \) by \( ^2 \). If \( f(re_{i_1} + e_{i_1}) \) is \( re_1 + e_j \) for some \( j \neq 1 \), then the common neighbor \( re_{i_1} + e_{i_1} + \pi^{-1}(-e_j) \) of \( re_{i_1} + e_{i_1} \) and \( re_{i_1} + \pi^{-1}(-e_j) \) must be mapped to the unique common neighbor of \( re_1 + e_j \) and \( re_1 - e_j \), which is \( re_1 \), contradicting \( ^2 \). An analogous argument excludes that \( f(re_{i_1} + e_{i_1}) \) is \( re_1 - e_j \) for some \( j \neq 1 \). Since the vertex \( f((r+1)e_{i_1}) \) must be a neighbor of \( f(re_{i_1}) = re_1 \), it follows that \( f((r+1)e_{i_1}) = (r+1)e_1 \).

We next analyze \( f((r+1)e_{i_1} + e) \) for \( e \neq \pm e_{i_1} \). Since the vertex \( (r+1)e_{i_1} + e = re_{i_1} + e_{i_1} + e \) is a common neighbor of \( re_{i_1} + e_{i_1} \) and \( re_{i_1} + e \), it must be mapped to a common neighbor of \( re_1 + e_{i_1} \) and \( re_1 + \pi(e) \), i.e., to \( re_1 \) or \( re_1 + e_{i_1} + \pi(e) \). Since the former is excluded by \( ^2 \), it follows that \( f((r+1)e_{i_1} + e) = (r+1)e_1 + \pi(e) \). This concludes the proof of \( (3.5) \).

The statement \( (3.5) \) implies that \( f(\ell_{i_1}/2 \cdot e_{i_1}) = \ell_{i_1}/2 \cdot e_1 \), in particular \( \ell_{i_1} \geq \ell_1 \) by \( ^2 \). Since the path \( u_0, -e_{i_1}, -2e_{i_1}, \ldots, -\ell_{i_1}/2 \cdot e_{i_1} \) must be mapped to a path from \( u_0 \) to \( f(-\ell_{i_1}/2 \cdot e_{i_1}) = f(\ell_{i_1}/2 \cdot e_{i_1}) = \ell_{i_1}/2 \cdot e_1 \) and the vertices of the path must be mapped to vertices at distances \( 0, 1, \ldots, \ell_{i_1}/2 \) from \( u_0 \) by \( ^2 \), the path can be mapped only to the path \( u_0, e_1, 2e_1, \ldots, \ell_{i_1}/2 \cdot e_1 \) or, if \( \ell_1 = \ell_{i_1} \), to the path \( u_0, -e_1, -2e_1, \ldots, -\ell_{i_1}/2 \cdot e_1 \). The former case is impossible since \( -e_{i_1} \) cannot be mapped to \( e_1 \) by \( ^3 \). It follows that \( \ell_1 = \ell_{i_1} \) and \( f(-e_{i_1}) = -e_1 \). Hence, the vertex \( e_{i_2} - e_{i_1} \neq u_0 \), which is a common neighbor of \( e_{i_2} \) and \( -e_{i_1} \), must be mapped
to the unique common neighbor of $f(e_{i_2}) = e_1$ and $f(-e_{i_1}) = -e_1$, which is $u_0$. However, this contradicts $3$. We conclude there is no homomorphism $f$ satisfying $1$,$2$. Lemma $8$ now implies that $H$ does not have the step Sidorenko property.

### 3.4 Further remarks

Corollary $2$ and Corollary $4$ give an infinite class of edge-transitive graphs that are not weakly norming, which answers in the negative a question of Hatami $47$. Conlon and Lee $19$, Conjecture 6.3 present a large class of weakly norming graphs, which they call reflection graphs, and conjecture that a bipartite graph is weakly norming if and only if it is edge-transitive under a subgroup of its automorphism group (generated by so called ‘cut involutions’). In particular, this would imply that all weakly norming graphs are edge-transitive.

Finally, it is natural to wonder about the Forcing Conjecture in the setting of the step Sidorenko property. Let us say that a graph $H$ has the step forcing property if and only if

$$t(H, W^P) \leq t(H, W)$$

for every graphon $W$ and every partition $P$ of $[0,1]$ into finitely many non-null measurable sets and the equality holds if and only if $W^P$ and $W$ are equal almost everywhere. All even cycles have the step forcing property. Graphs with the step forcing property are related to the proof of the existence of graphons via weak* limits given by Doležal and Hladký $25$; in particular, if $H$ has the step forcing property, minimizing the entropy of $W$ in the arguments given in $25$ can be replaced by maximizing $t(H, W)$. 
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Chapter 4

Decomposing graphs into edges and triangles

Results on the existence of edge-disjoint copies of specific subgraphs in graphs are a classical theme in extremal graph theory. Motivated by the following result of Erdős, Goodman and Pósa [27], we study the problem of covering edges of a given graph by edge-disjoint complete graphs.

**Theorem 6** (Erdős, Goodman and Pósa [27]). The edges of every $n$-vertex graph can be decomposed into at most $\left\lfloor \frac{n^2}{4} \right\rfloor$ complete graphs.

In fact, they proved the following stronger statement.

**Theorem 7** (Erdős, Goodman and Pósa [27]). The edges of every $n$-vertex graph can be decomposed into at most $\left\lfloor \frac{n^2}{4} \right\rfloor$ copies of $K_2$ and $K_3$.

The bounds given in Theorems 6 and 7 are best possible as witnessed by complete bipartite graphs with parts of equal sizes.

Theorem 6 actually holds in a stronger form that we now present. Chung [14], Győri and Kostochka [45], and Kahn [53], independently, proved a conjecture of Katona and Tarján asserting that the edges of every $n$-vertex graph can be covered with complete graphs $C_1, \ldots, C_\ell$ such that the sum of their orders is at most $n^2/2$. In fact, the first two proofs yield a stronger statement, which implies Theorem 6 and which we next state as a separate theorem. To state the theorem, we define $\pi_k(G)$ for a graph $G$ to be the minimum integer $m$ such that the edges of $G$ can be decomposed into complete graphs $C_1, \ldots, C_\ell$ of order at most $k$ with $|C_1| + \cdots + |C_\ell| = m$, and we let $\pi(G) = \min_{k \in \mathbb{N}} \pi_k(G)$.

**Theorem 8** (Chung [14]; Győri and Kostochka [45]). Every $n$-vertex graph $G$ satisfies $\pi(G) \leq n^2/2$. 
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Observe that Theorem 8 indeed implies the existence of a decomposition into at most \( \lfloor \frac{n^2}{4} \rfloor \) complete graphs. McGuinness \cite{72, 73} extended these results by showing that decompositions from Theorems 6 and 8 can be constructed in the greedy way, which confirmed a conjecture of Winkler of this being the case in the setting of Theorem 6.

In view of Theorem 7, it is natural to ask whether Theorem 8 holds under the additional assumption that all complete graphs in the decomposition are copies of \( K_2 \) and \( K_3 \), i.e., whether \( \pi_3(G) \leq \frac{n^2}{2} \). Győri and Tuza \cite{46} provided a partial answer by proving that \( \pi_3(G) \leq 9n^2/16 \) and conjectured the following.

**Conjecture 3** (Győri and Tuza \cite{89, Problem 40}). Every \( n \)-vertex graph \( G \) satisfies \( \pi_3(G) \leq (1/2 + o(1))n^2 \).

We prove this conjecture. Our result also solves \cite{89, Problem 41}, which we state as Corollary 5. We remark that we stated the conjecture in the version given by Győri in several of his talks and by Tuza in \cite{89, Problem 40}; the paper \cite{46} contains a version with a different lower order term.

We would also like to mention a closely related variant of the problem suggested by Erdős, where the cliques in the decomposition have weights one less than their orders. Formally, define \( \pi^-(G) \) for a graph to be the minimum \( m \) such that the edges of a graph \( G \) can be decomposed into complete graphs \( C_1, \ldots, C_\ell \) with \( (|C_1| - 1) + \cdots + (|C_\ell| - 1) = m \). Erdős asked, see \cite{89, Problem 43}, whether \( \pi^-(G) \leq n^2/4 \) for every \( n \)-vertex graph \( G \). This problem remains open and was proved for \( K_4 \)-free graphs only recently by Győri and Keszegh \cite{43, 44}. Namely, they proved that every \( K_4 \)-free graph with \( n \) vertices and \( \lfloor \frac{n^2}{4} \rfloor + k \) edges contains \( k \) edge-disjoint triangles.

### 4.1 Preliminaries

We follow the terminology presented in Chapter 1. We review here some less standard notation necessary for this chapter and briefly introduce the flag algebra method.

In our arguments, we often consider fractional decompositions. A fractional \( k \)-decomposition of a graph \( G \) is an assignment of non-negative real weights to complete subgraphs of order at most \( k \) such that the sum of the weights of the complete subgraphs containing any edge \( e \) is equal to one. The weight of a fractional \( k \)-decomposition is the sum of the weights of the complete subgraphs multiplied by their orders, and the minimum weight of a fractional \( k \)-decomposition of a graph \( G \) is denoted by \( \pi_{k,f}(G) \). Observe that \( \pi_{k,f}(G) \leq \pi_k(G) \) for every graph \( G \).
4.1.1 Flag algebra method

The flag algebra method introduced by Razborov [77] has changed the landscape of extremal combinatorics. It has been applied to many long-standing open problems, e.g. [2–7, 22, 24, 28]. The method is designed to analyze asymptotic behavior of substructure densities and we now briefly describe it.

We start by introducing some necessary notation. The family of all finite graphs is denoted by $F$ and the family of graphs with $\ell$ vertices by $F_\ell$. If $F$ and $G$ are two graphs, then $p(F,G)$ is the probability that $|F|$ distinct vertices chosen uniformly at random among the vertices of $G$ induce a graph isomorphic to $F$; if $|F| > |G|$, we set $p(F,G) = 0$. A type is a graph with its vertices labeled with $1, \ldots, |\sigma|$ and a $\sigma$-flag is a graph with $|\sigma|$ vertices labeled by $1, \ldots, |\sigma|$ such that the labeled vertices induce a copy of $\sigma$ preserving the vertex labels. In the analogy with the notation for ordinary graphs, the set of all $\sigma$-flags is denoted by $F^\sigma$ and the set of all $\sigma$-flags with exactly $\ell$ vertices by $F^\sigma_\ell$.

We next extend the definition of $p(F,G)$ to $\sigma$-flags and generalize it to pairs of graphs. If $F$ and $G$ are two $\sigma$-flags, then $p(F,G)$ is the probability that $|F| - |\sigma|$ distinct vertices chosen uniformly at random among the unlabeled vertices of $G$ induce a copy of the $\sigma$-flag $F$; if $|F| > |G|$, we again set $p(F,G) = 0$. Let $F$ and $F'$ be two $\sigma$-flags and $G$ a $\sigma$-flag with at least $|F| + |F'| - |\sigma|$ vertices. The quantity $p(F,F';G)$ is the probability that two disjoint $|F| - |\sigma|$ and $|F'| - |\sigma|$ subsets of unlabeled vertices of $G$ induce together with the labeled vertices of $G$ the $\sigma$-flags $F$ and $F'$, respectively. It holds [77, Lemma 2.3] that

$$p(F,F';G) = p(F,G) \cdot p(F',G) + o(1) \quad (4.1)$$

where $o(1)$ tends to zero with $|G|$ tending to infinity.

Let $\vec{F} = [F_1, \ldots, F_t]$ be a vector of $\sigma$-flags, i.e., $F_i \in F^\sigma_i$. If $M$ is a $t \times t$ positive semidefinite matrix, it follows from (4.1), see [77], that

$$0 \leq \sum_{i,j=1}^t M_{ij}p(F_i,G)p(F_j,G) = \sum_{i,j=1}^t M_{ij}p(F_i,F_j;G) + o(1). \quad (4.2)$$

The inequality (4.2) is usually applied to a large graph $G$ with a randomly chosen labeled vertices in a way that we now describe. Fix $\sigma$-flags $F$ and $F'$ and a graph $G$. We now define a random variable $p(F,F';G^\sigma)$ as follows: label $|\sigma|$ vertices of $G$ with $1, \ldots, |\sigma|$ and if the resulting graph $G'$ is a $\sigma$-flag, then $p(F',F';G^\sigma) = p(F,F';G')$; if $G'$ is not a $\sigma$-flag, then $p(F_i,F_j;G^\sigma) = 0$. The expected value of $p(F,F';G^\sigma)$
can be expressed as a linear combination of densities of \(|F| + |F'| - |\sigma|\)-vertex subgraphs of \(G\) \[^{[77]}\), i.e., there exist coefficients \(\alpha_H, H \in \mathcal{F}_{|F|+|F'|-|\sigma|}\), such that

\[
\mathbb{E} p(F, F'; G^\sigma) = \sum_{H \in \mathcal{F}_{|F|+|F'|-|\sigma|}} \alpha_H \cdot p(H, G) \quad (4.3)
\]

for every graph \(G\). It can be shown that \(\alpha_H = \mathbb{E} p(F, F'; H^\sigma)\).

Let \(\vec{F} = [F_1, \ldots, F_t]\) be a vector of \(\ell\)-vertex \(\sigma\)-flags and let \(M\) be a \(t \times t\) positive semidefinite matrix. The equality \((4.3)\) yields that there exist coefficients \(\alpha_H\) such that

\[
\mathbb{E} \sum_{i,j=1}^t M_{ij} p(F_i, F_j; G^\sigma) = \sum_{H \in \mathcal{F}_{2\ell-|\sigma|}} \alpha_H \cdot p(H, G) \quad (4.4)
\]

for every graph \(G\), which combines with \((4.2)\) to

\[
0 \leq \sum_{H \in \mathcal{F}_{2\ell-|\sigma|}} \alpha_H \cdot p(H, G) + o(1) \quad (4.5)
\]

for every graph \(G\), where

\[
\alpha_H = \sum_{i,j=1}^t M_{ij} \cdot \mathbb{E} p(F_i, F_j; H^\sigma)
\]

In particular, the coefficients \(\alpha_H\) depend only on the choice of \(\vec{F}\) and \(M\).

### 4.2 Main result

We start with proving the following lemma using the flag algebra method.

**Lemma 9.** Let \(G\) be a weighted graph with all edges of weight one. It holds that

\[
\mathbb{E}_W \pi_{3,f}(G[W]) \leq 21 + o(1)
\]

where \(W\) is a uniformly chosen random subset of seven vertices of \(G\).

**Proof.** We use the flag algebra method to find coefficients \(c_U, U \in \mathcal{F}_7\), such that

\[
0 \leq \sum_{U \in \mathcal{F}_7} c_U \cdot p(U, G) + o(1) \quad (4.6)
\]
and
\[ \pi_{3,f}(U) + c_U \leq 21 \] (4.7)

for every \( U \in \mathcal{F}_7 \). The statement of the lemma would then follow from (4.6) and (4.7) using \( \sum_{U \in \mathcal{F}_7} p(U, G) = 1 \) as we next show.

\[
E_W \pi_{3,f}(G[W]) = \sum_{U \in \mathcal{F}_7} \pi_{3,f}(U) \cdot p(U, G) \leq \sum_{U \in \mathcal{F}_7} (\pi_{3,f}(U) + c_U) \cdot p(U, G) + o(1) 
\]
\[
\leq \sum_{U \in \mathcal{F}_7} 21 \cdot p(U, G) + o(1) = 21 + o(1).
\]

We now focus on finding the coefficients \( c_U, U \in \mathcal{F}_7 \), satisfying (4.6) and (4.7). Let \( \sigma_1 \) be a flag consisting of a single vertex labeled with 1 and consider the following vector
\[
\vec{F} = (F_1, \ldots, F_7) \text{ of } \sigma_1\text{-flags from } \mathcal{F}_7^{\sigma_1} \text{ (the single labeled vertex is depicted by a white square and the remaining vertices by black circles)}.
\]

Let \( M \) be the following \( 7 \times 7 \)-matrix.

\[
M = \frac{1}{12 \cdot 10^7} \begin{pmatrix}
18000000 & 244405956 & 640188285 & -1524146769 & 1386015580 & -732139362 & -129387078 \\
244405956 & 4779879134 & 1177441152 & -1783771230 & 2546923788 & -1397639394 & -143512208 \\
640188285 & 1177441152 & 432737372 & -317303211 & 1038156300 & -591902130 & -6785162 \\
-1524146769 & -317303211 & 1558670290 & -651906630 & 305728704 & 154692378 \\
1386015580 & 2546923788 & 1038156300 & -651906630 & 2285399634 & -1283125950 & -10755036 \\
-732139362 & -129387078 & -591902130 & 305728704 & -1283125950 & 714039016 & -1621938 \\
-129387078 & -143512208 & -6785162 & 154692378 & -10755036 & -1621938 & 23860164
\end{pmatrix}.
\]

The matrix \( M \) is a positive semidefinite matrix with rank six; the eigenvector corresponding to the zero eigenvalue is \((1, 0, 3, 1, 0, 3, 0)\). Let
\[
c_U = \sum_{i,j=1}^{7} M_{ij} E \cdot p(F_i, F_j; U_{\sigma_1}).
\]

The inequality (4.5) implies that
\[
0 \leq \sum_{U \in \mathcal{F}_7} c_U \cdot p(U, G) + o(1),
\]
which establishes (4.6). The inequality (4.7) is verified with computer assistance by evaluating the coefficient \( c_U \) and the quantity \( \pi_{3,f}(U) \) for each \( U \in \mathcal{F}_7 \). Since
$|\mathcal{F}_7| = 1044$, we do not list $c_U$ and $\pi_{3,f}(U)$ here. The computer programs that we used and their outputs have been made available on arXiv as ancillary files and are also available at [http://orion.math.iastate.edu/lidicky/pub/tile23](http://orion.math.iastate.edu/lidicky/pub/tile23).

The following lemma can be derived from the result of Haxell and Rödl [50] on fractional triangle decompositions or from a more general result of Yuster [93].

**Lemma 10.** Let $G$ be a graph with $n$ vertices. It holds that $\pi_3(G) \leq \pi_{3,f}(G) + o(n^2)$.

We now use Lemmas 9 and 10 to prove our main result.

**Theorem 9.** Every $n$-vertex graph $G$ satisfies $\pi_3(G) \leq \frac{1}{2} + o(1)\ n^2$.

**Proof.** Fix an $n$-vertex graph $G$. By Lemma 10, it is enough to show that $\pi_{3,f}(G) \leq \frac{1}{2} + o(1)\ n^2$.

Fix an optimal fractional 3-decomposition of $G[W]$ for every 7-vertex subset $W \subseteq V(G)$, and set the weight $w(e)$ of an edge $e$ to the sum of its weights in the optimal fractional 3-decomposition of $G[W]$ with $e \subseteq W$ multiplied by $\binom{n-2}{5}^{-1}$, and the weight $w(t)$ of a triangle $t$ to the sum its weights in the optimal fractional 3-decomposition of $G[W]$ with $t \subseteq W$ also multiplied by $\binom{n-2}{5}^{-1}$. Since each edge $e$ of $G$ is contained in $\binom{n-2}{5}$ subsets $W$, we have obtained a fractional 3-decomposition of $G$. The weight of this decomposition is equal to

$$\frac{1}{\binom{n-2}{5}} \sum_{W \in \binom{V(G)}{7}} \pi_{3,f}(G[W]) \leq \frac{\binom{n}{7}}{\binom{n-2}{5}} (21 + o(1)) = n^2/2 + o(n^2) ,$$

where the inequality follows from Lemma 9. We conclude that $\pi_{3,f}(G) \leq n^2/2 + o(n^2)$, which completes the proof.

The next corollary follows directly from Theorem 9.

**Corollary 5.** Every $n$-vertex graph with $n^2/4 + k$ edges contains $2k/3 - o(n^2)$ edge-disjoint triangles.

### 4.3 Alternative proof

In this section we present the original proof of Theorem 9 which combined the flag algebra method and regularity method arguments. In particular, we proved the fractional relaxation of Conjecture 3 in the setting of weighted graphs and with an additional restriction on its support; this statement was then combined with a blow-up lemma for edge-decompositions recently proved by Kim, Kühn, Osthus and
Tyomkyn [55]. It was then brought to our attention that the results from [50] allow obtaining our main result directly from the fractional relaxation, which is the proof that we presented earlier and submitted to the journal. We believe that the argument combining the flag algebra method and the blow-up lemma of Kim et al. [55] can be of independent interest and so we present the original proof of our result and its idea here.

We start by reviewing some non-standard definitions necessary for the proof.

4.3.1 Designs

An \((n,q,r,\lambda)\)-design is a collection \(\mathcal{B}\) of \(q\)-element subsets of an \(n\)-element set such that every \(r\)-element subset is in exactly \(\lambda\) elements of \(\mathcal{B}\). When \(\lambda\) is equal to one, the design is called a Steiner system. Designs do not exist for all choices of the parameters \(n, q, r\) and \(\lambda\). In particular, the parameters must satisfy that \(\binom{q-i}{r-i}\) divides \(\lambda\binom{n-i}{r-i}\) for every \(0 \leq i \leq r-1\). It was a long-standing open problem whether these necessary divisibility conditions are also sufficient for the existence of a design when \(n\) is large. The case where \(r = 2\) was solved by Wilson in a series of papers [90–92] in the 1970’s. However, the whole problem was settled only recently in a breakthrough paper by Keevash [54].

4.3.2 Regularity method

In this subsection, we review the basic notions related to the Szemerédi Regularity Lemma and the blow-up lemma for edge-decompositions of Kim, Kühn, Osthus and Tyomkyn [55].

We start with presenting three definitions that we use further in our exposition. Let \(G\) be a graph and \(V\) and \(W\) two disjoint subsets of its vertices. The density of the pair \((V, W)\) is equal to

\[
\text{d}(V,W) := \frac{e(V,W)}{|V||W|},
\]

where \(e(V,W)\) is the number of edges between \(V\) and \(W\).

Let \(G\) be a graph, \(V\) and \(W\) two disjoint subsets of its vertices, and \(\varepsilon \in (0,1)\). We say that the pair \((V, W)\) is \(\varepsilon\)-regular if the following holds for all subsets \(V' \subset V\) and \(W' \subset W\) with \(|V'| \geq \varepsilon|V|\) and \(|W'| \geq \varepsilon|W|\):

\[
|\text{d}(V,W) - \text{d}(V',W')| \leq \varepsilon.
\]

Let \(G\) be a graph, \(V\) and \(W\) two disjoint subsets of its vertices, and \(\varepsilon \in (0,1)\).
We say that the pair \((V, W)\) is \(\varepsilon\)-super-regular if

- \((V, W)\) is \(\varepsilon\)-regular,
- every vertex of \(V\) has at least \((d(V, W) - \varepsilon)|W|\) and at most \((d(V, W) + \varepsilon)|W|\) neighbors in \(W\), and
- every vertex of \(W\) has at least \((d(V, W) - \varepsilon)|V|\) and at most \((d(V, W) + \varepsilon)|V|\) neighbors in \(V\).

The Szemerédi Regularity Lemma reads as follows.

**Lemma 11 (Regularity Lemma).** For every real \(\varepsilon > 0\) and integer \(k_0 > 0\), there exists an integer \(K\) such that the vertices of every graph \(G\) with at least \(k_0\) vertices can be partitioned into \(k + 1\) subsets \(V_0, \ldots, V_k\) where \(k_0 \leq k \leq K\) such that

- \(|V_0| \leq \varepsilon|G|\),
- the sets \(V_1, \ldots, V_k\) have the same size, and
- all but at most \(\varepsilon k^2\) pairs \((V_i, V_j)\) are \(\varepsilon\)-regular.

Any partition \(V_0, \ldots, V_k\) with the three properties given in Lemma 11 is called an \(\varepsilon\)-regular partition.

Let \(G\) be a graph and \(V_0, \ldots, V_k\) an \(\varepsilon\)-regular partition. The regularity graph \(R_G\) with respect to the partition \(V_0, \ldots, V_k\) is the graph with \(k\) vertices such that the \(i\)-th and the \(j\)-th vertex, \(1 \leq i, j \leq k\), are adjacent if and only if \((V_i, V_j)\) is an \(\varepsilon\)-regular pair.

The following result was proven by Kim, Kühn, Osthus and Tyomkyn [55, Theorem 1.3]; we state the result in a version for non-spanning subgraphs, which is equivalent to the original statement.

**Theorem 10.** For all \(0 < d_0, \alpha_0 \leq 1\) and \(\Delta, r \in \mathbb{N}\), there exist \(\varepsilon_0 > 0\) and \(n_0 \in \mathbb{N}\) such that the following holds for all \(n \geq n_0\). Let \(H_1, \ldots, H_s\) be \(r\)-partite graphs such that each of them has \(r\) parts, each of size at most \(n\), and its maximum degree is at most \(\Delta\). If \(G\) is an \(r\)-partite graph with parts of sizes \(n\) such that every pair of its parts is \(\varepsilon_0\)-super-regular with density at least \(d_0\), and \(|H_1| + \cdots + |H_s| \leq (1 - \alpha_0)||G||\), then \(G\) contains edge-disjoint copies of \(H_1, \ldots, H_s\).

The following proposition is a direct corollary of Theorem 10.

**Proposition 4.** For every \(\alpha \in (0, 1)\) and every \(d \in (0, 1]\), there exists \(\varepsilon > 0\) and \(N \in \mathbb{N}\) with the following property. If \(G\) is a graph and \(V_1, V_2\) and \(V_3\) disjoint
Proof. Let \( \varepsilon = \varepsilon_0/3 \) and \( N = \lfloor n_0/(1 - 2\varepsilon) \rfloor \), where \( \varepsilon_0 \) and \( n_0 \) are the values from Theorem 10 applied with \( r = 3 \), \( \Delta = 2 \), \( d_0 = d/2 \) and \( \alpha_0 = \alpha/4 \). We can assume that \( \varepsilon \leq \frac{a}{8} \), \( d - 4\varepsilon \geq d_0 \) and \( n_0 \geq 4/\alpha \).

For \( i = 1, \ldots, 3 \), let \( V'_i \) be the set of all vertices \( v \in V_i \) such that \( v \) has at least \( (d(V_i, V_j) - \varepsilon)|V_j| \) and at most \( (d(V_i, V_j) + \varepsilon)|V_j| \) neighbors in \( V_j \), \( j \neq i \). Since all the pairs \( (V_i, V_j) \) are \( \varepsilon \)-regular, it follows that \( |V'_i| \geq (1 - 2\varepsilon)|V_i| \). Let \( V''_i \) be any \([((1 - 2\varepsilon)n] \)-element subset of \( V'_i \).

Let \( G' \) be the subgraph of \( G \) with the vertex set \( V''_1 \cup V''_2 \cup V''_3 \) and all edges between \( V''_1 \) and \( V''_2 \) with \( i \neq j \). Note that every pair \( (V''_i, V''_j) \) is \( \varepsilon_0 \)-super-regular with density at least \( d - 4\varepsilon \). Set \( H_i = K_3 \), where \( i = 1, \ldots, s \) and

\[
s = \lfloor (d - 4\varepsilon - \alpha/2)n^2 \rfloor \leq (d - 4\varepsilon - \alpha/2)n^2 + 1 \leq (d - 4\varepsilon - \alpha_0)n^2.
\]

Theorem 10 now implies that \( G' \) has at least \( s \geq (d - 4\varepsilon - \alpha/2)n^2 \geq (d - \alpha)n^2 \) edge-disjoint triangles. \( \square \)

4.3.3 Main result

We start by proving two auxiliary results: the first one, a fractional version of Conjecture 3 with an additional restriction; and the second one, a simple application of the probabilistic method which we include for completeness.

**Theorem 11.** Every \( n \)-vertex weighted graph \( G \) has a fractional 3-decomposition of weight at most \( n^2/2 + o(n^2) \) such that each edge is contained in at most five triangles with positive weight.

**Proof.** We can assume \( \binom{\gamma}{2} \) divides \( \binom{n}{2} \) and 6 divides \( n - 1 \) (if this were not the case, we would just add at most 42 isolated vertices to \( G \)). It follows that there exists \( (n, 7, 2, 1) \)-design. Let \( m \) be the number of edges of \( G \) and \( d_1, \ldots, d_m \) their weights in the non-decreasing order; set \( d_0 = 0 \). Let \( G_i, 1 \leq i \leq m \), be the spanning unweighted subgraph of \( G \) formed exactly by the edges of weight at least \( d_i \).

We construct a fractional 3-decomposition of \( G \) using the following random procedure. We first choose a \( (n, 7, 2, 1) \)-design \( B \) uniformly at random among all \( (n, 7, 2, 1) \)-designs on the vertex set of \( G \); it follows that every 7-vertex subset is included in \( B \) with the same probability, which is equal to \( \frac{n(n-1)}{42} \cdot \left(\begin{array}{c} n \\varepsilon_0 \end{array}\right)^{-1} \). Note that each pair of vertices of \( G \) is included in exactly one set contained in \( B \).
Fix an optimal fractional 3-decomposition of $G_i[B]$ for every subset $B$ in $\mathcal{B}$ and every $i = 1, \ldots, m$. For every edge $e$ of the graph $G$, we consider the unique subset of $B$ containing both end vertices of $e$ and define $w_i(e)$, $i = 1, \ldots, m$, to be the weight of $e$ in the fractional 3-decomposition of $G_i[B]$ if the weight of $e$ in $G$ is at least $d_i$ and to be zero otherwise. We next define weights $w_i(t)$ for each triangle $t$ of the graph $G$. If there is a subset $B$ in $\mathcal{B}$ containing all the three end vertices of $t$ and the weights of all three edges of $t$ are at least $d_i$, $i = 1, \ldots, m$, then $w_i(t)$ is the weight of $t$ in the fractional 3-decomposition of $G_i[B]$. Otherwise, $w_i(t)$ is equal to zero.

We set the weight $w(e)$ of an edge $e$ of $G$ to be

$$w(e) = \sum_{i=1}^{m} (d_i - d_{i-1}) w_i(e)$$

and the weight $w(t)$ of a triangle of $G$ to be

$$w(t) = \sum_{i=1}^{m} (d_i - d_{i-1}) w_i(t).$$

The definition of the graphs $G_i$ yield that $w$ is a fractional 3-decomposition of $G$. Moreover, if $w(t) > 0$ for a triangle $t$ of $G$, then all the three vertices of $t$ lie in the common subset $B$ in $\mathcal{B}$. In particular, each edge of $G$ is contained in at most five triangles of positive weight.

We now show that the expected weight of the fractional 3-decomposition $w$ is at most $n^2/2 + o(n^2)$. We use that every 7-vertex subset of vertices is included in $\mathcal{B}$ with the same probability, which implies that

$$\mathbb{E} \sum_e 2w(e) + \mathbb{E} \sum_t 3w(t) = \sum_{i=1}^{m} (d_i - d_{i-1}) \frac{n(n-1)}{42} \mathbb{E} U \pi_{3,f}(G_i[U]),$$

where $U$ is a uniform random subset of seven vertices of $G$. We next use Lemma 9 to derive the following from (4.8).

$$\mathbb{E} \sum_e 2w(e) + \mathbb{E} \sum_t 3w(t) \leq \sum_{i=1}^{m} (d_i - d_{i-1}) \frac{n(n-1)}{42} (21 + o(1))$$

$$= \sum_{i=1}^{m} (d_i - d_{i-1}) \frac{n^2}{2} + o(n^2)$$

$$= (d_m - d_0) \left( \frac{n^2}{2} + o(n^2) \right) \leq \frac{n^2}{2} + o(n^2).$$
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Hence, the expected weight of the fractional 3-decomposition $w$ is at most $n^2/2 + o(n^2)$.

**Lemma 12.** For every integer $r \in \mathbb{N}$ and reals $\varepsilon \in (0, 1/4)$ and $\delta \in (0, 1)$, there exists $n_0$ such that the following holds. For every graph $G$, every $\varepsilon$-regular pair $(V, W)$ of vertices of $G$ with $|V| = |W| \geq n_0$, and all non-negative reals $d_1, \ldots, d_r$ such that $d_1 + \cdots + d_r \leq d(V, W)$, there exists a partition $E_1, \ldots, E_r$ of the edges between $V$ and $W$ such that the pair $(V, W)$ when restricted to the edges in $E_i$, $i = 1, \ldots, r$, is an $3\varepsilon$-regular with density at least $d_i - \delta$.

We use the Chernoff Bound to prove the lemma, which we now state for reference.

**Proposition 5** (Chernoff Bound). Let $X$ be the sum of $n$ independent random zero-one variables, each being one with probability $p$. It holds

$$\Pr[|X - pn| \geq a] < 2e^{-\frac{a^2}{3pn}}$$

for every real $a \in \mathbb{R}$.

We are now ready to prove Lemma 12.

**Proof of Lemma 12.** Fix $r, \varepsilon$ and $\delta$, and consider a graph $G$ together with an $\varepsilon$-regular pair $(V, W)$ and reals $d_1, \ldots, d_r$ as in the statement of the lemma. We can assume without loss of generality that $d_1 + \cdots + d_r = d(V, W)$ and that $\delta \leq \varepsilon$. Also let $n = |V| = |W|$.

We randomly partition the edges between $V$ and $W$ into sets $E_1, \ldots, E_r$ in such a way that each edge is included in $E_i$ with probability $p_i = \frac{d_i}{d(V, W)}$ independently of the other edges. The probability that $E_i$ contains fewer than $(d_i - \delta)n^2$ edges or more than $(d_i + \delta)n^2$ edges is at most

$$2e^{-\frac{d_i^2n^2}{3p_in^2}} \leq 2e^{-\frac{\delta^2n^2}{3}} \quad (4.9)$$

by Proposition 5. Next consider subsets $V' \subseteq V$ and $W' \subseteq W$ with $|V'|, |W'| \geq 3\varepsilon n$. The probability that the density of the pair $(V', W')$ restricted to $E_i$ differs from $p_id(V', W')$ by more than $\varepsilon$ is at most

$$2e^{-\frac{d(V', W')^2n^2}{4p_i^2n^2}} \leq 2e^{-\frac{\varepsilon^2|V'||W'|}{4}} \leq 2e^{-3\varepsilon^4n^2} \quad (4.10)$$

by Proposition 5. Since the pair $(V, W)$ is $\varepsilon$-regular, it holds that $|d(V, W) - d(V', W')| \leq \varepsilon$. It follows that the probability that the density of the pair $(V', W')$
restricted to $E_i$ differs from $d_i$ by more than $2\varepsilon$ is at most $2e^{-3\varepsilon^4n^2}$. The union bound applied with the estimate (4.10) yields that the probability that there exist such subsets $V'$ and $W'$ for some $i$ is at most

$$r \cdot 2^{2n+1} \cdot e^{-3\varepsilon^3n^2}.$$  (4.11)

We now choose $n_0$ such that each of the estimates (4.9) and (4.11) is at most $1/2r$ for every $n \geq n_0$. Hence, there is a positive probability that every $E_i$, $i = 1, \ldots, r$, contains between $(d_i - \delta)n^2$ and $(d_i + \delta)n^2$ edges (inclusively), i.e., the density of $(V, W)$ restricted to $E_i$ is between $d_i - \delta$ and $d_i + \delta$, and that all subsets $V' \subseteq V$ and $W' \subseteq W$, $|V'|, |W'| \geq 3\varepsilon n$, satisfy that the density of the pair $(V', W')$ restricted to $E_i$ differs from $d_i$ by at most $2\varepsilon$. Since such a partition satisfies that the pair $(V, W)$ restricted to $E_i$ is $3\varepsilon$-regular (we use that $\delta \leq \varepsilon$) for every $i = 1, \ldots, r$, the statement of the lemma follows.

We are now ready to prove the main result of the paper.

**Theorem 12.** Every $n$-vertex graph $G$ satisfies that $\pi_3(G) \leq (1/2 + o(1))n^2$.

**Proof.** We show that for every $\delta > 0$, there exists $N$ such that $\pi_3(G) \leq n^2/2 + \delta n^2$ for every graph $G$ with $n \geq N$ vertices. Fix $\delta > 0$. We can assume without loss of generality that $\delta^{-1}$ is an integer.

Let $\varepsilon_a$ and $N_a$ be the values of $\varepsilon$ and $N$ from Proposition 4 applied for $\alpha = \delta/20$ and $d = a\delta/20$ where $a = 1, \ldots, 20\delta^{-1}$. Next set

$$\varepsilon = \min \{\delta/20, \varepsilon_1/3, \ldots, \varepsilon_{20\delta^{-1}}/3\} .$$

Let $n_f$ be such that the $o(n^2)$ term in Theorem 11 is at most $\delta n^2/20$ for all $n \geq n_f$. We apply the Szemerédi Regularity Lemma (Lemma 11) with $\varepsilon$ and $k_0 = \max\{20\delta^{-1}, n_f\}$ to get an integer $K$ and Lemma 12 with $r = 6, \varepsilon$ and $\delta/20$ to get an integer $n_0$, and set $N$ to be any integer larger than $n_0K(1-\varepsilon)^{-1}$ and larger than $N_aK(1-\varepsilon)^{-1}$ for $a = 1, \ldots, 20\delta^{-1}$.

Let $G$ be a graph with $n \geq N$ vertices. By the Szemerédi Regularity Lemma, there exists an $\varepsilon$-regular partition $V_0, \ldots, V_k$ of the vertex set of $G$, where $k_0 \leq k \leq K$. Let $R_G$ be the regularity graph with respect to the partition $V_0, \ldots, V_k$ and let $v_i$ be the vertex of $R_G$ corresponding to the part $V_i$, $i = 1, \ldots, k$. If $(V_i, V_j)$ is $\varepsilon$-regular, assign the edge joining $v_i, v_j$ the weight equal to $d(V_i, V_j)$.

By Theorem 11 the graph $R_G$ has a fractional 3-packing of total weight at most $k^2/2 + \delta k^2/20$ (since $k \geq n_f$). Fix such a fractional 3-packing, let $w(t)$ be the weight of a triangle $t$ of $R_G$ in the packing and $w(e)$ the weight of an edge $e$.  
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Consider an edge \( v_i v_j \) of \( R_G \). By Theorem 11, there are at most five triangles \( t \) containing \( v_i v_j \) with \( w(t) > 0 \). Lemma 12 yields that there exist disjoint subsets \( E'_{ij} \) of the edges between \( V_i \) and \( V_j \), where \( t \) ranges through the at most five triangles containing \( v_i v_j \) with \( w(t) > 0 \), such that \( E'_{ij} \) contains at least \( (w(t) - \delta/20)|V_i||V_j| \) edges and the pair \((V_i, V_j)\) restricted to \( E'_{ij} \) is \( 3\epsilon \)-regular. Fix such sets \( E'_{ij} \) for all \( \epsilon \)-regular pairs \((V_i, V_j)\).

Let \( n_V \) be the number of vertices contained in each of the parts \( V_1, \ldots, V_k \); note that \( n_V \geq n_0 \) by the choice of \( N \). For every triangle \( t = v_i v_j v_{i'} \) with \( w(t) > 0 \), we construct a large family of edge-disjoint triangles with edges from \( E_{ii'}, E_{ii''} \) and \( E_{i'i''} \). Let \( a \) be the largest integer such that \( w(t) \geq (a + 1)\delta/20 \). Note that \( n_V \geq N_a \) and that each of the sets \( E_{ii'}, E_{i'i''} \) and \( E_{i'i''} \) has density at least \( a\delta/20 \) between the corresponding vertex parts. We apply Proposition 4 for the sets \( V_i, V_{i'} \) and \( V_{i''} \) with edges from \( E_{ii'}, E_{i'i''} \) and \( E_{i'i''} \) and with \( \alpha = \delta/20 \) and \( d = \delta/20 \). This yields a family of at least \( dn_V^2 - \alpha n_V^2 \geq (w(t) - \delta/10)n_V^2 \) edge-disjoint triangles with edges from \( E_{ii'}, E_{i'i''} \) and \( E_{i'i''} \). Consider such a family of at least \( (w(t) - \delta/10)n_V^2 \) and at most \( w(t)n_V^2 \) triangles for each triangle \( t \) with \( w(t) > 0 \) and let \( T \) be the union of all such families for \( t \) with \( w(t) > 0 \). Note that the number of triangles contained in \( T \) is at most

\[
\sum_t w(t)n_V^2 \leq \frac{n^2}{k^2} \sum_t w(t) .
\]

(4.12)

Since each edge \( v_i v_j \) of \( R_G \) is contained in at most five triangles with positive weight, we obtain that if \((V_i, V_j)\) is an \( \epsilon \)-regular pair, then the triangles contained in \( T \) cover all but at most \((w(v_i, v_j) + \delta/2)n_V^2 \) edges between \( V_i \) and \( V_j \).

We next estimate the number of edges that are not between \((V_i, V_j)\) forming an \( \epsilon \)-regular pair. There are three kinds of such edges: those incident with a vertex from \( V_0 \), those with both end vertices inside \( V_i \) for some \( i = 1, \ldots, k \) and those between parts \( V_i \) and \( V_j \), \( 1 \leq i < j \leq k \), such that \((V_i, V_j)\) is not \( \epsilon \)-regular. The number of edges incident with a vertex from \( V_0 \) is at most

\[
|V_0|n \leq \epsilon n^2 \leq \delta n^2/20 .
\]

(4.13)

The number of edges with both end vertices inside the same part \( V_i \) for some \( i = 1, \ldots, k \) is at most

\[
k \left( \frac{n_V}{2} \right) \leq \frac{n^2}{2k} \leq \frac{n^2}{2k_0} \leq \delta n^2/40 .
\]

(4.14)

Finally, the number of edges between parts \( V_i \) and \( V_j \), \( 1 \leq i < j \leq k \), such that
\[(V_i, V_j)\] is not \(\varepsilon\)-regular is at most
\[\varepsilon k^2 n_V^2 \leq \varepsilon n^2 \leq \delta n^2 / 20.\] (4.15)

Using (4.13), (4.14) and (4.15), we conclude that the number of edges not contained in a triangle in \(T\) is at most
\[
\frac{5\delta n^2}{40} + \sum_e (w(v_i, v_j) + \delta/2)n^2_V \leq \frac{\delta n^2}{8} + \frac{n^2}{k^2} \sum_e w(v_i, v_j)
= \frac{3\delta n^2}{8} + \frac{n^2}{k^2} \sum_e w(v_i, v_j). \tag{4.16}
\]

Since the total weight of the fractional 3-packing of \(R_G\) is at most \(k^2/2 + \delta k^2/20\), we get from (4.12) and (4.16) that the triangles from \(T\) and the edges not covered by \(T\) (viewed as complete graphs of order two) form a 3-packing of \(G\) of total weight at most
\[
\frac{3\delta n^2}{4} + \frac{n^2}{k^2} \left( \sum_e 2w(v_i, v_j) + \sum_t 3w(t) \right) \leq \frac{3\delta n^2}{4} + \frac{n^2}{k^2} \left( \frac{k^2}{2} + \frac{\delta k^2}{20} \right) \leq \frac{n^2}{2} + \delta n^2.
\]

The proof of the theorem is now finished. \(\Box\)

### 4.4 Further remarks

We tried to prove Lemma 9 in the non-fractional setting, i.e., to show that \(E_\pi \pi_3(G[W]) \leq 21 + o(1)\). Unfortunately, the computation with 7-vertex flags yields only that \(E_\pi \pi_3(G[W]) \leq 21.588 + o(1)\). We would like to remark that if it were possible to prove Lemma 9 in the non-fractional setting, we would be able to prove Theorem 9 without using additional results as a blackbox: we would consider a random \((n, 7, 2, 1)\)-design on the vertex set of an \(n\)-vertex graph \(G\) as in the alternative proof in Section 4.3 and apply the non-fractional version of Lemma 9 to this design.

Finally, we would also like to mention two open problems related to our main result. Theorem 9 asserts that \(\pi_3(G) \leq n^2/2 + o(n^2)\) for every \(n\)-vertex graph \(G\). However, it could be true (cf. the remark after Problem 41 in [89]) that \(\pi_3(G) \leq n^2/2 + 2k\) for every \(n\)-vertex graph \(G\). The second problem that we would like to mention is a possible generalization of Corollary 5, which is stated in [89] as Problem 42. Fix \(r \geq 4\). Does every \(n\)-vertex graph with \(\frac{r-2}{2r-2}n^2 + k\) edges contain \(\frac{2}{r}k - o(n^2)\) edge-disjoint complete graphs of order \(r\)?
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