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ABSTRACT
Product recommender systems are often deployed by e-commerce websites to improve user experience and increase sales. However, recommendation is limited by the product information hosted in those e-commerce sites and is only triggered when users are performing e-commerce activities. In this paper, we develop a novel product recommender system called METIS, a MeRchaniT Intelligence recommender System, which detects users’ purchase intents from their microblogs in near real-time and makes product recommendation based on matching the users’ demographic information extracted from their public profiles with product demographics learned from microblogs and online reviews. METIS distinguishes itself from traditional product recommender systems in the following aspects: 1) METIS was developed based on a microblogging service platform. As such, it is not limited by the information available in any specific e-commerce website. In addition, METIS is able to track users’ purchase intents in near real-time and make recommendations accordingly. 2) In METIS, product recommendation is framed as a learning to rank problem. Users’ characteristics extracted from their public profiles in microblogs and products’ demographics learned from both online product reviews and microblogs are fed into learning to rank algorithms for product recommendation. We have evaluated our system in a large dataset crawled from Sina Weibo. The experimental results have verified the feasibility and effectiveness of our system. We have also made a demo version of our system publicly available and have implemented a live system which allows registered users to receive recommendations in real time.

Categories and Subject Descriptors
I.2.7 [Artificial Intelligence]: Natural Language Processing—Text analysis; H.3.1 [Information Storage and Retrieval]: text mining
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1. INTRODUCTION
Recent years have witnessed a great success of e-commerce websites such as Amazon and eBay as they transcend geographical barriers and allow individuals or business to form transactions anywhere and anytime. A technique widely adopted by e-commerce companies is to exploit product recommender systems to improve user experience and increase sales. Research has found that product recommendation largely influences consumers’ purchase decisions and is likely to boost sales [23, 26, 14].

Generally speaking, there are two major challenges in the design of product recommender systems. Firstly, it is difficult to find out users’ demographic information, which is essential for making right recommendations to right person. Existing recommender systems relying on collaborative filtering explore techniques for matching users with similar interests and make recommendations on this basis. Nevertheless, it is well-known that collaborative filtering suffers from the “cold-start” problem when a recommender system knows little about a new user. Secondly, existing recommender systems embedded in e-commerce websites can only make recommendations when users are performing e-commerce activities in those websites, which cannot capture users’ instantaneous purchase intents outside those websites.

Although there has been much research work on online product recommendation [24, 10, 14], most studies only focus on constructing solutions for certain e-commerce websites and are thus constrained by the information available there. In our work here, rather than relying on limited information available in any specific e-commerce website, we aim to develop a generic online product recommender system by exploring vast amount of information available externally such as that on social media platforms.

Online social media has already become the new arena of our lives and involved different aspects of our social presence from day to day. Through online activities such as chatting with friends and posting short status updates, online social networks (OSNs) have become important platforms where users discuss their needs and desires [11], and even disclose their personal information [3]. Thus, in this paper, we propose to capture users’ purchase intents from OSNs and develop a generic product recommender system not limited to any specific e-commerce website. In particular, we develop our recommender system based on a microblogging service.
platform due to the following reasons: 1) Microblogs contain abundant data from which users’ purchase intents can be easily discovered; 2) Microblogs are continuously updated which implies that users’ purchase intents are also updated in real time. This is especially attractive for developing an effective product recommender system; 3) Microblogs contain public profiles of users, including age, sex and/or professions, from which we can extract users’ demographic characteristics.

In this paper, we present the development of a novel product recommender system called METIS, a MErchanT Intelligence recommender System. The main characteristics of METIS that distinguishes itself from traditional product recommender systems are as follows: 1) METIS was developed based on a microblogging service platform which naturally addresses the aforementioned two challenges. First, users’ public profiles on microblogs can be used to extract their demographic characteristics. Second, users’ purchase intents can be instantaneously discovered from their tweets and the constantly updated purchase intents allow the development of a more effective recommender system not constrained by the limited information available in any specific e-commerce website. 2) The core to the METIS system is a novel demographic based recommendation algorithm which learns product demographics by leveraging knowledge from online social media. Product demographic, sometimes called the target audience, of a product or service is a collection of the characteristics of the people who buy that product. The features derived from both product demographics and the extracted users’ characteristics can be fed into any learning to rank algorithm for real-time product recommendation. 3) We also propose an effective method for semi-automatic acquisition of training data for the learning to rank framework. This makes our system more practical since it does not rely on actual transaction records from any e-commerce website.

2. OVERVIEW OF THE SYSTEM

Our system, METIS, aims to link users’ purchase intents with the real-world products in an online fashion. In specific, when a user published a tweet describing her purchase intent, METIS will first identify her purchase intent, then extract her demographic characteristics, and finally return a list of recommended products based on some similarity measurement between a user and products to a user. We propose a novel demographic-based recommendation algorithm which learns product information into the same demographic attribute feature space.

- **Purchase intent detection.** This component aims to detect users’ purchase intents in near real-time. In order to reduce noise, irrelevant tweets are first filtered using a manually constructed keyword list. Then a classification-based method [11] is employed to identify tweets containing purchase intents. While only textual features were used to learn classifiers in [11], we propose to consider users’ demographic information in addition to the lexical and syntactic information derived from tweets.

- **Demographic information extraction.** This component is divided into two parts: user demographics extraction and product demographics extraction. In the user side, we extract users’ demographic information from their public profiles in a microblogging site; while in the product side, we propose two ways to leverage information from social media by extracting online product reviews on e-commerce websites and the followings/mentions information on microblogs. For both users and products, we map their demographic information into the same demographic attribute feature space.

- **Product recommendation.** This is the core component of the system which returns a list of recommended products to a user. We propose a novel demographic-based recommendation algorithm where similarity measurement is performed between a user and products based on features derived from their demographic information which are subsequently combined in a learning to rank framework for making product recommendation with high accuracy.

For the development of our system, we choose a microblogging platform, Sina Weibo\(^1\), which is the largest Chinese microblogging site. We have crawled all the information for a set of 5 million active users on Weibo via an authenticat-ed API, including their tweets, following relationships and public profiles. We have retrieved a total of 1.7 billion tweets from these 5 million active users within a half-year time span from January 2013 to June 2013. We also choose a e-commerce website, Jingdong\(^2\), the largest B2C e-commerce website, for the selection of products for making recommendations. It is worth mentioning that our system can be easily extended to cover multiple e-commerce websites. For our experiments, we choose three popular product types in Jingdong: laptop, camera and phone. In total, these three product categories contain 3,155 products and 1.13 million user reviews. To deal with such big data, we build our back-end system based on distributed indexing which allows the retrieval of information of users or products in a quick way.

**Preliminary concepts**

We present some preliminary concepts before delving into the details of our system.

\(^1\)http://weibo.com

\(^2\)http://jd.com
Purchase-intent tweet. By following the definition in [11], a tweet is defined as a purchase-intent tweet if it explicitly expresses a desire or interest of buying some product. Here we only consider explicit expressions of buying desires and ignore implicit purchase intents since the latter is more difficult to detect. Note that we do not assume that the author of a tweet is the one who wants to buy a potential product. In an example tweet below:

Please recommend! My son wants to buy a Samsung phone less than $200.

The potential customer of Samsung phone is My son, not the author of the tweet.

Product demographics. The product demographics 3, sometimes called the target audience, of a product or service is a collection of the characteristics of the people who buy that product or service. A demographic profile (often shortened as “a demographic”) provides enough information about the typical member of this product to create a mental picture of this hypothetical aggregate. For example, a product demographic might refer to the single, female, middle-class, age 18 to 24, college educated.

Knowing information such as the income status, age and tastes of users can help companies sell more, branch out to other groups and create more products that appeal to target buyers. Instead of identifying these useful demographic attributes manually, we start with the attributes in users’ public profile on Weibo. With reference to the marketing studies [20, 28], we have identified six major demographic attributes: gender, age, marital status, education, career and interests. To quantitatively measure these attributes, we have further discretized them into different bins. We summarize the details of the demographic attributes in Table 1.

We use probabilities to characterize the demographics of a product. Formally, let \( A \) denote the set of attributes and \( V_\alpha \) denote the set of values for an attribute \( \alpha \). For a product \( e \), its demographic distribution of an attribute \( \alpha \) is \( \theta^{(e,\alpha)} = (\theta^{(e,\alpha)}_v)_{v \in V_\alpha} \), where \( \theta^{(e,\alpha)}_v \) is the proportion of the target consumers with the value \( v \) for attribute \( \alpha \). Since \( \sum_v \theta^{(e,\alpha)}_v = 1 \). Furthermore, we use the set of attribute distributions to represent the product demographics, i.e. \( \{ \theta^{(e,\alpha)}_v \}_{\alpha \in A} \).

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>male, female</td>
</tr>
<tr>
<td>Age</td>
<td>1-11, 12-17, 18-30, 31-45, 46-59, 60+</td>
</tr>
<tr>
<td>Marital Status</td>
<td>single, engaged, loving secretly, married, relationship seeking, benefit of one’s spouse, separated, divorced, ambiguous, loving</td>
</tr>
<tr>
<td>Education</td>
<td>literature, natural science, engineering, social sciences, medical science, art, others</td>
</tr>
<tr>
<td>Career</td>
<td>internet technology, designing, media, service industry, manufacturing, medicine, scientific research, management, others</td>
</tr>
<tr>
<td>Interests (Weibo tags)</td>
<td>travel, photography, music and movie, computer games, Internet surfing, other</td>
</tr>
</tbody>
</table>

User profile. User profile, which is also called user demographics, is similar to product demographics. Formally, given a user \( u \) and the considered attribute set \( A \), we use \( D_u = \{ v^{(u,\alpha)} \}_{\alpha \in A} \) to denote the user’s profile, where \( v^{(u,\alpha)}_\alpha \) is the value of attribute \( \alpha \). On Sina Weibo, a user is required to fill in some attributes in her public profile during registration, which can be modified later.

3. PURCHASE INTENT DETECTION

The task of purchase intent detection on microblogs was first studied in [11] where a classification model is learned to classify a tweet automatically into one of the two categories (containing or not containing purchase intents). While only textual features were used in [11] for classifier training, we additionally explore users’ demographic information in learning classifiers for purchase intent detection. Furthermore, only a small set of 1,335 tweets were tested in [11]. Instead, we have explored several ways to improve the efficiency of purchase intent detection in order to achieve the near real-time performance when dealing with large amount of social stream data.

3.1 Fast Generation of Candidate Purchase-Intent Tweets

Tweets are produced at a dramatic rate. There are on average 100 million tweets generated within a day on Sina Weibo. It is not feasible to directly apply purchase intent classification on such a huge amount of data. Thus, a keyword filtering method is first used to only keep tweets that are likely to contain purchase intents. An annotator major in commerce service is invited to compile a list of purchase indicator keywords which is shown in Table 2. We process the data stream in an online mode by distributing the data into multiple servers. We use a fast string search algorithm to keep tweets that contain at least one purchase indicator keyword in our list for subsequent processing.

| Table 2: List of purchase indicator keywords and their English translations. |
|-----------------------------|-----------------------------|
| buy (买), recommend (推荐), change (换), which is better (哪个更好), cheap (便宜), cost (价值), auction (拍卖), on sale (降价), price (价格), need (需要), shopping (购物) |

3.2 Intent Classification

We train an intent classifier based on the following features:

Textual features. Hollerit et al. [11] used highly discriminative n-gram features which consist of consecutive words (e.g. “buy cheap”) or Part-of-Speech (POS) tags (e.g. “VB JJ”) ranked by the chi-squared statistic for training intent classifiers. Intuitively, a word together with its POS tag in a tweet can represent more complete semantics than a single word or POS tag. Thus, we consider a word together with its POS tag as a feature unit. For example, for a phrase “buy cheap JJ”, instead of generating two separate features “buy cheap” and “VB JJ”, we only generate a single feature “buy-VB cheap JJ” and call it lexical-POS feature.

Demographic features. The second type of features we consider is users’ demographic information which is incorporated as additional context to supplement the textual evidence. For example, given two tweets respectively from a female and a boy, both tweets have mentioned “transformer model”. Intuitively, the boy’s tweet is more likely to contain a purchase intent. As such, we also extract users’ demographic features containing the six attributes presented in Table 1 for intent classifier training.

4. PRODUCT DEMOGRAPHICS LEARNING

It is relatively easy to obtain users’ demographic information from their public profiles in Sina Weibo. In this section,
we focus on extracting product demographic information, also called target audience or target consumer, from social media. Previously, product demographics are derived from either user surveys [1] or commercial purchase records [10]. As have been discussed earlier, we focused on the six demographic attributes shown in Table 1. We propose to leverage demographic related knowledge from online product reviews and the followings/mentions information on microblogs.

4.1 Demographics Extraction from Online Product Reviews

The first resource we consider is online product reviews. We have found that users might explicitly mention demographic related information in their reviews in addition to their opinions. For example, in a sentence “I bought my son this phone” from a product review, the phrase “buy my son” indicates that the current product is suitable for the author’s son, who is a potential target consumer. In this example, we can see that “buy somebody something” is an important pattern for deriving the demographic knowledge which is embedded in a phrase my son which we call a demographic phrase. We want to collect statistics of such demographic related phrases in order to reliably derive patterns expressing demographic information.

We first propose to use a bootstrap algorithm to iteratively extract frequent patterns and demographic phrases. Then we further study how to convert these patterns into demographic statistics. The bootstrapping algorithm for the extraction of demographic phrases is presented in Algorithm 1, in which we iteratively extract new patterns and identify demographic phrases with the extracted patterns. The function ExtractDemographicPhrase(p, s) aims to identify the demographic phases in a review sentence s by using the pattern p. Here we only consider extracting nouns, noun phrases, adjectives, and numbers. Note that this algorithm is very flexible to deal with data in an online mode by setting the set of identified patterns P as the seed set for new data.

Given a product e, we obtain a set of its related demographic phrases \( R_e \) which have at least 10 occurrences in our data. We then map these phrases into six demographic dimensions as has been previously described in Table 1 using a list of pre-defined rules. For example, given a phrase “my little son”, we can map it into two dimensions “male/(sex)” and “12~17/(age)”. We maintain a counter \( \#(a, v) \) which counts the number of times phrases being mapped to value v of the attribute a. Finally, we use Laplace smoothing (a.k.a. adding one smoothing) to estimate the demographic distribution of a product e for an attribute a as follows

\[
\delta_{a,v}^{(e)} = \frac{\#(a,v) + 1}{\sum_{v' \in V_a} \#(a, v') + |V_a|}.
\]

where \( V_a \) is the set of all possible values of attribute a. \( \delta_{a,v}^{(e)} \) is a valid probability since \( \sum_{v' \in V_a} \delta_{a,v'}^{(e)} = 1 \). Thus, for each attribute of a product, we can model the aggregated statistics as a distribution over a set of all possible attribute values, and a higher probability value indicates a more prominent characteristic of the product for that attribute.

4.2 Demographics Extraction from Microblogs

The second type of resources we consider is the information collected from microblogs. The rationale behind is that given a product, we could capture the “like” evidence, i.e. positive opinions, of users on the product. Such users can be treated as potential target audience for that particular product. As a result, the profiles of these users can be aggregated as the product demographics. We detect users’ endorsements on a certain product in microblogs by considering the following two most common user behaviors:

- **following**: a brand or a product usually has its official account on microblogs. We take the followers of these official accounts as the potential target audience.
- **mentioning**: if a user is interested in a product, she may publish tweets to explicitly express her positive opinions on the product. Given a product, we retrieve the tweets containing the product name through simple keyword matching. We then use the machine learning based approach proposed in [17] for the detection of polarity (positive, negative) of the tweet. We use review sentences with users’ five-star ratings as training data: positive (> 3 stars) and negative (< 3 stars). Only tweets with positive polarity are treated as the supporting evidence, and their authors are considered as the product’s target audience.

Given a product e, let \( U_e \) denote the set of its target users who are selected from either the following or the mentioning categories mentioned above. It is worth noting that in both following and mentioning categories, users may not be directly related to a specific product (e.g., “iPhone 5S”), instead they may be related to a brand (e.g., “iPhone”) or a company (e.g., “Apple”). We introduce \( b_e \) to denote the brand or company of a product e. We then aggregate the target audience of \( b_e \) by following the similar approach, and denote it as \( U_{b_e} \). Also, for users in \( U_e \) and \( U_{b_e} \), we further perform spam user filtering by considering their followings/followers, tweet contents and interactions with other users.

The demographic distribution of a product e for attribute a taking the value v is calculated by combing the estimation

**Algorithm 1**: Bootstrapping algorithm for extracting demographic phrases from online reviews.

1. Input: review sentence corpus C, seed purchase-intent patterns
2. Output: an set of identified demographic patterns \( P \) and a set of identified demographic phrases \( R_e \)
3. \( P' \leftarrow \) seed demographic patterns;
4. \( P \leftarrow \) seed demographic patterns;
5. \( R_e \leftarrow \emptyset \);
6. \( R \leftarrow \emptyset \);
7. repeat
8. \( R' \leftarrow \emptyset \);
9. for each pattern \( p \in P' \) do
10. for each sentence \( s \in C \) do
11. if \( p \) exists in \( s \) then
12. \( R' \leftarrow R' \cup \text{ExtractDemographicPhrase}(p, s) \);
13. end
14. end
15. \( P' \leftarrow \emptyset \);
16. for each sentence \( s \in C \) do
17. for each demographic phrase \( i \in R' \) do
18. \( P' \leftarrow P' \cup \text{GeneratePatterns}(s, i) \);
19. end
20. end
21. \( P' \leftarrow \text{ExtractTopFrequentPatterns}(P') \);
22. \( P \leftarrow P \cup P' \);
23. \( R \leftarrow R \cup R' \);
24. until No new pattern is identified;
25. return An set of identified demographic patterns \( P \) and a set of identified demographic phrases \( R_e \).
computed from $\mathcal{U}_a$ and $\mathcal{U}_b$ through the Jelinek-Mercer (JM) smoothing method:

$$
\theta_{x,i} = (1-\lambda) \times \frac{\sum_{u \in \mathcal{U}_a} 1[u.a = v]}{\sum_{u'} \sum_{u'' \in \mathcal{U}_b} 1[u.a = v']} + \lambda \times \frac{\sum_{u' \in \mathcal{U}_a} 1[u.a = v]}{\sum_{u'' \in \mathcal{U}_b} 1[u.a = v']}.
$$

where $1[\cdot]$ is the indicator function which returns 1 only when the condition is true and $\lambda$ is the interpolation coefficient, which is empirically set to be 0.3 in our experiments. The target audience of a product is constructed based on both the information related to itself and that related to its corresponding brand or company.

**Summary**

In this section, we have presented two methods to leverage information from social media for product demographics learning. As such, we have two types of feature representations for product demographics. We do not attempt to combine them into a unified representation, instead, we keep them separate. As will be discussed later, the learning to rank algorithms can automatically assign optimal weights to these two feature types.

5. LEARN TO RANK FOR PRODUCT RECOMMENDATION

Now we discuss how to devise the product recommendation algorithm. A good recommendation algorithm should satisfy two main criteria [2]: 1) it is flexible to incorporate various types of useful information. 2) the algorithm is easy to understand for future extension and the ranking results are intuitive to explain. For the first criterion, we develop a learning to rank framework for product recommendation, which can be used on any types of features. For the second criterion, we represent products and users in the same demographic feature space, which makes our results easy to explain. Our proposed framework is generic and can be deployed with any ranking algorithms.

Our algorithm consists of two main steps: 1) candidate product generation; 2) learning to rank.

5.1 Candidate product generation

Recall that we have identified the purchase-intent tweets in Purchase Intent Detection. The authors of these tweets are treated as potential consumers, and the tweets reveal purchasing needs from users. In this section, we study how to generate candidate products based on users’ profiles and their purchase-intent tweets.

**Requirement identification.** A user’s requirement of a certain product can be derived from the identified purchase-intent tweets. We consider an example here:

Please recommend! I want to buy a Samsung phone less than $200.

In this example, we need to detect the user’s requirement of price < $200 for a brand, Samsung phone. To build a product knowledge base for products, we have indexed all the product related information such as brand, price, and screen size. Regular expressions have been compiled for each information field and users’ requirements are identified by using the regular expression patterns. We generate a list of candidate products which fulfil the identified requirements.

**Complicated query analysis.** By default, the author of a purchase-intent tweet will be the potential customer of its related product. However, we have noticed that there are a considerable number of purchase-intent tweets, in which the potential consumer is not the author of the tweets. See the following example:

Please recommend! I want to buy my son a Samsung phone.

The author of this tweet is a female, and if simply taking her as the potential customer of the phone, the recommender system would generate inappropriate recommendations. Although it is very challenging to solve this problem, our current approach naturally address this issue. Recall that we have extracted a set of demographic phrases such as “my son”. We can create a set of virtual users with the profiles of this specific identity (“my son”). Once we have found that a tweet contains such an identify indicator, we will take its corresponding profile for product recommendation.

**Candidate product list pruning.** Although we only select the products which fulfill the identified requirements, the number of candidate products is still large which is not suitable for the learning to rank algorithms. For this reason, we select at most 30 best-sale products among the candidate products as the input to the learning to rank algorithms in the next step.

5.2 Learning to Rank

Having identified the purchase requirements of a potential consumer, we now discuss how to recommend products with the demographic information of both users and products. We formulate the task as a ranking problem and adopt the learning-to-rank algorithm as our solution. We first introduce the learning to rank framework briefly.

**A brief introduction to learning to rank.** In learning (training), a number of queries and their corresponding retrieved documents are given. Furthermore, the relevance levels of the documents with respect to the queries are also provided. The relevance levels are represented as ranks. The objective of learning is to construct a ranking function (model) which achieves the best results in ranking of the training data by minimizing a loss function. Ideally the loss function is defined on the basis of the performance measure used in testing. In retrieval (testing), given a query, the system returns a ranked list of documents in a descending order of the relevance scores which are calculated using the ranking function.

**Ranking for product recommendation.** Learning to rank was originally proposed for information retrieval. We first make a connection between product recommendation and information retrieval. In our task, a purchase-intent tweet can be understood as a query and an adopted product can be understood as a relevant document. For convenience, we use the term “query” to denote a purchase-intent tweet.

To formulate our product recommendation problem as a ranking task, we assume that there are a set of purchase-intent tweets (i.e. queries) $Q = \{q^{(1)}, q^{(2)}, ..., q^{(m)}\}$ during training. A purchase-intent tweet (query) $q^{(i)}$ is associated with a set of $n^{(i)}$ candidate products $\{p^{(i)}_1, ..., p^{(i)}_{n^{(i)}}\}$. For each candidate product, let $y^{(i)}_j$ denote the judgment on product $p^{(i)}_j$ with respect to query $q^{(i)}$. The value of $y^{(i)}_j$
can be either discrete or continuous, and a higher value indicates a better recommendation for the query \( q^{(i)} \). A feature vector \( \mathbf{x}^{(i)} \) can be constructed for each query-product pair \((q^{(i)}, p^{(i)})\). The aim of the learning task is to derive a ranking function \( f \) such that, for each feature vector \( \mathbf{x}^{(i)} \) (corresponding to \( q^{(i)} \) and \( p^{(i)} \)), it outputs a recommendation score \( f(\mathbf{x}^{(i)}) \) for product ranking.

To learn the ranking function \( f \), there are three general approaches [15]:

- **Pointwise approach.** It reduces ranking to regression or classification on single documents. That is, we build the ranking function \( f \) by approximating \( f(\mathbf{x}^{(i)}) \) to the corresponding relevance score \( y^{(i)} \).
- **Pairwise approach.** It no longer assumes absolute relevance, which reduces ranking to classification on product pairs w.r.t. the same query. That is, given a query \( q^{(i)} \), we only focus on the relative preference order between a pair of candidate products \( p^{(i)} \) and \( p^{(i)} \).
- **Listwise approach.** Instead of reducing ranking to regression or classification, it performs learning directly on product lists, and an entire ranked list is treated as a learning instance. That is, for query \( q^{(i)} \), the ranking function focuses on learning a list of relevance scores \( (y^{(i)}(1), \ldots, y^{(i)}(n)) \) given the list of feature vectors \( (\mathbf{x}^{(i)}(1), \ldots, \mathbf{x}^{(i)}(n)) \).

We define our task in a generic way such that all the above approaches can be used. Another important problem is how to construct the feature vector for each instance, which is usually the basis of good performance for learning to rank algorithms. We mainly consider two types of features:

**Query-independent product features.** This type of features are independent of the specific query. Intuitively, the product sale follows “rich-gets-richer,” i.e. a user is more likely to buy a product with more successful sales history and more positive comments. Based on this intuition, we use the following features: the sales history of a product \( (\text{sale}) \) and the overall rating score of a product \( (\text{rating}) \). We also incorporate the overall polarity score of a product \( (\text{polarity}) \) as the third feature. In our dataset, we have found that popular products usually have similar high rating scores. Thus, we consider looking into the reviews and derive the polarity scores based on the opinionated user reviews. Here we follow the unsupervised method in [22] with an open Chinese opinion lexicon to transform review content into polarity scores within the interval of \([-1, 1]\). For new products, we can smooth these features with the generalized information at the brand level.

**Query-dependent product features.** Query-dependent product features are extracted based on a potential user and a candidate product. We quantify the match degree between a user and a product based on their six-dimensional demographic attribute values (see Table 1). Formally, given a user \( u \) and a candidate product \( e \), we set the feature value of attribute \( a \) as the probability in the demographic distribution of \( e \):

\[
x_{u.a}^{e} = \theta_{a}(e_{u.a}) ,
\]

where \( e_{u.a} \) denotes the value of attribute \( a \) for user \( u \) and \( \theta_{a} \) is the demographic distribution defined in Equation 1 and 2. Intuitively, if a user closely matches a product, the user will be a representative of the target consumers of the product. Note that we have learnt the demographic distributions from both online reviews and microblogs, and for each attribute, we can obtain two different feature values. Instead of simply combining both values, we keep them separate and let the ranking function learn the weights automatically. The weights of the demographic features learned by a ranking function provide an intuitive way to explain the results. Although we have only evaluated our proposed recommender algorithm on the aforementioned features, the algorithm can be easily extended to incorporate other types of features.

**Semi-automatic acquisition of training data.** The performance of learning to rank algorithms highly relies on the amount of training data. Previous studies tend to use transaction records (users’ actual purchase decisions) from online e-commerce websites as supervised information [24]. However, such data are not always available as e-commerce companies could choose not to reveal their transaction data. Even with the availability of transaction data, it is still difficult to link users across microblogs and e-commerce websites, which makes it infeasible for the evaluation of our current task. Here, we propose a novel approach to acquire training data semi-automatically which is motivated by the following two example tweets from the same user:

**Oct 1, 2012** Please recommend! I want to buy my son a Samsung phone.
**Oct 4, 2012** Done! I have bought Galaxy II for my lovely son!

In the first tweet, a user expressed her desire to buy a Samsung phone for her son. The user subsequently reported that she has purchased a product. The above example forms a query-decision pair, which can be naturally converted into a training instance.

To extract such query-decision pairs, we first identify purchase-intent tweets. Then for each tweet, a set of tweets from the same author which were subsequently published in a week time have also been retrieved. We compile some cue phrases which are indicative of reporting purchase decisions, e.g., “have bought something”. With such cue phrases, we can then identify those tweets potentially reporting purchasing decisions. We subsequently invite a human judge to manually examine whether these tweets actually report buying decisions. The query-decision pairs can then be used as training instances for the learning to rank algorithms.

6. **EXPERIMENTS**

In our work here, we chose Sina Weibo, the largest Chinese microblogging service, as the microblogging platform, and Jingdong, the largest Chinese B2C e-commerce company, as the e-commerce product database. Our recommender system aims to recommend products on Jingdong to users who have expressed explicit purchase intents on microblogs. We evaluate our recommender system in two aspects: purchase intent detection and product recommendation. All the data used in our experiments will be made available.

6.1 **Evaluation on Purchase Intent Detection**

**Construction of the dataset.** To construct the dataset for the evaluation of purchase intent detection, we first randomly select 10,000 tweets which contain at least one keyword expressing purchase intent as listed in Table 2. Then two annotators are asked to label the tweets as containing
purchase intents or not by following the guidelines introduced in [11]. The Cohen’s Kappa agreement coefficient between annotators is 0.85, which indicates a high-level agreement. By only keeping the tweets which receive the same labels from both annotators, we end up with 4,134 purchase intent tweets and 5,352 non-purchase intent tweets.

**Methods to compare.** We evaluate the following methods for purchase intent detection:

- **Baseline**. Use textual features as proposed in [11].
- **Baseline+D**. Textual features + demographic features.
- **Ours**. Lexical-POS features.
- **Ours+D**. Lexical-POS features + demographic features.

We train the Support Vector Machines (SVMs) with two different kernels, linear and RBF, on the feature sets mentioned above.

**Results and analysis.** It can be observed from the results presented in Table 3 that using our proposed lexical-POS features (Ours) outperforms the baseline model using textual features only (Baseline). In particular, the improvement is more significant with the RBF kernel where over 13% improvement is observed. Adding demographic features to textual features (Baseline+D) improves upon Baseline by 1% with the linear kernel and 4.7% with the RBF kernel. However, additionally incorporating demographic features into our proposed lexical-POS features (Ours+D) only gives marginal improvements compared to Ours. Overall, the best performance of 81.8% in F-measure is achieved using a combination of lexical-POS and demographic features trained on SVMs with the RBF kernel.

**6.2 Evaluation on Product Recommendation**

**Construction of the dataset.** We choose three popular product types, phone, camera, and laptop, for the construction of our dataset for the evaluation of product recommendation. We follow the method of semi-automatic acquisition of query-decision pairs described in Section 5.2 to build our dataset. The statistics of these three product types is summarized in Table 4.

<table>
<thead>
<tr>
<th>Types</th>
<th>#brands</th>
<th>#models</th>
<th>#query-decision pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>phone</td>
<td>57</td>
<td>1,584</td>
<td>170</td>
</tr>
<tr>
<td>camera</td>
<td>25</td>
<td>724</td>
<td>406</td>
</tr>
<tr>
<td>laptop</td>
<td>25</td>
<td>829</td>
<td>437</td>
</tr>
</tbody>
</table>

**Methods to compare.** We evaluate our proposed recommender system using two representative learning to rank algorithms from each of the categories, pointwise, pairwise and listwise:

- **Pointwise**: MART [9], RandomForest (RF) [5];
- **Pairwise**: Ranksvm [12], RankBoost [8];
- **Listwise**: Listnet [6], AdaRank [27].

These learning to rank algorithms are trained on two types of features, query-independent features and query-dependent features. We use product sales (sale), product polarity scores (polarity), and product rating scores (rating) as query-independent features. The query-dependent features, or demographic based features, are derived from online reviews in the Jingdong website and microblogs from Sina Weibo, which are denoted as JD and Weibo respectively.

The open source toolkit, RankLib\(^4\) is used for the implementation of these learning to rank algorithms. For each algorithm, five-fold cross-validation is performed and the results are averaged over five such runs.

In our task, the purchase history on e-commerce websites is not available. Thus, existing approaches relying on purchase history [24, 14] are not suitable to be used as baselines. For comparison, we built three baselines with each of them using one of the three query-independent features to rank products from our generated candidate product list.

**Evaluation metrics.** The evaluation metrics adopted here are precision at $k$ ($p@k$) and Normalized Discounted Cumulative Gain (NDCG), which are commonly used in information retrieval. For $p@k$, we consider the relevance at the product model level, i.e. the specific product actually purchased as described in a tweet is treated as the only relevant product. To compute $p@k$, we calculate the proportion of queries for which we have made the correct recommendations in the top $k$ positions. NDCG takes into account both the ranking positions and the quality grade of products, and is defined as follows:

$$
NDCG(Q, k) = \frac{1}{|Q|} \sum_{j=1}^{Q} Z_{k,j} \sum_{m=1}^{k} \frac{R(j,m) - 1}{\log_2(1 + m)},
$$

where $Q$ is the set of queries, $Z_{k,j}$ is the normalizer for the $j$th query which denotes the ideal ranking score for the top $k$ positions, and $R(j,m)$ is the relevance level of the $m$th product for the $j$th query. For $R(j,m)$, we mainly consider three relevance levels: relevant (2), partially-relevant (1) and non-relevant (0). For each query, there is only one relevant product which matches a user’s final purchase decision. If a product model does not match the final product purchased but has the same brand, it is treated as partially-relevant. For all the other cases, products are treated as non-relevant.

**Overall performance comparison.** It can be observed from Table 5 that the learning to rank methods are much more effective than the three simple baselines. Furthermore, the performance of the pointwise approach is much better than that of pairwise and listwise approaches. The listwise approaches perform the worst due to the difficulty in obtaining the full product ordered list for training since there is usually only one correct product decision and the ordering of irrelevant products is not available. In the pointwise category, MART works very well and nearly achieves the best performance for both $p@k$ and NDCG@$k$ in all the three categories, except that it is slightly worse than RandomForest for $p@5$ in the “Laptop” category. Overall, for all methods, the performance in the “Phone” category is much

\(^4\)https://sourceforge.net/p/lemur/wiki/RankLib/
worse than that of “Camera” and “Laptop”. This is because there are more brands and models but much fewer training instances in the “Phone” category compared to the other two categories as shown in Table 4.

**Feature selection and analysis.** As have been previously mentioned, we have a set of three query-independent features, *sale*, *polarity* and *rating*, denoted as *spr*. We also have two types of query-dependent features *Weibo* generated from microblogs in Sina Weibo, and *JD* derived from online reviews in Jingdong. We build our recommender systems using the best learning to rank algorithm, MART, trained from different types of the features. The results are presented in Table 6. We can see that 1) the combination of all the features achieves the best performance; and 2) demographic features derived from online reviews in Jingdong and those extracted from microblogs are effective to improve the recommendation performance. Combining these two types of demographic features (*Weibo + JD*) yields a competitive performance compared to that of using all the features.

Table 6: Samples of the learnt product demographic based on microblogs.

<table>
<thead>
<tr>
<th>Types</th>
<th>Metrics</th>
<th>Baselines</th>
<th>Pointwise</th>
<th>Pairwise</th>
<th>Listwise</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHONE</td>
<td>p@0.01</td>
<td>0.094</td>
<td>0.226</td>
<td>0.573</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NDCG@0.05</td>
<td>0.170</td>
<td>0.256</td>
<td>0.573</td>
<td></td>
</tr>
<tr>
<td>CAMERA</td>
<td>p@0.01</td>
<td>0.000</td>
<td>0.606</td>
<td>0.605</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NDCG@0.05</td>
<td>0.094</td>
<td>0.641</td>
<td>0.573</td>
<td></td>
</tr>
<tr>
<td>LAPTOP</td>
<td>p@0.01</td>
<td>0.019</td>
<td>0.608</td>
<td>0.573</td>
<td></td>
</tr>
<tr>
<td></td>
<td>NDCG@0.05</td>
<td>0.054</td>
<td>0.495</td>
<td>0.573</td>
<td></td>
</tr>
</tbody>
</table>

Table 7: Performance comparison with different types of features for MART. *Both* denotes *Weibo + JD*.

<table>
<thead>
<tr>
<th>Types</th>
<th>Metrics</th>
<th>spr</th>
<th>Weibo</th>
<th>JD</th>
<th>Both</th>
<th>all</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHONE</td>
<td>0.179</td>
<td>0.282</td>
<td>0.282</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.094</td>
<td>0.226</td>
<td>0.226</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CAMERA</td>
<td>0.030</td>
<td>0.485</td>
<td>0.485</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.094</td>
<td>0.641</td>
<td>0.641</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LAPTOP</td>
<td>0.096</td>
<td>0.245</td>
<td>0.245</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.094</td>
<td>0.495</td>
<td>0.495</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NDCG@0.05</td>
<td>0.157</td>
<td>0.228</td>
<td>0.228</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.094</td>
<td>0.573</td>
<td>0.573</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Impact of the completeness of user profiles.** In Table 1, we have presented the six demographic attributes. It is worth noting that not all users will fill in all the attributes in their public profiles. We want to check how the system performance is affected by the completeness of user profiles. We first analyze the dataset of three product categories in Table 4, where a query-decision pair corresponds to a unique Weibo user. The average number of attributes a user has filled in for each product category is as follows: 2.73 ± 1.10 (laptop), 2.66 ± 1.12 (camera) and 2.81 ± 1.07 (phone). Our evaluation results show that our system generally works well when a user has filled in three or more attributes, and *age*, *sex* and *interest tags* have been identified as the top three most important attributes by using the leave-one-out evaluation test. To examine the applicability of our system on a large Weibo user population, we compute the proportion of the user demographic attributes that can be found in the public profiles of the 5 million Weibo users: *sex* (100%), *age* (36.7%), marital status (4.6%), education (26.3%), career (12.9%) and *tags* (65.7%). It can be seen that apart from marital status, all the other attributes have considerable filled-in values, especially the identified top three most important attributes. Among the 5 million Weibo users, 44.1% of them have filled in at least three attributes and 26.5% of them have filled in all the identified top three most important attributes. These statistics provide a support evidence to our demographic based approach.

6.3 Efficiency analysis

Our dataset consists of 5 million users and 1.7 billion tweets, and about 113 tweets are published every second. As mentioned in Section 3, we use keyword filtering to reduce the number of tweets for subsequent processing. That is, tweets that do not contain any of the keywords express...
ing purchase intents are filtered. After keyword filtering, 3,380,894 tweets have been retained. By averaging this statistics into seconds, there would be 0.216 tweet generated per second. Our dataset covers roughly 10% of the entire Weibo data stream from active users. In this case, our purchase intent detection module will need to deal with about 0.216 \times 10 = 2.16 tweets per second. We conduct the experiments on servers equipped with an Quad-core ATOM opterontm processor 8380 operating at 2.5 GHz running Red Hat Linux version 9.1 and equipped with 70 GB of physical memory. Table 9 shows the running time performance of various steps in our recommender system by running on a single server with a single thread. Here, we chose linear kernel for SVM for the trade-off between accuracy and speed for purchase intent detection. It can be observed from Table 9 that our approach has a very competitive throughout of tweets per second, which is much larger than 2.16.

Table 9: Running time performance of each step in our recommender system. \textit{“t/s” denotes “tweets per second”}

<table>
<thead>
<tr>
<th>Step</th>
<th>“t/s”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purchase intent keyword filtering</td>
<td>761.380/t/s</td>
</tr>
<tr>
<td>Feature extraction for intent detection</td>
<td>901.16/t/s</td>
</tr>
<tr>
<td>Purchase intent classification (SVM linear)</td>
<td>217.19/t/s</td>
</tr>
<tr>
<td>Requirement identification &amp;</td>
<td>284.48/t/s</td>
</tr>
<tr>
<td>Feature extraction for recommendation</td>
<td>204.29/t/s</td>
</tr>
</tbody>
</table>

7. DEPLOYMENT OF THE REAL SYSTEM

We have implemented two versions of the aforementioned product recommender system (in Chinese).

Demo system. We have implemented a demo system which simulates the Weibo stream by processing our canned data collected between January and June of 2013. The system processes an entire Weibo data stream from active users. In this case, our purchase intent detection module in a pipeline mode, i.e. the identified purchase intent tweets are directly forwarded into the product recommendation module in the same server as shown in Figure 1. Finally, the master server collects and returns the results. User privacy has also been considered in the system design: all the user profiles are encrypted in our system and are transparent to the developers.

8. RELATED WORK

Our work is mainly related to three lines of research:

Product recommendation. Early work on product recommendation mainly relies on collaborative filtering which makes recommendations based on matching users with similar interests [19, 2, 14]. Collaborative filtering suffers from the “cold start” problem. Recently, there have been some attempts to incorporate information from online social networks into recommendation [21]. In particular, demographic information has been shown to be useful to improve the recommendation performance [13, 18, 10]. Our work is related to the aforementioned research. Nevertheless, we presented the first study which identifies users with purchase needs on social networks and make product recommendations by jointly considering both users’ and products’ demographic information. Some design issues and suggested guidelines for the development of product recommender systems have been previously discussed in [23, 26]. We have followed the suggested guidelines but proposed different methodologies for the implementation of our system.

Learning to rank. Learning to rank was originally proposed in information retrieval, where it aims to incorporate various features in a formal way to improve the ranking performance of the retrieved results [15]. In this paper, we formulate the product recommendation task as a learning to rank problem and evaluate various learning to rank algorithms on both the query-dependent and query-independent features derived from social media data. The learning to rank algorithms we tested include pointwise approaches, MART [9] and RandomForest [5], pairwise approaches, RankSVM [12] and RankBoost [8], and listwise approaches, ListNet [6] and AdaRank [27].

Social networking mining. Commercial intent detection and analysis has been performed on the Web data [7] and social media data such as Twitter [11]. The correlation between external events and commercial intents on microblogs have been studied in [25]. We also consider automatically detecting purchase intents from microblogs but with different feature representation and with an additional incorporation of users’ demographic features. Furthermore, we have explored efficient implementation of purchase intent detection in order to achieve the near real-time performance when dealing with large amount of social stream data.

In recent years, there has been some work on identifying individual’s demographic characteristics such as age, gender and interests from social media data [16, 4]. In this paper, we directly extract users’ demographic information from their public profiles in Sina Weibo. We will explore automatic methods in inferring users’ demographic attributes as future work.

9. CONCLUSIONS

In this paper we have presented a novel demographic based product recommender system which detects users’ purchase intents from their microblogs in near real-time and makes product recommendations based on matching the users’ de-
mographic information extracted from their public profiles with product demographics learned from microblogs and online reviews. Unlike traditional product recommender systems which are often designed for some specific e-commerce websites and can only make recommendations when users are performing e-commerce activities in those websites, our system is not constrained by any particular e-commerce website and can make instantaneous product recommendations to users who have expressed their purchase intents in microblogs.

We have conducted extensive experiments on large-scale microblog data crawled from Sina Weibo. The experimental results have verified the feasibility and effectiveness of our proposed recommender system. We have also made a demo version of our system publicly available and have implemented a live system which allows registered users to get instantaneous product recommendations whenever they need. We believe our study will have profound influence on both research and industrial communities. In future work, apart from exploring methods to automatically infer users' demographic information from social media data, we will also investigate other potentially useful features to be incorporated into our recommender system.
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