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COMPARING THE MORSE INDEX AND THE FIRST BETTI NUMBER OF MINIMAL HYPERSURFACES

LUCAS AMBROZIO, ALESSANDRO CARLOTTO AND BEN SHARP

Abstract

By extending and generalising previous work by Ros and Savo, we describe a method to show that in certain positively curved ambient manifolds the Morse index of every closed minimal hypersurface is bounded from below by a linear function of its first Betti number. The technique is flexible enough to prove that such a relation between the index and the topology of minimal hypersurfaces holds, for example, on all compact rank one symmetric spaces, on products of the circle with spheres of arbitrary dimension and on suitably pinched submanifolds of the Euclidean spaces. These results confirm a general conjecture due to Schoen and Marques-Neves for a wide class of ambient spaces.

1. Introduction

Since Lawson \cite{16} constructed closed embedded minimal surfaces of arbitrary genus in the round three-dimensional sphere, many ingenious ways of producing an abundance of closed embedded minimal hypersurfaces in general Riemannian manifolds have been discovered.

A few remarkable examples show how powerful and diverse these methods can be. While Hsiang and Lawson \cite{14} have found all homogeneous minimal hypersurfaces of the round spheres in all dimensions, Hsiang \cite{12, 13} (and Hsiang-Sterling \cite{15}) discovered infinitely many embedded non-totally geodesic hyperspheres in round spheres of certain dimensions (in particular, in four dimensions). Kapouleas showed how to construct closed embedded minimal surfaces in three-manifolds with a generic metric by gluing and desingularization methods (see \cite{16} for a survey of these methods). Based on a min-max theory for the area functional developed by Almgren, Pitts \cite{27} and Schoen and Simon \cite{32} proved that every \((n + 1)\)-dimensional closed Riemannian manifold contains at least one embedded minimal hypersurface (containing possibly a singular set of codimension seven). The basic idea is to apply the min-max variational approach to one-parameter families of sweep-outs of the ambient manifold by closed hypersurfaces. More recently, by using \(k\)-parameters sweep-outs, Marques and Neves \cite{24} proved that under the assumption of positiveness of the Ricci curvature, these ambient spaces
contain in fact infinitely many embedded minimal hypersurfaces (which are, as in the previous result, smooth in low dimensions). A broad overview of these methods and of many of their intriguing applications are provided in the ICM lectures by Marques [22] and, with more emphasis on mix-max techniques, by Neves [26].

A different task is to understand the geometric and topological properties of this variety of examples. For instance, the construction by Kapouleas-Yang [17] yields sequences of minimal surfaces with uniformly bounded area and unbounded genus. Simon and Smith [36] (see also Colding and De Lellis [9]) have proven that their min-max method applied to sweep-outs of the three dimensional sphere, endowed with an arbitrary Riemannian metric, by one-parameter families of two dimensional spheres produces an embedded minimal two-sphere. Still in three dimensions, Ketover [18] proved that the genus of the min-max surface is controlled in an effective way by the genus of the surfaces in the sweep-outs (see also the previous work by De Lellis and Pellandini [11]).

More generally, one could be interested in understanding the general properties of the set of embedded minimal hypersurfaces in a given manifold. For example, it has been shown by Choi and Schoen [7] that in an ambient three-manifold with positive Ricci curvature, the set of all embedded minimal surfaces with genus bounded by a fixed constant is compact in the strongest sense.

In addition to the most basic topological and geometric properties of closed minimal hypersurfaces, there is an important analytic quantity, the (Morse) index. Roughly speaking, the index of a minimal hypersurface counts the maximal number of directions the hypersurface can be deformed in such way that its volume is decreased. In many situations, the index of a minimal hypersurface controls its topology and geometry. The following examples are good illustrations of this phenomenon. Schoen and Yau [33] proved that an embedded closed orientable stable (= index zero) minimal surface in an orientable three-manifold with positive scalar curvature is necessarily a two-sphere. In these ambient manifolds, Chodosh, Ketover and Máximo [5] have recently proved that the set of closed embedded minimal surfaces with bounded index cannot contain sequences of surfaces with unbounded area or genus (see also the work of the second-named author for the case of bumpy metrics [4]). Going beyond three-dimensions, the compactness result of the third-named author [34] (and later extended in the joint paper [1]) is key in proving that, when the ambient \((n+1)\)-manifold has positive Ricci curvature and \(2 \leq n \leq 6\), the set of closed embedded minimal hypersurfaces with a fixed bound on their index and volume contains only finitely many diffeomorphism types (more general results have been recently obtained by Buzano and the third-named author [2], see also [5]). There are even
cases where closed minimal hypersurfaces can be classified by their index: Urbano \cite{37} proved that the only embedded minimal surfaces of the three-sphere that have index at most five are the totally geodesic equators and the Clifford tori. This contribution turned out to be crucial in the proof of the Willmore conjecture by Marques and Neves \cite{23}. In fact, it is expected that the index of a hypersurface obtained by min-max methods is bounded from above by the number of parameters of the family of sweep-outs considered and, under extra assumptions, is equal to such number. A significant contribution to this conjecture has been very recently presented in \cite{25}. As the above examples show, this type of results provide a very important tool to understand the min-max hypersurfaces, especially in higher dimensions.

In this article, we shall be concerned with the general problem of comparing two different “measures of complexity” of a minimal hypersurface inside a positively curved Riemannian manifold. In this respect, it has been conjectured that the index controls the basic topological invariants of minimal hypersurfaces in an effective way.

**Conjecture.** [Schoen, Marques-Neves \cite{22,26}] Let \((N^{n+1}, g)\) be a closed Riemannian manifold with positive Ricci curvature. There exists a positive constant \(C\) such that, for every closed embedded minimal hypersurface \(M^n\), the following inequality holds

\[
\text{index}(M) \geq Cb_1(M).
\]

In fact, we expect a similar conclusion to hold, under the very same assumptions on the ambient manifold, not only for \(b_1(M)\) but for all Betti numbers of \(M^n\), namely we expect the Morse index of \(M^n\) to be bounded from below by a positive constant times the sum of the Betti numbers of the hypersurface in question. However, we remark that this assertion is actually equivalent to the aforementioned conjecture unless the dimension of the ambient manifold is greater or equal than five.

Notice that some positiveness assumption on the curvature is essential, as the manifolds \((\Sigma^2_{\gamma} \times S^1, g + d\theta^2)\), where \((\Sigma^2_{\gamma}, g)\) is an orientable surface of arbitrary genus \(\gamma \geq 2\) with a metric of constant Gaussian curvature \(-1\), have non-positive sectional curvature and contain stable minimal surfaces of genus \(\gamma\).

A particular example of an ambient manifold for which this conjecture has been already verified is the round sphere \(S^{n+1}\) (of arbitrary dimension). The result is due to Savo (see \cite{30} and Theorem 5 below). Roughly speaking, Savo’s approach to the problem was to use each harmonic one-form on a minimal hypersurface \(M^n\) to produce a set of functions that generate variations that decrease the area of the hypersurface (in mean). Then it was argued that if the index of \(M^n\) were too small compared to its first Betti number (= dimension of the space of harmonic one-forms, by Hodge’s Theorem), one would reach a contradiction.
Savo’s work was preceded by the work of Ros (see [29] and references therein for partially similar contributions). Considering flat three dimensional tori, Ros observed that, when a harmonic one-form on a closed minimal surface is viewed as a vector field of \( \mathbb{R}^3 \) along the surface, its coordinates have the behaviour described above. In particular, he proved that the index of such surfaces is bounded from below by an affine function (whose coefficients do not depend on the particular surface) of their first Betti numbers (see Theorem 16 in [29]). In [38], Urbano used essentially the same method to prove the analogous result for closed minimal surfaces inside the product of the unit circle with a two-dimensional sphere of radius greater or equal than one.

The aim of the present paper is to extend this approach to other positively curved ambient manifolds, and to give a unified method to address the above conjecture within this framework. We work in the most general setting: given an ambient manifold \((\mathcal{N}^{n+1}, g)\) that lies isometrically inside some Euclidean space \(\mathbb{R}^d\) (for some \(d\) big enough) and a minimal embedded hypersurface \(M^n\) inside of it, we consider two kinds of test functions constructed from a harmonic one-form on \(M^n\), both inspired by the works of Ros and Savo, both dependent on the specific isometric embedding of the ambient manifold in the Euclidean space (see Proposition 1 and Proposition 2 in Section 3). In particular, we obtain the following result.

**Theorem A.** Let \((\mathcal{N}^{n+1}, g)\) be a Riemannian manifold that is isometrically embedded in some Euclidean space \(\mathbb{R}^d\). Let \(M^n\) be a closed embedded minimal hypersurface of \((\mathcal{N}^{n+1}, g)\).

Assume that for every non-zero vector field \(X\) on \(M^n\),

\[
\int_M \left[ \text{tr}_M (\text{Rm}^\mathcal{N}(\cdot, X, \cdot, X)) + \text{Ric}^\mathcal{N}(N, N)|X|^2 \right] dM
\]

\[
> \int_M \left[ (|II(\cdot, X)|^2 - |II(X, N)|^2) + (|II(\cdot, N)|^2 - |II(N, N)|^2)|X|^2 \right] dM
\]

where \(\text{Rm}^\mathcal{N}\) denotes the Riemann curvature tensor of \(\mathcal{N}^{n+1}\), \(II\) denotes the second fundamental form of \(\mathcal{N}^{n+1}\) in \(\mathbb{R}^d\) and \(N\) is a local unit normal vector field on \(M^n\).

Then

\[
\text{index}(M) \geq \frac{2}{d(d-1)} b_1(M).
\]

See Sections 2 and 3 for more details, and also for the precise geometric meaning of the inequality (1).

Specializing the above result, we were able to check that the conjecture quoted above is true in a number of ambient spaces. In particular, we prove the conjecture for the projective spaces \(\mathbb{R}P^{n+1}, \mathbb{C}P^n, \mathbb{H}P^p, \mathbb{C}uP^2\) endowed with their standard metrics. Together with the round sphere,
these spaces comprise all compact rank one symmetric spaces, i.e., all compact symmetric spaces with positive sectional curvature (see \cite{28}).

Theorem B. Any closed, embedded minimal hypersurface of a compact rank one symmetric space is such that its first Betti number is bounded from above by a constant times its index. The constant depends only on the dimension of the ambient manifold.

As we shall see in Subsection \(5.3\) proving the index conjecture for \(\mathbb{C}P^n\) turns out to be rather subtle, as one needs to handle (in fact: to rule out) the borderline case when equality holds in (1). This requires a delicate \textit{ad hoc} argument, which is presented in Appendix A.

Going beyond highly symmetric examples and the positive Ricci curvature assumption, we also verified that the same control of the first Betti number by the index also holds for minimal surfaces in sufficiently pinched convex hypersurfaces of the Euclidean spaces (Theorem 12), in three-manifolds that satisfy a pinching condition for the scalar curvature (Theorem 13) and in the product of circles with spheres of any dimension (Theorem 10). In fact, our methods also allow to prove the index estimate for products of spheres \(S^p \times S^q\) unless both factors have dimension equal to two (Theorem 11).

Furthermore, we would like to point out that when \(n = 2\) and \(\text{Ric}^N > 0\), the area estimate of Choi-Wang \cite{8} and Choi-Schoen \cite{7} coupled with our upper bound on the first Betti number yields an effective affine area bound on any minimal surface in \((N^3, g)\) solely in terms of the index.

We conclude this introduction with a few remarks. Firstly, we observe that if the pinching condition in Proposition 3 holds for certain ambient manifolds \((N^{n+1}, g)\) in \(\mathbb{R}^d\), then it will also hold, possibly with a slightly larger \(\eta\), for small \(C^2\) perturbations of \((N^{n+1}, g)\) in \(\mathbb{R}^{d+k}\), \(k \geq 0\). This in particular shows that the method is flexible enough to deal with isometric embeddings that are definitely not “rigid” nor very symmetric, which seems to be a new and peculiar feature of our approach. Secondly, although the methods used in this paper indicate that, under certain curvature conditions of the ambient manifold, the topology of a minimal hypersurface contributes to its index, the converse is not true. For example, the infinitely many embedded minimal three-spheres in the round four-sphere discovered by Hsiang have uniformly bounded area but their indexes are not uniformly bounded (this fact can be seen as consequence of the the third-named author’s compactness theorem \cite{34}, see \cite{3} for further discussion and generalizations). Finally, the case of the complex projective space (see Theorem 7) has special interest, since it shows that our results are somehow peculiar to the codimension one scenario as there are plenty of algebraic curves of any genus in the complex projective space that are area-minimising.
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2. Basic material

In this section, we set some notations that will be used throughout the paper and recall some relevant definitions and results.

2.1. Two-sided and one-sided hypersurfaces. Let \((\mathcal{N}^{n+1}, g)\) be a complete Riemannian manifold. Let \(M^n\) be a closed, immersed hypersurface in \(\mathcal{N}^{n+1}\). We can distinguish these immersions by their normal bundles: \(M^n\) is called two-sided when this bundle is trivial, and one-sided otherwise.

When \(M^n\) is two-sided, we can choose a smooth normal unit vector field \(N\) along \(M^n\). When \(M^n\) is one-sided, we can construct a two-to-one cover \(\pi : \hat{M}^n \to M^n\) that is a two-sided immersion of \(\hat{M}^n\) into \(\mathcal{N}^{n+1}\). More precisely, \(\hat{M}^n\) is the set of pairs \((x, N)\), where \(x\) belongs to \(M^n\) and \(N\) is some unit vector in \(T_x \mathcal{N}\) normal to \(T_x M\), \(\pi\) is the obvious projection, the deck transformation \(\tau\) sends \((x, N)\) to \((x, -N)\) and the field \(\hat{N}((x, N)) = N\) gives a trivialization of the normal bundle of the immersion \(\pi : \hat{M}^n \to M^n \subset \mathcal{N}^{n+1}\).

When \(\mathcal{N}^{n+1}\) is orientable, \(M^n\) is one-sided if and only if \(M^n\) is non-orientable, in which case the above construction defines precisely the oriented double cover of \(M^n\).

In order to handle the case when \(M^n\) may not be orientable, we convene to denote by \(dM\) the Riemannian density of \(M^n\) (for which we refer the reader, for instance, to the last section in chapter 14 of [21]). We shall remind the reader that the divergence theorem does hold true in such setting (see e.g. Theorem 14.34 in [21]), which enables us to
perform integration by parts whenever needed. In any event, this is only 
relevant for Subsection 5.2, 5.4 and 5.6 as in all other examples we are 
about to analyze the manifold \( \mathcal{N}^{n+1} \) is simply-connected, which ensures 
that any closed embedded hypersurface \( M^n \) in \( \mathcal{N}^{n+1} \) is automatically 
two-sided and orientable.

2.2. Isometric embeddings. By Nash’s embedding theorem, we can 
consider any ambient manifold \( (\mathcal{N}^{n+1}, g) \) to be isometrically embedded 
in some Euclidean space \( \mathbb{R}^d \) of sufficiently high dimension \( d \). Let \( D \) 
denote the Levi-Civita connection of the Euclidean space and \( \nabla \) denote 
the Levi-Civita connection of \( (\mathcal{N}^{n+1}, g) \). The relationship between them 
is given by the formula

\[
D_X Y = \nabla_X Y + II(X, Y),
\]

where \( X, Y \) are vectors fields tangent to \( \mathcal{N}^{n+1} \) and \( II(X, Y) \) is a section 
of the normal bundle of \( \mathcal{N}^{n+1} \) in \( \mathbb{R}^d \). \( II \) is the second fundamental form 
of \( \mathcal{N}^{n+1} \) in \( \mathbb{R}^d \).

A useful formula is the Gauss equation for the embedding of \( \mathcal{N}^{n+1}, g \) 
in \( \mathbb{R}^d \): for all vector fields \( X, Y \) on \( \mathcal{N}^{n+1} \),

\[
(2) \quad Rm^N(X, Y, X, Y) = \langle II(X, X), II(Y, Y) \rangle - |II(X, Y)|^2,
\]

where \( Rm^N \) denotes the Riemann curvature tensor of \( \mathcal{N}^{n+1}, g \). 
According to our convention, \( Rm^N(X, Y, X, Y) \) gives the sectional curvature 
of the two-dimensional plane generated by \( X \) and \( Y \) if \( X, Y \) are 
ortthonormal.

Similarly, we have the Gauss equation for \( M^n \) inside of \( \mathcal{N}^{n+1}, g \),

\[
(3) \quad Rm^M(X, Y, X, Y) = Rm^N(X, Y, X, Y) + \langle A(X, X), A(Y, Y) \rangle - |A(X, Y)|^2,
\]

where \( A \) denotes the second fundamental form of \( M^n \) in \( \mathcal{N}^{n+1} \). According 
to our conventions, when \( M^n \) is two-sided with unit normal field \( N \), \( A \) is given by 
\( A(X, Y) = -g(\nabla_X N, Y)N \) for all \( X, Y \) on \( M^n \). The induced Riemannian connection on \( M^n \) will be denoted by \( \nabla^M \).

2.3. The Morse index. A closed embedded hypersurface \( M^n \) in \( \mathcal{N}^{n+1}, g \) 
is called minimal when the first variation of its \( n \)-dimensional volume 
is zero for all variations generated by flows of vector fields \( X \in \mathcal{X}(\mathcal{N}) \). 
Equivalently, \( M^n \) is minimal when the trace of its second fundamental 
form is identically zero.

The index form of an embedded minimal hypersurface \( M^n \) in \( \mathcal{N}^{n+1} \) 
is the quadratic form \( Q \) on the set of smooth sections \( W \) of the normal
bundle of $M^n$ in $\mathcal{N}^{n+1}$ defined by

$$Q(W, W) = -\int_M \langle J_M(W), W \rangle dM$$

$$= \int_M |\nabla_M W|^2 - (Ric^N(W, W) + |A|^2 |W|^2) dM,$$

where $J_M$ is the Jacobi operator acting on the normal bundle of $M^n$,

$$J_M W = \Delta_M^\perp W + Ric^N(W)^\perp + |A|^2 W.$$

In the above formulae, $\nabla_M^\perp$ denotes the connection of the normal bundle of $M^n$, $\Delta_M^\perp$ is the Laplacian of this connection, $A$ denotes the second fundamental form of $M^n$ and the Ricci tensor of $\mathcal{N}^{n+1}$ is viewed as an endomorphism of the tangent bundle of $\mathcal{N}^{n+1}$.

In fact, $Q(W, W)$ gives precisely the second variation of the volume of $M^n$ at $t = 0$ under a flow $\phi_t$ generated by any vector field $X \in \mathcal{X}$(N) that coincides with $W$ on $M^n$ (see e.g. [10]).

The index of a closed embedded minimal hypersurface $M^n$ of $\mathcal{N}^{n+1}$ is the maximal dimension of a vector space of sections of its normal bundle restricted to which the index form is negative definite. Geometrically, the index measures how many directions one can deform $M^n$ to decrease its volume.

The index can be more easily computed when $M^n$ is two-sided. In this case, the sections of the normal bundle can be identified with the set of smooth functions $\phi$ on $M^n$, the index form of $M^n$ corresponds to the quadratic form

$$Q(\phi, \phi) = \int_M |\nabla_M^\perp \phi|^2 - (Ric^N(N, N) + |A|^2) \phi^2 dM,$$

and the Jacobi operator can be seen as the Schrödinger type operator

$$J_M \phi = \Delta_M^\perp \phi + Ric^N(N, N) \phi + |A|^2 \phi.$$

The index of $M^n$ is then the number of negative eigenvalues of $J_M$.

When $M^n$ is one-sided, the sections of its normal bundle can be identified with the odd functions on the two-sided cover $\hat{M}^n$, i.e. the smooth functions $\phi$ on $M^n$ such that $\phi \circ \tau = -\phi$. One can then compute the index of $M^n$ by counting the number of negative eigenvalues of $J_{\hat{M}}$ restricted to the space of odd functions on $\hat{M}^n$ (see [37]).

2.4. Harmonic forms. (see, for example, [28]). In a closed Riemannian manifold $(M^n, g)$, the Hodge-Laplace operator is the second order differential operator $\Delta_p$ acting on $p$-forms defined by

$$\Delta_p = dd^* + d^*d$$
where \( d : \Omega^p(M) \to \Omega^{p+1}(M) \) is the exterior differential and \( d^* : \Omega^p(M) \to \Omega^{p-1}(M) \) is the formal adjoint\(^1\) of \( d \), defined with respect to the metric \( g \). A \( p \)-form \( \omega \) is called harmonic when \( \Delta_p \omega = 0 \).

As \( M^n \) is closed, \( \omega \) is harmonic if and only if it is closed and co-closed, i.e., if it satisfies the two equations \( d\omega = 0 \) and \( d^*\omega = 0 \). Hodge’s Theorem asserts that in a closed Riemannian manifold every De Rham cohomology class contains precisely one harmonic representative. Hence, the dimension of the space of harmonic \( p \)-forms coincides with the \( p \)-th Betti number of \( M^n \).

The Bochner-Weitzenböck formula relates the Hodge-Laplace operator with the usual (rough) Laplacian on forms:

\[
\Delta_p \omega = -\Delta \omega + R_p(\omega),
\]

where \( R_p \) is a zero-th order curvature term. Such term, while rather complicated when \( 1 < p < n \), has a remarkably simple expression when \( p = 1 \), in which case this formula becomes

\[(6) \quad \Delta_1 \omega = -\Delta \omega + \text{Ric}^M(\omega^\sharp, \cdot).\]

Remark 2.1. Here and in the following we use the usual musical isomorphisms to pass from vectors to one-forms. For example, if \( \omega \) is a one-form on \((M^n, g)\), \( \omega^\sharp \) is the unique vector field on \( M^n \) such that \( \omega(Y) = g(\omega^\sharp, Y) \) for all vector fields \( Y \). If \( X \) is a vector, \( \omega \) a one-form and \( \theta \) a two-form, then \( g(X^\flat \wedge \omega, \theta) = g(\omega, i_X \theta) \), where \( i_X \theta \) denotes the contraction of the two form \( \theta \) by the vector \( X \), i.e., the one-form defined by \( i_X \theta(Y) = \theta(X, Y) \) for all vector fields \( Y \).

When \((M^n, g)\) is isometrically immersed in \((N^{n+1}, g)\), it is possible to express the curvature term \( R_p \) of \( M^n \) in terms of the corresponding operator in \((N^{n+1}, g)\) and the second fundamental form \( A \) (for explicit formulae, see [31]).

3. The computations

We describe two methods for using the harmonic one-forms of a minimal hypersurface to generate interesting test functions for the index form. The methods were inspired by the work of Ros [29], Urbano [37] and Savo [30].

If \( M^n \) is a two-sided minimal hypersurface of \( N^{n+1} \subset \mathbb{R}^d \), the coordinates in \( N^p \mathbb{R}^d \) of any \( p \)-form on \( M^n \) can be used to produce globally defined functions on \( M^n \), which in turn can be used as test functions for the index form of \( M^n \). We perform such computation in two cases:

\(^1\)It is well-known that the operator \( d^* \) satisfies the identity \( d^* = (-1)^{n(p+1)+1} * d* \) (where * stands for the Hodge star operator) so that, as a result, both \( d^* \) and \( \Delta_p \) are globally well-defined even when \( M \) is not orientable.
the coordinates of a harmonic one-form $\omega$ on $M^n$, and the coordinates of the two-form $N^3 \wedge \omega$, for $\omega$ a harmonic one-form on $M^n$.

**Remark 3.1.** Here and in all the following sections, $\{e_1, \ldots, e_n\}$ will denote an arbitrary local orthonormal frame on the hypersurface $M^n$. It is immediate to check that all quadratic expressions involving summations on such basis are independent of the particular choice of the basis itself, which implies that such quantities are globally defined on $M^n$.

### 3.1. First method: coordinates of $\omega$.

**Proposition 1.** Let $(N^3, g)$ be a Riemannian three-manifold isometrically embedded in some Euclidean space $\mathbb{R}^d$. Let $M^2$ be a closed two-sided immersed minimal surface of $N^3$. Given a harmonic one-form $\omega$ on $M^2$, let

$$u_i = \langle \omega^\sharp, \theta_i \rangle, \quad i = 1, \ldots, d,$$

denote the coordinates of $\omega^\sharp$ in $\mathbb{R}^d$ with respect to some orthonormal basis $\{\theta_i\}_{i=1}^d$ of $\mathbb{R}^d$. Then

$$\sum_{i=1}^d Q(u_i, u_i) = \int_M \sum_{k=1}^2 |II(e_k, \omega^\sharp)|^2 - \frac{R_{N^3}}{2} |\omega|^2 \, dM.$$

**Proof.** Let $\{e_1, e_2\}$ be a local orthonormal frame on $M^2$. The functions $u_i = \langle \omega^\sharp, \theta_i \rangle$ are such that

$$D_{e_k} u_i = \langle D_{e_k} \omega^\sharp, \theta_i \rangle.$$

Thus, plugging the functions $u_i = \langle \omega^\sharp, \theta_i \rangle$ in the index form (1) and summing up on $i = 1, \ldots, d$ gives

$$\sum_{i=1}^d Q(u_i, u_i) = \int_M \sum_{k=1}^2 |D_{e_k} \omega^\sharp|^2 - (|A|^2 + R_{N^3}(N, N)) |\omega|^2 \, dM.$$

Since we have the orthogonal decomposition

$$D_{e_k} \omega^\sharp = \nabla_{e_k} \omega^\sharp + A(e_k, \omega^\sharp) + II(e_i, \omega^\sharp)$$

for each $k = 1, 2$, it follows that

$$\sum_{k=1}^2 |D_{e_k} \omega^\sharp|^2 = \sum_{k=1}^2 |\nabla_{e_k} \omega^\sharp|^2 + \sum_{k=1}^2 |A(e_k, \omega^\sharp)|^2 + \sum_{i=1}^2 |II(e_k, \omega^\sharp)|^2.$$

Thus, we obtain

$$\sum_{i=1}^d Q(u_i, u_i) = \int_M |\nabla \omega|^2 + \sum_{i=1}^2 |A(e_k, \omega^\sharp)|^2 + \sum_{i=1}^2 |II(e_k, \omega^\sharp)|^2 \, dM$$

$$- \int_M (|A|^2 + R_{N^3}(N, N)) |\omega|^2 \, dM.$$
Fixing a point on \( M^2 \) and choosing \( \{e_1, e_2\} \) in such way that the second fundamental form of \( M^2 \) in \( \mathcal{N}^3 \) is diagonalised (i.e., \( A(e_i, e_j) = k_i \delta_{ij} N \) for each \( i, j = 1, 2 \)), it can be checked that
\[
2 \sum_{i=1}^{2} |A(e_i, \omega^\sharp)|^2 = k_1^2 (e_1, \omega^\sharp)^2 + k_2^2 (e_2, \omega^\sharp)^2 = \frac{1}{2} |A|^2 |\omega|^2,
\]
since \( M^2 \) is minimal. Hence,
\[
(8) \quad \sum_{i<j}^{d} Q(u_{ij}, u_{ij}) = \int_{M} \left( |\nabla^M \omega|^2 + \sum_{i=1}^{2} |II(e_k, \omega^\sharp)|^2 \right) dM
- \int_{M} \left( \frac{1}{2} |A|^2 + \text{Ric}^N(N, N) \right) |\omega|^2 dM.
\]

Contraction of the Gauss formula (3) for the minimal surface \( M^2 \) gives the identity
\[
2K^M = R^N - 2\text{Ric}^N(N, N) - |A|^2,
\]
where \( K^M \) is the Gaussian curvature of \( M^2 \). Moreover, since \( \omega \) is harmonic, integration of the Bochner-Weitzenböck formula for \( p = 1 \) (equation (6)) gives
\[
\int_{M} |\nabla^M \omega|^2 dM = - \int_{M} \text{Ric}^M(\omega^\sharp, \omega^\sharp) dM.
\]

Since \( \text{Ric}^M(\omega^\sharp, \omega^\sharp) = K^M |\omega|^2 \) as \( M^2 \) is two-dimensional, formula (7) follows now from substituting the above two identities into (8). q.e.d.

### 3.2. Second method: coordinates of \( N^b \wedge \omega \).

**Proposition 2.** Let \( (\mathcal{N}^{n+1}, g) \) be a Riemannian manifold isometrically embedded in some Euclidean space \( \mathbb{R}^d \). Let \( M^n \) be a closed two-sided immersed minimal hypersurface of \( \mathcal{N}^{n+1} \). Given a harmonic one-form \( \omega \) on \( M^n \), let
\[
u_{ij} = \langle N \wedge \omega^\sharp, \theta_{ij} \rangle, \quad i, j = 1, \ldots, d, i < j,
\]
denote the coordinates of \( N \wedge \omega^\sharp \) in \( \Lambda^2 \mathbb{R}^d \) with respect to some orthonormal basis \( \{\theta_{ij}\}_{i<j} \) of \( \Lambda^2 \mathbb{R}^d \). Then
\[
(9) \quad \sum_{i<j}^{d} Q(u_{ij}, u_{ij}) = \int_{M} \left[ \sum_{k=1}^{n} |II(e_k, \omega^\sharp)|^2 + \sum_{k=1}^{n} |II(e_k, N)|^2 |\omega|^2 \right] dM
- \int_{M} \left[ \sum_{k=1}^{n} \text{Rm}^N(e_k, \omega^\sharp, e_k, \omega^\sharp) + \text{Ric}^N(N, N)|\omega|^2 \right] dM.
\]
\[ |\nabla^M u_{ij}|^2 = \sum_{k=1}^n |D_{e_k} u_{ij}|^2 = \sum_{k=1}^d \langle D_{e_k} (N \wedge \omega^\sharp), \theta_{ij} \rangle. \]

Hence, summing up the values of the index form (4) on the functions \( u_{ij} \) for all \( i < j \), we obtain
\[
\sum_{i<j}^d Q(u_{ij}, u_{ij}) = \int_M \sum_{k=1}^n |D_{e_k} (N \wedge \omega^\sharp)|^2 - (\text{Ric}^N (N, N) + |A|^2)|N \wedge \omega^\sharp|^2 dM
\]
\[
= \int_M \sum_{k=1}^n |D_{e_k} (N^\flat \wedge \omega)|^2 - (\text{Ric}^N (N, N) + |A|^2)|N^\flat \wedge \omega|^2 dM.
\]

Obviously, \( |N^\flat \wedge \omega| = |\omega| \) since \( N \) is a unit vector field that is orthogonal to \( \omega^\sharp \). Moreover,
\[
|D_{e_k} (N^\flat \wedge \omega)|^2 = |(D_{e_k} N)^\flat \wedge \omega + N^\flat \wedge D_{e_k} \omega|^2
\]
\[
= \langle (D_{e_k} N)^\flat \wedge \omega, (D_{e_k} N)^\flat \wedge \omega \rangle
\]
\[
+ 2\langle (D_{e_k} N)^\flat \wedge \omega, N^\flat \wedge D_{e_k} \omega \rangle
\]
\[
+ \langle N^\flat \wedge D_{e_k} \omega, N^\flat \wedge D_{e_k} \omega \rangle
\]
\[
= \langle \omega, i D_{e_k} N ((D_{e_k} N)^\flat \wedge \omega) \rangle
\]
\[
+ 2\langle iN ((D_{e_k} N)^\flat \wedge \omega), D_{e_k} \omega \rangle
\]
\[
+ \langle D_{e_k} \omega, iN (N^\flat \wedge D_{e_k} \omega) \rangle
\]
\[
= \langle \omega, (|D_{e_k} N|^2 \omega - (D_{e_k} N)^\flat \wedge iD_{e_k} N \omega) \rangle
\]
\[
+ 2\langle (D_{e_k} N, N) \omega - (D_{e_k} N)^\flat \wedge iN \omega, D_{e_k} \omega \rangle
\]
\[
+ \langle D_{e_k} \omega, (D_{e_k} \omega - N^\flat \wedge iN D_{e_k} \omega) \rangle
\]
\[
= |D_{e_k} N|^2 |\omega|^2 - |iD_{e_k} N \omega|^2 + |D_{e_k} \omega|^2 - |iN D_{e_k} \omega|^2.
\]

The pairing between vectors and one-forms allow us to rewrite the contractions in the above formula as
\[
|D_{e_k} (N^\flat \wedge \omega)|^2 = |D_{e_k} N|^2 |\omega|^2 - \langle \omega^\sharp, D_{e_k} N \rangle^2 + |D_{e_k} \omega|^2 - \langle D_{e_k} \omega^\sharp, N \rangle^2
\]
\[
= |D_{e_k} \omega|^2 - 2 \langle \nabla_{e_k} \omega^\sharp, N \rangle^2 + |D_{e_k} N|^2 |\omega|^2
\]
\[
= |D_{e_k} \omega|^2 - 2 |A(e_k, \omega^\sharp)|^2 + |D_{e_k} N|^2 |\omega|^2.
\]

As one has the orthogonal decompositions
\[
D_{e_k} \omega^\sharp = \nabla_{e_k} \omega^\sharp + A(e_k, \omega^\sharp) N + II(e_k, \omega^\sharp)
\]
and
\[
D_{e_k} N = \nabla_{e_k} N + II(e_k, N),
\]
it follows that
\[ |D_{e_k}(N^\flat \wedge \omega)|^2 = |\nabla^M \omega|^2 - |A(e_k, \omega^\sharp)|^2 + |II(e_k, \omega^\sharp)|^2 + |\nabla_{e_k}N|^2 |\omega|^2 + |II(e_k, N)|^2 |\omega|^2. \]

Summing up,
\[ \sum_{k=1}^n |D_{e_k}(N^\flat \wedge \omega)|^2 = |\nabla^M \omega|^2 - \sum_{k=1}^n |A(e_k, \omega^\sharp)|^2 \]
\[ + \sum_{k=1}^n |(II(e_k, \omega^\sharp)|^2 + |A|^{2} |\omega|^{2} + \sum_{k=1}^n |II(e_k, N)|^2 |\omega|^2. \]

Substituting in equation (10), we obtain
\[ \sum_{i<j} Q(u_{ij}, u_{ij}) = \int_M \left[ \sum_{k=1}^n |II(e_k, \omega^\sharp)|^2 + \sum_{k=1}^n |II(e_k, N)|^2 |\omega|^2 \right] dM \]
\[ + \int_M \left[ |\nabla^M \omega|^2 - \sum_{k=1}^n |A(e_k, \omega^\sharp)|^2 - Ric^N(N, N) |\omega|^2 \right] dM. \]

Since \( \omega \) is harmonic, integration of the Bochner-Weitzenböck formula (6) and the Gauss equation (3) for the minimal surface \( M^n \) in \( N^{n+1} \) gives
\[ \int_M |\nabla^M \omega|^2 dM \]
\[ = - \int_M \sum_{i=1}^n Rm^N(e_i, \omega^\sharp, e_i, \omega^\sharp) dM + \int_M \sum_{i=1}^n |A(e_i, \omega^\sharp)|^2 dM. \]

The result follows. q.e.d.

**Remark 3.2.** Partially analogous computations for harmonic \( p \)-forms instead of one-forms also yield formulae similar to (7) and (9). However, there is an important difference. Whereas in the above computations all the terms involving \( A \) cancel out in the final expression, for \( p \)-forms the final formula will generally contain terms that depend on \( A \). Correspondingly, when \( p \neq 1, n - 1 \) all index estimates one may derive by means of this approach rely on \( L^2 \)-smallness assumptions on the second fundamental form of \( M^n \), which turn out to be rather restrictive even in the very special case when the ambient manifold is the \( (n + 1) \)-dimensional round sphere.

### 4. How the method works

In this section, we show that it is possible to estimate the number of eigenvalues of the Jacobi operator of a minimal hypersurface below a certain threshold \( \eta \) if there is a subspace of harmonic one-forms on this
 hypersurface for which the sum of the curvature terms we introduced in the previous section is bounded from above by $\eta$. We call this “a concentration of the spectrum inequality”.

**Proposition 3.** Let $(N^{n+1}, g)$ be a Riemannian manifold isometrically embedded in $\mathbb{R}^d$. Let $M^n$ be a two-sided immersed minimal hypersurface of $N^{n+1}$. Assume there exists a real number $\eta$ and a $q$-dimensional vector space $V$ of harmonic one-forms on $M^n$ such that for every $\omega \in V \setminus \{0\}$,

$$
\int_M \left[ \sum_{k=1}^n |II(e_k, \omega^k)|^2 + \sum_{k=1}^n |II(e_k, N)|^2|\omega|^2 \right] dM - \int_M \left[ \sum_{k=1}^n Rm^N(e_k, \omega^k, e_k, \omega^k) + Ric^N(N, N)|\omega|^2 \right] dM < \eta \int_M |\omega|^2 dM.
$$

Then

$$
\#\{\text{eigenvalues of the Jacobi operator of } M^n \text{ that are } < \eta\} \geq \frac{2}{d(d-1)}q.
$$

**Proof.** (Compare [29] Theorem 16 and [30] Theorem 1.1). Let $k$ be the number of eigenvalues of the Jacobi operator (5) of $M^n$ that are below $\eta$. Denote by $\phi_1, \ldots, \phi_k$ the eigenfunctions associated to the $k$ eigenvalues $\lambda_1 \leq \lambda_2 \leq \lambda_3 \ldots \leq \lambda_k$ of the Jacobi operator of $M^n$ that are strictly smaller than $\eta$.

Fix some global orthonormal basis $\{\theta_{ij}\}_{i<j}$ of $\Lambda^2 \mathbb{R}^d$ and let $u_{ij} = \langle N \wedge \omega^k, \theta_{ij} \rangle$ be the test functions defined in Proposition 2. The map that assigns to each $\omega \in V$ the vector

$$
\left[ \int_M u_{ij} \phi_p dM \right],
$$

where $i < j$ range from 1 to $d$ and $p$ ranges from 1 to $k$, is a linear map from the $q$ dimensional vector space $V$ to a vector space of dimension

$$
\binom{d}{2} k = \frac{d(d-1)}{2} k.
$$

Assume, by contradiction, that $q > \frac{d(d-1)}{2} k$. Then there would exist $\omega$ in $V \setminus \{0\}$ such that $\int_M u_{ij} \phi_p dM = 0$ for all $i < j$ and all $p$. Thus, as each $u_{ij}$ is $L^2$-orthogonal to all the first $k$ eigenfunctions $\phi_p$, from the Courant-Hilbert variational characterization of eigenvalues it follows that

$$
\sum_{i<j}^d Q(u_{ij}, u_{ij}) \geq \lambda_{k+1} \sum_{i<j}^d \int_M u_{ij}^2 dM = \lambda_{k+1} \int_M |\omega|^2 dM \geq \eta \int_M |\omega|^2 dM.
$$
In view of Proposition 2, this is a contradiction with the assumption that inequality (11) holds for all \( \omega \) in \( \mathcal{V} \setminus \{0\} \). The result follows.

q.e.d.

**Remark 4.1.** The same proof of the above proposition also gives more refined information when the two-sided immersion \( M^n \) arises as the two-sided cover of an one-sided immersed hypersurface in \( N^{n+1} \) (see sections 2.1 and 2.3). If one moreover assumes that all harmonic one-forms on the subspace \( \mathcal{V} \) are such that all the corresponding functions \( u_{ij} \) are odd with respect to the deck transformation of the cover, then one can repeat the argument considering the restriction of the Jacobi operator of \( M^n \) to the space of odd functions. It then follows that the number of eigenvalues of the one-sided hypersurface covered by \( M^n \) below the threshold \( \eta \) is bounded from below by \( 2q/d(d-1) \).

As a corollary, in the case \( \eta = 0 \) we obtain an estimate on the number of negative values of the Jacobi operator, that is, an index estimate:

**Theorem A.** Let \( (N^{n+1}, g) \) be a Riemannian manifold that is isometrically embedded in some Euclidean space \( \mathbb{R}^d \). Let \( M^n \) be a closed embedded minimal hypersurface of \( (N^{n+1}, g) \).

Assume that for every non-zero vector field \( X \) on \( M^n \),

\[
\int_M \left( \sum_{k=1}^n Rm^N(e_k, X, e_k, X) + Ric^N(N, N) \right) \|X\|^2 \, dM
\]

\[
> \int_M \left[ \sum_{k=1}^n |II(e_k, X)|^2 + \sum_{k=1}^n |II(e_k, N)|^2 \right] \|X\|^2 \, dM.
\]

Then

\[
\text{index}(M) \geq \frac{2}{d(d-1)} b_1(M).
\]

**Proof.** Assume \( M^n \) is two-sided. Under the assumption of the corollary, the hypothesis of Proposition 3 is automatically satisfied for \( \eta = 0 \) and \( \mathcal{V} \) the set of all harmonic one-forms on \( M^n \), whose dimension is \( b_1(M) \). Inequality (12) follows.

When \( M^n \) is one-sided, let \( \pi = \hat{M}^n \to M^n \subset N^{n+1} \) be its two-sided cover and let \( \mathcal{V} \) be the set of harmonic one-forms on \( \hat{M}^n \) that are invariant under the deck transformation \( \tau : \hat{M}^n \to \hat{M}^n \). This space has dimension at least \( b_1(M) \), as it contains all the forms \( \pi^*\omega \), where \( \omega \) is harmonic on \( M^n \) (in fact, \( \pi^*: H^1(M; \mathbb{R}) \to H^1(\hat{M}; \mathbb{R}) \) is injective). The result follows as a consequence of Proposition 3 (see Remark 4.1) once one checks that, by construction of \( \hat{M}^n \), for all \( \hat{\omega} \) in \( \mathcal{V} \), each function \( \hat{u}_{ij} = \langle \hat{N} \wedge \hat{\omega}, \theta_{ij} \rangle \) satisfy

\[
\hat{u}_{ij}(\tau(x)) = \langle \hat{N}(\tau(x)) \wedge \hat{\omega}(\tau(x)), \theta_{ij} \rangle = \langle -\hat{N}(x) \wedge \hat{\omega}(x), \theta_{ij} \rangle = -\hat{u}_{ij}(x)
\]
for all $x$ in $M^n$, i.e., all functions $u_{ij}$ are odd with respect to the deck transformation $\tau$.

It is possible to show an exactly analogous concentration of the spectrum inequality under a hypothesis that is compatible with Proposition 1. Instead, by combining formula (8) for both the coordinate $s$ of the one-form $\omega$ and the coordinates of its Hodge dual $*\omega$, we shall prove a slightly better result, in the sense that the pinching assumption is weaker (and thus easier to verify in applications).

**Proposition 4.** Let $(N^3, g)$ be a Riemannian manifold isometrically embedded in $\mathbb{R}^d$. Let $M^2$ be a closed oriented embedded minimal surface of $N^3$. Assume there exists $\eta$ and a $q$-dimensional vector space $V$ of harmonic one-forms on $M^n$ such that for every $\omega$ in $V \setminus \{0\}$,

$$(13) \quad \int_M \sum_{k=1}^{2} \left( |II(e_k, \omega^*)|^2 + |II(e_k, *\omega^*)|^2 \right) - R_N |\omega|^2 dM < 2\eta \int_M |\omega|^2 dM.$$  

Then

$$\#\{\text{eigenvalues of the Jacobi operator of } M^n \text{ that are } < \eta\} \geq \frac{1}{2d} q.$$  

**Proof.** Let $k$ denote the number of eigenvalues of $J_M$ that are strictly less than $\eta$. Keeping the notations of the proof of Proposition 3 and fixing an orthonormal basis $\{\theta_i\}$ of $\Lambda^1 \mathbb{R}^d$, consider the linear map that assigns to each harmonic one-form $\omega$ in $V$ the matrix

$$\left[ \int_M u_i \phi_j dM, \int_M u_i^* \phi_j dM \right],$$

which belongs to a $2dk$-dimensional real vector space, for $u_i = \langle \omega^*, \theta_i \rangle$ and $u_i^* = \langle *\omega^*, \theta_i \rangle$.

If $q > 2dk$ there would exist some non-trivial harmonic one-form $\omega$ such that the coordinates of both $\omega$ and $*\omega$ in $\mathbb{R}^d$ would be orthogonal to all the first $k$ eigenfunctions $\phi_1, \ldots, \phi_k$. But then

$$\sum_{i=1}^{d} Q(u_i, u_i) + \sum_{i=1}^{d} Q(u_i^*, u_i^*) \geq 2\lambda_{k+1} \int_M |\omega|^2 dM \geq 2\eta \int_M |\omega|^2 dM.$$  

In view of Proposition 1, this is a contradiction with hypothesis (13). Therefore $q \leq 2dk$, as we wanted to prove.

**5. Some applications**

We present a gallery of examples of ambient manifolds $(N^n, g)$ for which our general computations yield, for all of its closed embedded minimal hypersurfaces $M^n$, the conjectured lower bound of the index by the first Betti number. As it is clear from the formulae in Section 3,
the success of the method depends not only on the intrinsic geometry of \((N^n, g)\), but also of the choice of some isometric embedding of it in some Euclidean space. Our examples are such that there is either an obvious or a “most beautiful” choice for this embedding.

5.1. Round spheres (after Savo).

**Theorem 5** (Savo). Let \(M^n\) be a closed embedded minimal hypersurface of the unit sphere \(S^{n+1}\) in \(\mathbb{R}^{n+2}\). If \(M^n\) is not totally geodesic, then

\[
\text{index}(M) \geq \frac{2}{(n+2)(n+1)} b_1(M) + n + 2.
\]

**Proof.** The unit sphere in \(\mathbb{R}^{n+2}\) has constant sectional curvature equal to one and is totally umbilic. In fact, its second fundamental form \(II\) satisfies \(|II(X, Y)| = |\langle X, Y \rangle|\) for all tangent vector fields \(X\) and \(Y\).

Thus, for any closed embedded minimal hypersurface \(M^n\) of \(S^{n+1}\), it is immediate to check that for any harmonic one-form \(\omega\) on \(M^n\),

\[
\sum_{k=1}^{n} |II(e_k, \omega^\sharp)|^2 + \sum_{k=1}^{n} |II(e_k, N)|^2 |\omega|^2 \\
- \sum_{k=1}^{n} Rm^N(e_k, \omega^\sharp, e_k, \omega^\sharp) - Ric(N, N) |\omega|^2 \\
= -(2n - 2) |\omega|^2.
\]

By Proposition \(3\) we conclude that

\[
\#\{\text{eigenvalues of } J_M \text{ that are less or equal than } -2n + 2\} \geq \frac{2}{(n+2)(n+1)} b_1(M).
\]

Moreover, it is possible to check that each coordinate of the unit normal field \(N = (N_1, \ldots, N_{n+2})\) of \(M^n\) satisfies the equation

\[
J_M N_i - n N_i = \Delta_M N_i + |A|^2 N_i = 0,
\]

and also to show that, when \(M^n\) is not totally geodesic, the multiplicity of \(-n\) as an eigenvalue of \(J_M\) is at least \(n + 2\) (this dates back to J. Simons [35], see for example [30], proof of Corollary 2.2). Thus, when \(n \geq 3\) we can estimate the index of any embedded minimal non-totally geodesic hypersurface \(M^n\) of the round sphere \(S^{n+1}\) by

\[
\text{index}(M) \geq \frac{2}{(n+2)(n+1)} b_1(M) + n + 2.
\]

The case \(n = 2\) is somehow peculiar and an ad hoc argument is needed to conclude, for which we refer the reader to Section 4 of [30]. q.e.d.
Remark 5.1. In ambient dimension three, Savo proved a better estimate by using formula \((13)\) for the coordinates of harmonic one-forms and by performing a detailed analysis of the dimension of the set of harmonic one-forms whose coordinates all belong to the eigenspace of the Jacobi operator associated to the eigenvalue \(-2\) (see the proof of Theorem 1.3 in [30]).

5.2. Real projective spaces.

**Theorem 6.** Let \(M^n\) be a closed embedded minimal hypersurface of the real projective space \(\mathbb{RP}^{n+1}\) endowed with its metric of constant sectional curvature one. Then

\[
\text{index}(M) \geq \frac{2}{(n+2)(n+1)} b_1(M).
\]

**Proof.** There is an obvious one-to-one correspondence between immersed minimal hypersurfaces \(M^n\) of \(\mathbb{RP}^{n+1}\) and immersed minimal hypersurfaces \(\tilde{M}^n\) of \(S^{n+1}\) that are invariant under the antipodal map (all embedded minimal hypersurfaces of \(S^{n+1}\) are connected). \(\tilde{M}^n\) is a two-to-one cover of \(M^n\).

If \(M^n\) is a closed embedded two-sided hypersurface in \(\mathbb{RP}^{n+1}\) with unit normal field \(N\) (or is the two-sided cover of a closed embedded one-sided minimal hypersurface), then \(\tilde{M}^n\) is two-sided in \(S^{n+1}\) with unit normal field \(\tilde{N}\) such that \(\tilde{N}(-x) = -\tilde{N}(x)\) for all \(x \in \tilde{M}^n\).

Given any harmonic one-form \(\omega\) on \(M^n\), its pull-back \(\tilde{\omega}\) in \(\tilde{M}^n\) is also harmonic, and such that \(\tilde{\omega}(-x) = -\tilde{\omega}(x)\) for all \(x \in \tilde{M}^n\). For these forms, the coordinate functions

\[
\tilde{u}_{ij} = \langle \tilde{N} \wedge \tilde{\omega}^k, \theta_{ij} \rangle, \quad i, j = 1, \ldots n + 2, \ i < j,
\]

satisfy

\[
\tilde{u}_{ij}(-x) = \tilde{u}_{ij}(x).
\]

Therefore there are well-defined functions \(u_{ij}\) on \(M^n\) whose lifts to \(\tilde{M}^n\) are precisely \(\tilde{u}_{ij}\). Since the projection of \(S^{n+1}\) on \(\mathbb{RP}^{n+1}\) is a local isometry, when the functions \(u_{ij}\) are plugged in the index form of \(M^n\) one obtains the same as when the functions \(\tilde{u}_{ij}\) are plugged in the index form of \(\tilde{M}^n\), that is

\[
\sum_{i < j}^{n+2} Q^M(u_{ij}, u_{ij}) = -(2n - 2) \int_M |\omega|^2 dM < 0
\]

by the computations in Theorem 5. Applying the general method (as in the proof of Theorem A), we conclude that every embedded minimal
hypotheses of $\mathbb{R}P^{n+1}$ is such that
\[
\text{index}(M) \geq \frac{2}{(n+2)(n+1)} b_1(M).
\]
q.e.d.

Remark 5.2. It is not possible to obtain an extra $n+2$ in the lower bound for the index as in the case of spheres because $\tilde{N}$ is such that $\tilde{N}(-x) = -\tilde{N}(x)$ for all $x$ in $M^n$, which means that the coordinates of $\tilde{N}$ do not descend to $M^n$ to produce test functions for the index form.

5.3. Complex and quaternionic projective spaces, and the Cayley plane. In this section we want to consider $(\mathcal{N}^{n+1}, g)$ to be one of the projective spaces:
\[
\mathcal{N}^{n+1} = \mathbb{C}P^n (2m = n + 1), \mathbb{H}P^p (4p = n + 1), CuP^2 (16 = n + 1),
\]
endowed with their standard Riemannian metrics that are symmetric, i.e., whose Riemann curvature tensor is parallel. In the case of $\mathbb{C}P^n$ this is just the standard Fubini-Study metric.

Up to normalization, all these metrics have sectional curvatures bounded between 1 and 4. Moreover, each of them is Einstein. The following table summarizes the relevant information about the curvature of these spaces:

<table>
<thead>
<tr>
<th>$\mathcal{N}^{n+1}$</th>
<th>$Rm^\mathcal{N}(X,Y,X,Y)$, $X,Y$ orthonormal</th>
<th>$Ric^\mathcal{N}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{C}P^n$</td>
<td>$1 + 3g(X,JY)^2$</td>
<td>$(n+3)g$</td>
</tr>
<tr>
<td>$\mathbb{H}P^p$</td>
<td>$1 + 3g(X,IY)^2 + 3g(X, JY)^2 + 3g(X,KY)^2$</td>
<td>$(n+9)g$</td>
</tr>
<tr>
<td>$CuP^2$</td>
<td>bounded between 1 and 4</td>
<td>$36g$</td>
</tr>
</tbody>
</table>

In the above formulae for the sectional curvatures, $J$ denote the compatible complex structure of $\mathbb{C}P^n$ and $I, J, K$ denote the compatible complex structures of $\mathbb{H}P^n$ that satisfy the standard operational rules of the quaternions.

There exists a beautiful family of isometric embeddings of these spaces into an Euclidean space. These embeddings generalise the standard Veronese embeddings of $\mathbb{R}P^n$ in the space of symmetric $(n+1) \times (n+1)$ matrices over $\mathbb{R}$. We refer the reader to [6] (and the references therein) for a detailed account of these embeddings, which enjoy many other nice geometric properties.

Following [6], let us give a brief description of these embeddings. Denote by $\mathbb{F}$ either the field of complex numbers $\mathbb{C}$ or the division algebra of quaternions $\mathbb{H}$. Consider the action of the set of unit elements in $\mathbb{F}$ on the unit sphere in $\mathbb{F}^{m+1}$ by multiplication (from the right). The projective spaces $\mathbb{F}P^m$ are the quotient spaces obtained by identifying...
points in the same orbit of this action.

Let \( M(m+1; \mathbb{F}) \) denote the set of all \((m+1) \times (m+1)\) matrices with coefficients in \( \mathbb{F} \). A Hermitian matrix is a matrix \( A \) in \( M(m+1; \mathbb{F}) \) that coincides with its transpose conjugate, \( \bar{A}^t \). The set \( H(m+1; \mathbb{F}) \) of all Hermitian matrices can be seen as an Euclidean space when endowed with the metric
\[
\langle A, B \rangle = \frac{1}{2} Re(tr(AB)).
\]

This space has dimension \((m+1)^2\) if \( \mathbb{F} = \mathbb{C} \) or \((2m+1)(m+1)\) if \( \mathbb{F} = \mathbb{H} \).

The map
\[
[z_1 : \ldots : z_{m+1}] \in \mathbb{F}P^m \mapsto [z_i \bar{z}_j]_{ij} \in H(m+1; \mathbb{F})
\]
is well-defined and gives an embedding of \( \mathbb{F}P^m \) into \( H(m+1; \mathbb{F}) \). The image of this map is the set
\[
\{ A \in H(m+1; \mathbb{F}); A^2 = A, trA = 1 \},
\]
and the induced metric is precisely the canonical metric on \( \mathbb{F}P^m \) described above.

The case of the Cayley plane \( CaP^2 \) has a similar algebraic characterisation (see [6]). It can be seen as an embedded hypersurface of an Euclidean space of dimension 27.

For the discussion that follows, the main property we need to know, and that is shared by all of these embeddings, is that the second fundamental form \( II \) satisfies
\[
\langle II(X, X), II(X, X) \rangle = 4 \quad \text{for all unit} \quad X \in \mathcal{X}(\mathcal{N}),
\]
see equations (3.2) and (5.1) in [6]. It follows by polarization of this identity that for every pair of orthogonal unit vectors fields \( X \) and \( Y \) that are tangent to \( \mathcal{N}^{n+1} \),
\[
\langle II(X, X), II(Y, Y) \rangle + 2|II(X, Y)|^2 = 4.
\]

Combining (16) and the Gauss equation (2), one obtains the following formula, valid for all pairs of orthogonal vectors \( X \) and \( Y \) that are tangent to \( \mathcal{N}^{n+1} \):
\[
|II(X, Y)|^2 = \frac{1}{3}(4 - Rm^N(X, Y, X, Y)).
\]

Given \( \omega \) a harmonic one-form on a given closed embedded oriented minimal hypersurface \( M^n \) of \( \mathcal{N}^{n+1} \), it is possible to compute that, at any given point \( p \) in \( M^n \), if \( \{e_k\} \) is an arbitrary orthonormal basis of \( T_pM \),
\[
\left( \sum_{k=1}^{n} |II(e_k, N)|^2 - Ric^N(N, N) \right) |\omega|^2 = \frac{4}{3}(n - K)|\omega|^2
\]
where $K$ is the Einstein constant of $(\mathcal{N}^{n+1}, g)$ given in third column of Table 1. Moreover, at points where $\omega$ does not vanish it is possible to choose an orthonormal basis $\{e_k\}$ of $T_pM$ such that $e_1 = \omega^\#:/|\omega^\#|$. Thus, by (15) and (17)

\[
\sum_{k=1}^{n} \left( |II(e_k, \omega^\#)|^2 - Rm^N(e_k, \omega^\#, e_k, \omega^\#) \right) = \left( |II(e_1, e_1)|^2 + \frac{4}{3} \sum_{k=2}^{n} (1 - Rm^N(e_k, e_1, e_k, e_1)) \right) |\omega|^2 = \frac{4}{3} (n + 2 - K + Rm^N(N, e_1, N, e_1)) |\omega|^2.
\]

Since $Rm^N(N, e_1, N, e_1)$ is bounded between $1$ and $4$, from (18) and (19) it follows that

\[
\sum_{k=1}^{n} |II(e_k, \omega^\#)|^2 + \sum_{k=1}^{n} |II(e_k, N)|^2 |\omega|^2 - \sum_{k=1}^{n} Rm^N(e_k, \omega^\#, e_k, \omega^\#) + \text{Ric}^N(N, N) |\omega|^2 \leq \frac{8}{3} (n + 3 - K) |\omega|^2.
\]

Notice that equality holds if and only if $Rm^N(N, \omega^\#, N, \omega^\#) = 4|\omega|^2$ on all points of $M^n$. Reading the values of $K$ from the above Table, it is then immediate to check that

\[
\int_M \left[ \sum_{k=1}^{n} |II(e_k, \omega^\#)|^2 + \sum_{k=1}^{n} |II(e_k, N)|^2 |\omega|^2 \right] dM - \int_M \left[ \sum_{k=1}^{n} Rm^N(e_k, \omega^\#, e_k, \omega^\#) + \text{Ric}^N(N, N) |\omega|^2 \right] dM \leq 0,
\]

where equality can only happen when $\mathcal{N}^{n+1}$ is the complex projective plane $\mathbb{C}P^n$ and the harmonic form $\omega$ on $M^n$ is such that $Rm^N(N, \omega^\#, N, \omega^\#) = |\omega|^2 + 3g(\omega^\#, JN)^2 = 4|\omega|^2$. In turn, this implies at once (by virtue of the Cauchy-Schwartz inequality) that there exists a smooth function $f : M \rightarrow \mathbb{R}$ such that $\omega^\# = fJN$. We shall see in Appendix A that, in this setting, necessarily $f = 0$ identically on $M^n$ (see Proposition A.0 for a precise statement), and hence $\omega$ must be the trivial one-form. As a result, the inequality in question must be strict for all non-zero harmonic forms.

Combining all those facts, we have shown that it is possible to apply Theorem A to obtain the following results.
Theorem 7. Let \( M^n \) be a closed embedded minimal hypersurface of the complex projective space \( \mathbb{CP}^m \), \( 2m = n + 1 \). Then
\[
\text{index}(M) \geq \frac{2}{m(m + 2)(m + 1)^2} b_1(M).
\]

Theorem 8. Let \( M^n \) be a closed embedded minimal hypersurface of the quaternionic projective space \( \mathbb{HP}^p \), \( 4p = n + 1 \). Then
\[
\text{index}(M) \geq \frac{2}{(2p + 3)(2p + 1)(p + 1)p} b_1(M).
\]

Theorem 9. Let \( M^n \) be a closed embedded minimal hypersurface of the Cayley plane \( \mathbb{CaP}^2 \). Then
\[
\text{index}(M) \geq \frac{1}{351} b_1(M).
\]

5.4. Product of the circle and unit spheres. In this subsection, we consider \( (\mathbb{N}^{n+1}, g) \) to be the Riemannian product of the unit circle \( S^1 \) with the unit round sphere \( S^n \). As these spaces have non-negative Ricci curvature, this case goes beyond the situations described in the conjecture stated in the Introduction. However, it is still possible to obtain similar bounds for the Morse index of their embedded hypersurfaces.

The case of closed embedded minimal surfaces in \( S^1 \times S^2 \) was already studied in detail by Urbano in [38] (see Theorem 4.8 in [38] for the precise statement of his result). We remark that the proof in [38] used the coordinates of harmonic one-forms as test functions for the index form, i.e., the proof used formula (8) specialized to the case of the canonical product embedding of \( S^1 \times S^2 \) in \( \mathbb{R}^5 \).

Thus, in the sequel we restrict ourselves to higher dimensions.

Theorem 10. Let \( M^n \) be a closed embedded minimal hypersurface of \( S^1 \times S^n \), \( n \geq 3 \). Then
\[
\text{index}(M) \geq \frac{2}{(n + 3)(n + 2)} b_1(M).
\]

Proof. We consider the standard embedding of \( \mathbb{N}^{n+1} = S^1 \times S^n \) into \( \mathbb{R}^{n+3} = \mathbb{R}^2 \times \mathbb{R}^{n+1} \). It is a product embedding of totally umbilic hypersurfaces. The tangent space of \( \mathbb{N}^{n+1} \) decomposes as \( TS^1 \oplus TS^n \). Let \( \pi_1 : T\mathbb{N} \to TS^1 \), \( \pi_2 : T\mathbb{N} \to TS^n \) denote the corresponding projections.

Since \( S^1 \) is one-dimensional and \( S^n \) has the constant sectional curvatures equal to one, the Riemann curvature tensor of \( \mathbb{N}^{n+1}, g \) is given by
\[
Rm^{\mathbb{N}}(X, Y, X, Y) = ||\pi_2(Y)||^2 ||\pi_2(Y)||^2 - \langle \pi_2(X), \pi_2(Y) \rangle^2
\]
for all \( X, Y \in \mathcal{X}(\mathbb{N}) \). In particular,
\[
Ric^{\mathbb{N}}(X, X) = (n - 1)||\pi_2(X)||^2 \quad \text{for all} \quad X \in \mathcal{X}(\mathbb{N})
\]
The second fundamental form of $\mathcal{N}^{n+1}$ in $\mathbb{R}^{n+3}$ is given by
\[
|II(X, Y)|^2 = \langle \pi_1(X), \pi_1(Y) \rangle^2 + \langle \pi_2(X), \pi_2(Y) \rangle^2 \\
= \langle X, \pi_1(Y) \rangle^2 + \langle X, \pi_2(Y) \rangle^2.
\]

Let $M^n$ be an oriented minimal hypersurface $M^n$ of $\mathcal{N}^{n+1}$ (or the two-sided cover of a one-sided hypersurface) and $\omega$ be a harmonic one-form on $M^n$. On one hand, we have
\[
\sum_{k=1}^n |II(e_k, N)|^2 = \sum_{k=1}^n (e_k, \pi_1(N))^2 + \sum_{k=1}^n (e_k, \pi_2(N))^2 \\
= |\pi_1(N)|^2 - \langle N, \pi_1(N) \rangle^2 + |\pi_2(N)|^2 - \langle N, \pi_2(N) \rangle^2 \\
= |\pi_1(N)|^2 - |\pi_1(N)|^4 + |\pi_2(N)|^2 - |\pi_2(N)|^4 \\
(20) = 1 - |\pi_1(N)|^4 - |\pi_2(N)|^4,
\]
and, analogously,
\[
(21) \sum_{k=1}^n |II(e_k, \omega^k)|^2 = |\omega|^2 - \langle N, \pi_1(\omega^k) \rangle^2 - \langle N, \pi_2(\omega^k) \rangle^2.
\]

On the other hand, a similar computation gives
\[
\sum_{k=1}^n Rm^N(e_k, \omega^k, e_k, \omega^k) = \sum_{k=1}^n |\pi_1(e_k)|^2|\pi_1(\omega^k)|^2 + \sum_{k=1}^n |\pi_2(e_k)|^2|\pi_2(\omega^k)|^2 \\
+ \langle N, \pi_1(\omega^k) \rangle^2 + \langle N, \pi_2(\omega^k) \rangle^2 - |\omega^k|^2. \\
(22)
\]

In order to proceed with the computation, we choose a convenient orthonormal basis of $T_p\mathcal{N}$ at some point $p = (p_1, p_2)$ in $S^1 \times S^n$. Let $w$ denote the unit vector field on $S^1$. The set of vectors on $T_{p_2}S^n$ that are orthogonal to $N$ constitute a vector subspace of dimension at least $n-1$. Therefore we can choose an orthonormal basis for $T_{p_2}S^n$ of the form $\{T, f_1, f_2, \ldots, f_{n-1}, N\}$, where $\{f_1, f_2, \ldots, f_{n-1}, f_n\}$ is an orthonormal basis of $T_{p_2}S^n$ and the vectors $T$ and $N$ can be written as
\[
T = \cos(\theta) w + \sin(\theta) f_n \\
N = - \sin(\theta) w + \cos(\theta) f_n.
\]

Furthermore, if we let $\varphi \in [0, \pi]$ be the angle between the vectors $\omega^k$ and $T$ in $T_pM$ we can express (20), (21), (22) and $Ric^N(N, N)$ in terms of the angles $\theta$ and $\varphi$, since in particular
\[
|\pi_1(\omega^k)|^2 = \cos^2(\theta) \cos^2(\varphi) |\omega|^2, \hspace{0.5cm} |\pi_2(\omega^k)|^2 = (\sin^2(\varphi) + \sin^2(\theta) \cos^2(\varphi)) |\omega|^2
\]
as well as
\[
\langle \pi_1(N), \pi_1(\omega^k) \rangle^2 = \langle \pi_2(N), \pi_2(\omega^k) \rangle^2 = \cos^2(\theta) \sin^2(\varphi) \cos^2(\varphi) |\omega|^2.
\]
Hence, combining these equations we obtain the following formula (for the opposite of the integrand in (3)):

\[
\begin{align*}
\sum_{k=1}^{n} Rm^N(e_k, \omega^k, e_k, \omega^2) &+ \sum_{k=1}^{n} Rm^N(e_k, N, e_k, N) |\omega|^2 \\
- \sum_{k=1}^{n} |II(e_k, \omega^k)|^2 &- \sum_{k=1}^{n} |II(e_k, N)|^2 |\omega|^2 \\
= (n-1)|\pi_2(N)|^2 + |\pi_1(N)|^4 + |\pi_2(N)|^4 - 3 |\omega|^2 \\
+ |\pi_1(\omega^2)|^2 \sum_{k=1}^{n} |\pi_1(e_k)|^2 + |\pi_2(\omega^2)|^2 \sum_{k=1}^{n} |\pi_2(e_k)|^2 \\
+ 2(\pi_1(N), \omega^2)^2 + 2(\pi_2(N), \omega^2)^2 \\
= (n-1)\cos^2(\theta) + \cos^4(\theta) + \sin^4(\theta) - 3 |\omega|^2 \\
+ (\cos^2(\theta) + 2\sin^2(\theta))|\pi_1(\omega^2)|^2 + ((n-1) + \sin^2(\theta))|\pi_2(\omega^2)|^2 \\
+ 4\cos^2(\theta)\sin^2(\theta)\cos^2(\varphi)|\omega|^2 \\
= (n-2)\cos^2(\theta) + \cos^4(\theta) + \sin^4(\theta) - 1 + 2\cos^2(\theta)\sin^2(\theta)\cos^2(\varphi)|\omega|^2 \\
+ (n-2)(\sin^2(\varphi) + \sin^2(\theta)\cos^2(\varphi))|\omega|^2 \\
= (n-2)\cos^2(\theta) + \sin^2(\theta)\cos^2(\varphi) + \sin^2(\varphi)|\omega|^2 \\
+ (\cos^4(\theta) + \sin^4(\theta) - 1 + 2\cos^2(\theta)\sin^2(\theta)\cos^2(\varphi))|\omega|^2.
\end{align*}
\]

As a result, using the fact that \(n \geq 3\) it is sufficient for us to prove that when \(\varphi, \theta \in [0, \pi]\)

\[
q(\theta, \varphi) = \cos^2(\theta) + \sin^2(\theta)\cos^2(\varphi) + \sin^2(\varphi) \\
+ \cos^4(\theta) + \sin^4(\theta) - 1 + 2\cos^2(\theta)\sin^2(\theta)\cos^2(\varphi) > 0.
\]

Replacing, in the expression for \(q, \cos^2(\varphi) = 1 - \sin^2(\varphi)\) and making use of basic trigonometric identities we easily see that in fact

\[
q(\theta, \varphi) = 1 + \sin^2(\varphi)\cos^2(\theta)(2\cos^2(\theta) - 1)
\]

so that patently \(q \geq 1\) for \(\theta \in [0, \pi/4] \cup [3\pi/4, \pi]\) while for \(\theta \in [\pi/4, 3\pi/4]\)

\[
q(\theta, \varphi) \geq 1 + \cos^2(\theta)(2\cos^2(\theta) - 1) = 2\cos^4(\theta) - \cos^2(\theta) + 1 \geq \frac{7}{8}.
\]

By Theorem A, the proof is complete.

q.e.d.

In fact, as we anticipated in the Introduction, a similar approach allows to handle the case when the ambient manifold is the product of
two round spheres of arbitrary dimension (with the sole exception of $S^2 \times S^2$).

**Theorem 11.** Let $M^n$ be a closed embedded minimal hypersurface of $S^p \times S^q$, $p, q \geq 2$ and $(p, q) \neq (2, 2)$. Then

$$\text{index}(M) \geq \frac{2}{(p + q + 2)(p + q + 1)} b_1(M).$$

For the sake of brevity, we decided to omit the somewhat lengthy proof of this assertion, which follows along the very same lines of the argument we presented for $S^1 \times S^n$ with complications of purely notational character.

### 5.5. Pinched convex hypersurfaces of the Euclidean space.

**Theorem 12.** Let $(\mathcal{N}^{n+1}, g)$ be a closed embedded hypersurface of $\mathbb{R}^{n+2}$ whose principal curvatures $k_1 \leq \ldots \leq k_{n+1}$ with respect to the outward pointing unit normal $\nu$ are positive and satisfy the following pinching condition:

$$\frac{k_{n+1}}{k_1} < \sqrt{\frac{n + 1}{2}}.$$

Then, every closed embedded minimal hypersurface $M^n$ of $\mathcal{N}^{n+1}$ is such that

$$\text{index}(M) \geq \frac{2}{(n + 2)(n + 1)} b_1(M).$$

**Proof.** It is convenient to consider the shape operator $S$ of $\mathcal{N}^{n+1}$, i.e., the endomorphism of the tangent bundle of $\mathcal{N}^{n+1}$ defined by

$$S : X \in \mathcal{X}(\mathcal{N}) \mapsto -\nabla_X \nu \in \mathcal{X}(\mathcal{N}).$$

$S$ and $II$ are related by $II(X, Y) = \langle S(X), Y \rangle \nu$. Using the Gauss equation (2) for $\mathcal{N}^{n+1}$, we can rewrite the integrand appearing in formula (2) only in terms of $S$. Thereby, one obtains

$$\sum_{k=1}^n |II(e_k, \omega^\sharp)|^2 + \sum_{k=1}^n |II(e_k, N)|^2 |\omega|^2$$

$$- \sum_{k=1}^n Rm^\mathcal{N}(e_k, \omega^\sharp, e_k, \omega^\sharp) - Ric^\mathcal{N}(N, N)|\omega|^2$$

$$= - \left( \langle \omega^\sharp, \omega^\sharp \rangle + \langle S(N), N \rangle |\omega|^2 \right) \sum_{k=1}^n \langle S(e_k), e_k \rangle$$

$$+ 2 \sum_{k=1}^n \left( \langle \omega^\sharp, e_k \rangle^2 + \langle S(N), e_k \rangle^2 |\omega|^2 \right).$$
Choosing an orthonormal frame $\{e_1, \ldots, e_n, N\}$ on $N^{n+1}$ and observing that

$$k_1|X|^2 \leq \langle S(X), X \rangle \leq k_{n+1}|X|^2$$

for all $X \in \mathcal{X}(N)$, it is possible to derive the following estimates:

$$\sum_{k=1}^{n} \langle S(\omega^\sharp), e_k \rangle^2 = |S(\omega^\sharp)|^2 - \langle S(\omega^\sharp), N \rangle^2 \leq k_{n+1}^2|\omega|^2$$

$$\sum_{k=1}^{n} \langle S(N), e_k \rangle^2 |\omega|^2 = (|S(N)|^2 - \langle S(N), N \rangle^2)|\omega|^2 \leq (k_{n+1}^2 - k_1^2)|\omega|^2$$

$$\left( \langle S(\omega^\sharp), \omega^\sharp \rangle + \langle S(N), N \rangle |\omega|^2 \right) \sum_{k=1}^{n} \langle S(e_k), e_k \rangle \geq 2nk_1^2|\omega|^2.$$

Therefore

$$\sum_{k=1}^{n} |II(e_k, \omega^\sharp)|^2 + \sum_{k=1}^{n} |II(e_k, N)|^2 |\omega|^2$$

$$- \sum_{k=1}^{n} Rm^N(e_k, \omega^\sharp, e_k, \omega^\sharp) - Ric^N(N, N)|\omega|^2$$

$$\leq (4k_{n+1}^2 - 2(n+1)k_1^2)|\omega|^2 \leq 0,$$

by our pinching assumption. The result follows since the inequality above is strict over the set where $|\omega|^2 \neq 0$ which is open (and non-empty since $\omega$ is assumed to be non-trivial). Thus we get that (9) is strictly negative and the result follows from Theorem A.

q.e.d.

Remark 5.3. In dimension $n = 2$, by similar manipulations it is possible to obtain from formula (8) a slightly better result in the sense that the weaker pinching condition

$$\frac{k_3}{k_1} < \sqrt{\frac{5}{3}}$$

still allows one to show that every closed minimal surface in such ambient space satisfies $\text{index}(M) \geq b_1(M)/4$. In particular, this implies that (in the setting considered in this subsection) a two-sided closed minimal surface of index one must have genus at most two, a conclusion that is conjectured to be true in any ambient three-manifold of positive Ricci curvature. We would like to thank Fernando Codá Marques for pointing out this connection.
5.6. Pinched three-manifolds.

Theorem 13. Let \((N^3, g)\) be a closed Riemannian three-manifold with positive scalar curvature. Assume there is an isometric embedding of \((N^3, g)\) into some Euclidean space \(\mathbb{R}^d\) such that

\[ R^N > \frac{1}{2} |\vec{H}|^2. \]

Then, any closed oriented minimal hypersurface \(M^2\) of \(N^3\) is such that

\[ \text{index}(M) \geq \frac{1}{2d} b_1(M). \]

Proof. The result will follow immediately from Proposition 4 once we verify that

\[ \int_M \sum_{k=1}^2 \left( |II(e_k, \omega^\sharp)|^2 + |II(e_k, \ast \omega^\sharp)|^2 \right) - R^N |\omega|^2 dM < 0 \]

for all harmonic one-forms \(\omega\) on an oriented minimal surface \(M^2\) in \((\mathbb{N}^3, g)\).

The contraction of the Gauss equation for \(N^3\) gives

\[ R^N = |\vec{H}|^2 - |II|^2, \]

where \(\vec{H} = tr II\) denotes the mean curvature vector of \(N^3\) in \(\mathbb{R}^d\). Since at points where \(\omega\) does not vanish \(\{e_1 = \omega^\sharp/|\omega^\sharp|, e_2 = \ast \omega^\sharp/|\omega^\sharp|\}\) is an orthonormal basis of the tangent space, we have

\[ \sum_{k=1}^2 \left( |II(e_k, \omega^\sharp)|^2 + |II(e_k, \ast \omega^\sharp)|^2 \right) - R^N |\omega|^2 = \sum_{i,j=1}^2 (|II(e_i, e_j)|^2 - R^N) |\omega|^2 \]

\[ \leq (|II|^2 - R^N) |\omega|^2 \leq (|\vec{H}|^2 - 2R^N) |\omega|^2 \leq 0, \]

by the pinching assumption. Once again this inequality is strict when \(|\omega|^2 \neq 0\) which occurs on a non-empty open set. Thus once we integrate the result follows.

Appendix A. The borderline case in complex projective spaces

Let \((\mathbb{N}^{n+1}, g)\) be the complex projective space of (real) dimension \(2m\) endowed with the Fubini-Study metric, namely \((\mathbb{C}P^m, g_{FS})\). Let us recall here that such complex manifold is Kähler, which implies that the associated almost-complex structure \(J\) is parallel with respect to the Levi-Civita connection (i.e. \(\nabla J = 0\)), a fact that we are about to
If \( M^n \) is a closed, embedded minimal hypersurface in such ambient manifold, we have already proven in Subsection 5.3 the inequality

\[
\int_M \left[ \sum_{k=1}^n |II(e_k, \omega^\ast)|^2 + \sum_{k=1}^n |II(e_k, N)|^2 |\omega|^2 \right] dM
- \int_M \left[ \sum_{k=1}^n Rm^N(e_k, \omega^\ast, e_k, \omega^\ast) + Ric^N(N, N)|\omega|^2 \right] dM \leq 0,
\]

with equality only when the harmonic form \( \omega \) on \( M^n \) is such that \( Rm^N(N, \omega^\ast, N, \omega^\ast) = |\omega|^2 + 3g(\omega^\ast, JN)^2 = 4|\omega|^2 \) and (by virtue of the Cauchy-Schwartz inequality) this happens if and only if there exists a smooth function \( f : M \to \mathbb{R} \) such that \( \omega^\ast = f JN \).

The key point of this appendix, which completes the proof of Theorem 7 is the following assertion:

**Proposition A.0.** Let \( M^n \) be a closed, embedded minimal hypersurface in \( (\mathbb{CP}^m, g_{FS}) \). Suppose that a harmonic one-form \( \omega \) is proportional to \( (JN)^\flat \) at each point of \( M^n \). Then such form vanishes identically on \( M^n \).

Let us see why. Before getting to the proof, we shall present some preliminary lemmata.

**Remark A.1.** From now onwards, we shall set \( JN = U \) in order to have a distinguished notation for this vector. Also, we let \( \eta = U^\flat \). Furthermore, we shall denote here (coherently with the rest of the article) by \( \nabla \) the Levi-Civita connection of \( (N^{n+1}, g) \) and by \( \nabla^M \) the induced connection on the hypersurface \( M^n \). More generally, we shall adopt a superscript/subscript when referring to differential operators on \( M^n \).

**Lemma A.1.** In the setting above, the following assertions are true:

a) \( g(\nabla^M f, U) = 0 \);

b) \( f \nabla U N = -J \nabla^M f \).

**Proof.** We shall start by recalling that \( div_M(\eta) = 0 \), which is rather standard (see e. g. pg. 286 of [19]). Once we know this, taking the divergence of \( \omega \) (and recalling the first-order characterization of harmonicity, see Subsection 2.3) gives

\[
0 = div_M \omega = \eta(\nabla^M f) = g(U, \nabla^M f),
\]

that is, \( f \) is constant along each flow line of the flux generated by the vector field \( U = JN \).
For what concerns part b), taking the exterior derivative of $\omega = f \eta$ and evaluating it for $X = JN$ and an arbitrary $Y$ (a section of $TM$), we have

$$0 = d \omega(JN, Y) = df(JN)\eta(Y) - df(Y)\eta(JN) + f d\eta(JN, Y)$$

$$= -df(Y) + f(JN(\eta(Y))) - Y(\eta(JN)) - \eta([JN, Y])$$

$$= -df(Y) + f((\nabla^M_{JN}\eta)(Y) - (\nabla^M_{JN}\eta)(JN))$$

$$= -df(Y) + f g(\nabla^M_{JN}JN, Y) - f g(\nabla^M_{JN}JN, JN)$$

$$= -df(Y) + f g(\nabla^M_{JN}JN, Y) - f g(\nabla^M_{JN}JN, JN)$$

$$= -df(Y) - f g(\nabla^M_{JN}N, JY) + f g(\nabla^M_{JN}N, N)$$

$$= -df(Y) - f g(\nabla^M_{JN}N, JY)$$

(since: $\eta(JN) = 1$ identically and $g(\nabla^M_{JN}N, N) = 0$ because $g(N, N) = 1$ identically, and we have used that $J$ is a skew-symmetric operator and the ambient manifold is Kähler, which ensures that $\nabla J = 0$). That is, we have obtained $f \nabla^M_{JN}N = - J \nabla^M f$, which completes the proof. q.e.d.

**Lemma A.2.** In the setting above, we have

$$Ric^M(\omega^*, \omega^*) = (2m - 2)f^2 - |\nabla^M f|^2.$$

**Proof.** Tracing the Gauss equation [3] gives, when $M^n$ is minimal, the equation

$$Ric^M(U, U) = Ric^N(U, U) - Rm^N(U, N, U, N) - |A(U, \cdot)|^2.$$

Now, it has been recalled that in our setting

$$Rm^N(N, \omega^*, N, \omega^*) = 4|\omega|^2$$

so that, using also the fact that $(\mathbb{CP}^m, g_{FS})$ is Einstein with constant $n + 3 = 2m + 2$, we obtain

$$Ric^M(U, U) = (2m - 2) - |A(U, \cdot)|^2$$

which proves the asserted identity once we make use of part b) of Lemma A.1. q.e.d.

**Lemma A.3.** In the setting above,

$$|\nabla^M f|^2 \leq |\nabla^M \omega|^2.$$

**Proof.** Differentiating $\omega^* = f(JN)$, we have $\nabla^M_X \omega^* = (\nabla^M_X f)JN + f \nabla^M_X JN$ for every vector field $X$ tangent to $M^n$. Therefore

$$|\nabla^M_X \omega^*|^2 = |\nabla^M_X f|^2 + 2 f(\nabla^M_X f)g(JN, \nabla^M_X JN) + f^2 |\nabla^M_X JN|^2.$$

Since $2g(JN, \nabla^M_X JN) = Xg(JN, JN) = Xg(N, N) = 0$, we obtain

$$|\nabla^M_X \omega^*|^2 = |\nabla^M_X f|^2 + f^2 |\nabla^M_X JN|^2 \geq |\nabla^M_X f|^2$$

for all tangent vector fields $X$. The conclusion follows. q.e.d.
Now, let us proceed with the proof of Proposition A.0.

**Proof.** The standard Bochner identity for one-forms asserts that
\[
\Delta_1 \alpha = -\Delta \alpha + \text{Ric}^M(\alpha^\sharp, \cdot)
\]
for any smooth one-form \( \alpha \). To avoid ambiguities, let us observe that \( \Delta = \Delta^M \) stands for the standard/elementary Laplace-Beltrami operator on \( M \). Hence, if \( \omega \) is harmonic, as we are assuming, then
\[
\Delta \omega = \text{Ric}^M(\omega^\sharp, \cdot).
\]

This is an equation between one-forms so we can choose the vector field to test it with, so let us evaluate both sides on \( \omega^\sharp \). If we do so and then integrate over the manifold \( M \) we get to the identity
\[
(2m - 2) \int_M |\omega|^2 \, dM + \int_M (|\nabla^M \omega|^2 - |\nabla^M f|^2) \, dM = 0
\]
where we have used Lemma A.2 for the right-hand side. Since \( m \geq 2 \), then Lemma A.3 ensures that \( \omega \) is the trivial one-form and we are done.  
q.e.d.
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