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Abstract

Motivated by rate–independent stress–strain hysteresis observed in filled rubber, this article considers a scalar viscoelastic model in which the constitutive law is random and varies on a lengthscale which is small relative to the overall size of the solid. Using a variant of stochastic two–scale convergence as introduced by Bourgeat, Mikelic and Wright, we obtain the homogenized limit of the evolution, and demonstrate that under certain hypotheses, the homogenized model exhibits hysteretic behaviour which persists under asymptotically slow loading. These results are illustrated by means of numerical simulations in a particular one–dimensional instance of the model.
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1 Introduction

Hysteresis is the phenomenon of “history–dependence” in a physical system. In mechanical systems, stress–strain hysteresis occurs when the stress observed during loading depends on the path taken by the system in order to arrive at a particular strain, and not simply on the value of the strain itself. It follows that such stresses are non–conservative fields, i.e. they cannot be directly expressed as the gradient of a potential energy function. In such systems, mechanical energy is dissipated through a thermodynamic process.

The Second Law of Thermodynamics dictates the most basic mechanism for dissipating mechanical energy in a solid: some of the work done on the solid must always be lost as heat, increasing the entropy in the system [25]. Other less ubiquitous mechanisms may involve the storage of mechanical energy through magnetic effects [14] or through molecular rearrangement [2]. Typically, thermal dissipation depends on the work rate, while the latter examples involve a stress–induced phase transition in some order parameter of the system, and are hence rate–independent.

Filled rubbers are a class of materials in which stress–strain hysteresis is observed in experiments, and persists at very low strain rates [15][16], indicating a rate–independent mechanism. Such rubbers include the most common varieties which are produced for commercial and industrial applications. Typically, they are composed of a rubber matrix containing microscopic “filler” particles, added to improve the mechanical properties of the material. The matrix is formed of polymer chains which are bonded both to the surface of the filler particles and to each other via sulphur bonds formed during the process of vulcanization. Viewed through a microscope, the filler particles are seen to form a complex random network throughout the material (see for example Figure 25 of [13] and Figure [1] below).

At present, the mechanism which causes rate–independent stress–strain hysteresis in filled rubbers is not well understood. Our motivation here is to propose and mathematically study
a class of simple viscoelastic models which exhibit the features observed experimentally, and reflect the random structure of the underlying material. In particular, we propose a micromechanical model in which energy is dissipated by frictional stresses acting to counter local deformation of the polymer matrix.

This model has two key features. First, the complex microstructure of the material is modelled by assuming that material parameters are random, depend upon the material point and vary on a lengthscale much smaller than the overall size of the body. Second, energy is assumed to be dissipated by internal frictional mechanisms which act to counter local changes in strain, rather than rigid body translations and infinitesimal rotations, in keeping with the physical assumption of frame indifference. Other similar constitutive approaches in the literature include [12, 15, 17, 18]. The mathematical framework we exploit is sufficiently general to allow us to incorporate a form of internal “dry friction”, which leads to hysteretic behaviour which persists at arbitrarily small strain rates.

After presenting the constitutive assumptions made in this model, we prove the long–time existence of solutions under time–varying Dirichlet loading conditions imposed on part of the boundary, which reflect the boundary conditions used in standard material testing experiments. Our general mathematical approach to this problem is through the application of the theoretical tools developed to study doubly–nonlinear evolution equations, which are described in detail in [22], and are studied with particular reference to the modelling of hysteresis in [26].

Our main result is then to obtain a homogenization result for this model in the limit where the lengthscale for microscopic variation versus body size vanishes. Technically–speaking, this result corresponds to a stochastic homogenization result for a random stationary doubly–nonlinear evolution problem. Greater spatial heterogeneity and differing assumptions on the dissipation mean that the resulting model lies in a distinct (but related) class of models to the Prandtl–Ishlinskii rheological models studied in Chapters III and VII of [26]. In the limiting model we derive, the effect of the spatial heterogeneity is tracked via a “corrector field” which describes the microscopic oscillations of the strain, and is characterised as the solution of an explicit differential inclusion.

The basis for our proof of this homogenization result is the theory of two–scale stochastic convergence developed in [3]. This theory is inspired by the definition of two–scale convergence proposed by Nguetseng in [20], and subsequently explored in detail in [1] in a deterministic setting. The theory is sufficiently general such that it may be viewed as including both periodic homogenization for deterministic systems and homogenization for random systems which are piecewise constant on a lattice with a random shift of the origin. Such cases form the particular examples constructed in Section 2.3.5. We also illustrate our results in the particular case of a periodic setting in Section 2.4.2.

Recently, a general theoretical framework for evolutionary Γ–convergence has been developed to describe the convergence of doubly nonlinear evolution equations. The work [19] describes several general results under which “strong” convergence of an evolutionary semigroup may be deduced. Our analysis provides an example of a case in which a sequence of evolution semigroups converges only in a weak sense (see [23] for an example of another such result) but the limit can still be identified. As such, our results lie outside the remit of the general theory of evolutionary Γ–convergence. Nevertheless, we make use of many of the ideas underlying the development of this framework.

At the time of submission, we became aware of related recent works on the homogenization of hysteretic systems [9, 10]. Our results differ from the setting of [9] in that we consider systems driven by time–dependent boundary conditions, inspired by cyclic loading experiments, which leads us to consider time–dependent dissipation potentials. Further, we note that the technical tools we use differ: while the results in the latter reference are based on the construction of a Palm measure and a notion of two–scale convergence proposed by Zhikov and Pyatnitskii
in [27], as mentioned above, we use the theory developed by Bourgeat, Mikelic and Wright in [5].

The article is organized as follows. Section 2 provides a detailed introduction to the model which we consider and a statement of the main results (in Section 2.4), as well as a numerical study in a simple one-dimensional case and some results demonstrating the qualitative properties of the model. This is intended to be as self-contained as possible for the reader less interested in the technical proofs of the subsequent existence and homogenization results.

Section 3 presents the mathematical background required to precisely state our results: the existence and uniqueness of a solution to the highly oscillatory evolution problem (Theorem 1) and the identification of a homogenized limit (Theorem 2). We also recall and expand some key aspects of the theory of stochastic two-scale convergence introduced in [5]. The proof of Theorem 1 is given in Section 4, while Section 5 is devoted to the proof of Theorem 2.

2 Constitutive assumptions and main results

Before presenting our model in its full generality in Section 2.3 we describe a simple particular case in Section 2.1 and some illustrative numerical simulations in Section 2.2. We next state our main results in Section 2.4. Section 2.5 discusses the hysteretic behaviour of our model.

2.1 A simple illustrative example

We begin by formulating a simple one-dimensional case as an illustration of the more general model we subsequently consider. In this case, our model is closely related to a Prandtl–Ishlinskii model of Stop–type, described in Chapter III of [26]. Let \( D = [0, 1] \) be the reference configuration for a material undergoing a time-dependent deformation. The displacement is described by the function \( y : D \times [0, +\infty) \to \mathbb{R} \), where the second independent variable represents time. Here and throughout the rest of the article, we write \( \dot{y} \) to denote the partial derivative of \( y \) with respect to time \( t \), and \( D_x y \) to denote the gradient of \( y \) with respect to the variable \( x \), i.e. the strain. We consider the material under a loading experiment in which we assume that “rigid” boundary conditions are enforced, i.e. that \( y(0, t) = 0 \) and \( y(1, t) = \ell(t) \) for any \( t \in [0, T] \), where \( \ell(t) \) is the elongation of the body (at time \( t \), the length of the system is thus \( 1 + \ell(t) \)). The function \( \ell \) is assumed to be periodic in time, as is common in experimental settings studying hysteresis.

We suppose that the internal stress is composed of three additive components: an elastic stress \( \sigma_e \), a “wet” viscous frictional stress \( \sigma_w \), and a “dry” frictional stress \( \sigma_d \). The parameters relating these stresses to the current deformation are assumed to be random, and to vary rapidly on a lengthscale, denoted \( \varepsilon \), which is much shorter than the body itself. More precisely, at a given material point \( x \in D \) and time \( t \in [0, \infty) \), the former two stress components are assumed to be functions of the strain and strain rate respectively, namely

\[
\sigma_e(t, x) = A \left( \omega, \frac{x}{\varepsilon} \right) D_x y(t, x) \quad \text{and} \quad \sigma_w(t, x) = \nu \left( \omega, \frac{x}{\varepsilon} \right) D_x \dot{y}(t, x).
\]

For the dry frictional stress, we assume that

\[
\sigma_d(t, x) = \begin{cases} 
\mu \left( \omega, \frac{x}{\varepsilon} \right) & \text{if } D_x \dot{y}(t, x) > 0, \\
-\mu \left( \omega, \frac{x}{\varepsilon} \right) & \text{if } D_x \dot{y}(t, x) < 0,
\end{cases}
\]

and if \( D_x \dot{y}(t, x) = 0 \), then \( \sigma_d(t, x) \) takes on some value in \( [-\mu \left( \omega, \frac{x}{\varepsilon} \right), \mu \left( \omega, \frac{x}{\varepsilon} \right)] \) in order to satisfy a force balance. Here, \( \omega \in \Omega \) denotes a realization of the constitutive relation drawn from an appropriate probability space.
Figure 1: Schematic representation of the microscopic structure of filled rubber. Large black particles are filler, white particles represent the rubber matrix.

These constitutive assumptions are motivated by our understanding of the microstructure of filled rubber, illustrated on Figure 1 below. As mentioned in the introduction, filled rubbers are made up of two principal components: large filler particles and a polymer matrix. Elastic stresses are induced by the polymer matrix acting to increase the entropy of the polymer chains at fixed temperature $^{24}_{}$. The “wet” frictional stress corresponds to the action of viscous dissipation via thermal vibration of the polymer matrix, while the “dry” frictional stress represents the opposition to motion by friction between the filler particles and the polymer chains as they move in order to allow deformation. We also note that, since all stresses depend only on the strain and strain rate, they are frame independent: rigid body motions (i.e. translations in this one–dimensional setting) do not affect their definition.

If the material undergoes slow loading, so that inertial effects may be neglected, it follows that at all times the net force on each material point vanishes. Hence, in an appropriately weak sense, we suppose that the internal stresses satisfy the force balance

$$-\operatorname{div}(\sigma_e(t,x) + \sigma_w(t,x) + \sigma_d(t,x)) = 0 \text{ for any } t \in [0,T].$$

(2.1)

In one dimension, any divergence–free field is constant, so (2.1) entails that there exists a (random) function $\sigma(t)$ such that

$$\forall x \in D, \quad \sigma_e(t,x) + \sigma_w(t,x) + \sigma_d(t,x) = \sigma(t).$$

(2.2)

We may then write

$$A \left( \omega, \frac{x}{\varepsilon} \right) D_x y + \nu \left( \omega, \frac{x}{\varepsilon} \right) D_x \dot{y} + \mu \left( \omega, \frac{x}{\varepsilon} \right) = \sigma(t) \quad \text{when } D_x \dot{y} > 0,$$

$$A \left( \omega, \frac{x}{\varepsilon} \right) D_x y + \sigma_d(t,x) = \sigma(t) \quad \text{when } D_x \dot{y} = 0,$$

(2.3)

$$A \left( \omega, \frac{x}{\varepsilon} \right) D_x y + \nu \left( \omega, \frac{x}{\varepsilon} \right) D_x \dot{y} - \mu \left( \omega, \frac{x}{\varepsilon} \right) = \sigma(t) \quad \text{when } D_x \dot{y} < 0.$$

We now recast (2.3) into two equivalent, but more mathematically convenient forms, which turn out to be general enough to allow us to prove convergence results. Let us define an elastic energy density $W(\omega, x, \xi)$ and a dissipation potential density $\psi(\omega, x, \xi)$ via

$$W(\omega, x, \xi) := \frac{1}{2} A(\omega, x) \xi^2 \quad \text{and} \quad \psi(\omega, x, \xi) := \frac{1}{2} \nu(\omega, x) \xi^2 + \mu(\omega, x) |\xi|.$$
We note that \( \sigma_e(t,x) = D_\xi W(\omega, x/\varepsilon, D_x y(t,x)) \). Furthermore, \( \psi \) is convex in \( \xi \) and hence has a subdifferential, denoted \( \partial_\xi \psi(\omega, x/\varepsilon, \xi) \), which is
\[
\partial_\xi \psi(\omega, x/\varepsilon, \xi) = \begin{cases} 
\{ \nu \left( \omega, \frac{x}{\varepsilon} \right) \xi + \mu \left( \omega, \frac{x}{\varepsilon} \right) \} & \text{when } \xi > 0, \\
\left\{ -\mu \left( \omega, \frac{x}{\varepsilon} \right), \mu \left( \omega, \frac{x}{\varepsilon} \right) \right\} & \text{when } \xi = 0, \\
\{ \nu \left( \omega, \frac{x}{\varepsilon} \right) \xi - \mu \left( \omega, \frac{x}{\varepsilon} \right) \} & \text{when } \xi < 0.
\end{cases}
\]

It follows that the frictional stresses satisfy the inclusion \( \sigma_w(t,x) + \sigma_d(t,x) \in \partial_\xi \psi(\omega, x/\varepsilon, D_x y(t,x)) \), and we may express (2.2) in the compact form
\[
\forall x \in D, \quad D_\xi W\left( \omega, \frac{x}{\varepsilon}, D_x y \right) + \partial_\xi \psi \left( \omega, \frac{x}{\varepsilon}, D_x y \right) \ni \sigma(t). \quad (2.4)
\]

Next, we derive a formulation which is “conjugate” to (2.4), in the sense that it provides an equivalent relation between strain and strain rate, rather than relating dissipative and elastic stresses as (2.4) does (for further motivation of this construction, see Section 1 of [19]). This reformulation is particularly convenient for the purposes of the numerical results we describe in Section 2.2. Recall that, for any vector space \( X \), the Legendre–Fenchel transform of a proper convex function \( f : X \to \mathbb{R} \cup \{+\infty\} \) (i.e. a convex function which takes a finite value for at least one point in \( X \)) is the function \( f^* : X' \to \mathbb{R} \cup \{+\infty\} \) defined by
\[
f^*(\sigma) := \sup_{\xi \in X} \{ \langle \sigma, \xi \rangle - f(\xi) \},
\]
where \( \langle \cdot, \cdot \rangle_X : X' \times X \to \mathbb{R} \) is the duality bracket between \( X \) and its topological dual. We note that, by definition, \( f(\xi) + f^*(\sigma) \geq \langle \sigma, \xi \rangle_X \) for any \( \xi \in X \) and \( \sigma \in X' \). When \( f \) is convex and lower semicontinuous, the following statements are all equivalent:
\[
(1) \quad \sigma \in \partial f(\xi), \quad (2) \quad \xi \in \partial f^*(\sigma) \quad \text{and} \quad (3) \quad f(\xi) + f^*(\sigma) = \langle \sigma, \xi \rangle_X. \quad (2.5)
\]
A proof of this fact is given in Theorem 23.5 of [21]. We also recall that \( f^* \) is always convex, being the supremum of convex functions.

A straightforward computation demonstrates that
\[
\psi^*(\omega, x, \sigma) = \begin{cases} 
0 & \text{if } |\sigma| \leq \mu(\omega, x), \\
\left( |\sigma| - \mu(\omega, x) \right)^2 & \text{if } |\sigma| > \mu(\omega, x).
\end{cases}
\]

Using the equivalence of the statements given in (2.5) and the fact that \( \psi^* \) is continuously differentiable with respect to its third variable, so that its subdifferential is simply its derivative, (2.4) is equivalent to the “rate equation”
\[
D_x \dot{y} = D_\sigma \psi^* \left( \omega, \frac{x}{\varepsilon}, \sigma(t) - D_\xi W \left( \omega, \frac{x}{\varepsilon}, D_x y \right) \right). \quad (2.6)
\]

This rate equation and the \( \psi-\psi^* \) framework are convenient formulations of the problem mathematically, and also for implementing the numerical experiments we describe in the following section.

### 2.2 Numerical simulation

We now present a numerical study of the model described in the previous section in order to motivate our subsequent work. We define the random constitutive relations as follows: divide \( \mathbb{R} \)}.
into intervals \( I_i := [p+i, p+i+1) \) for \( i \in \mathbb{Z} \), where \( p \) is a random variable uniformly distributed in \((-1,0]\), and assume that \( A, \mu \) and \( \nu \) are identically independently distributed constants on each interval \( I_i \). More precisely, suppose that \( A, \mu \) and \( \nu \) are constant on each \( I_i \), with values chosen uniformly at random from the following sets:

\[
A|_{I_i} \in \{1,3\}, \quad \mu|_{I_i} \in \{0,0.4,0.7\} \quad \text{and} \quad \nu|_{I_i} \in \{0.05,0.1\}.
\]

Define a reference displacement \( \psi(t,x) := \ell(t)x \), and suppose that initially \( y(0,x) = \ell(0)x \). It is convenient to introduce the displacement away from this reference, \( u(t,x) := y(t,x) - \psi(t,x) \), satisfying the initial condition \( u(0,x) = 0 \) and the boundary condition \( u(0,t) = u(1,t) = 0 \). We infer from (2.6) that

\[
\dot{\ell} + D_x u = D_\sigma \psi^* \left( \omega, \frac{x}{\epsilon}, \sigma(t) - D_\xi W \left( \omega, \frac{x}{\epsilon}, \ell + D_x u \right) \right).
\]

It is straightforward to check that \( D_x u \) is constant in space on each interval \( I_i \) but time-dependent. It is therefore natural to introduce a vector of strains \( S = \{S_i\}_{0 \leq i \leq n} \) with \( n = \lceil \epsilon^{-1} \rceil \), where \( S_i := D_x u|_{I_i} \) for each \( i \in \{0, \ldots, n\} \). We remark that \( S_i \) is simply the difference between the true strain for points in \( I_i \) and the purely linear strain response to the boundary conditions, which would be \( \ell(t) \). We also introduce the vector of constant elastic stresses, \( \Sigma_i := D_\xi W(\omega, x/\epsilon, \ell + D_x u)|_{I_i} \). To generate a random constitutive relation, define vectors of random parameters \( A, \mu \) and \( \nu \), where each element of these vectors is the corresponding constant value on the interval \( I_i \), i.e. \( A_i = A|_{I_i} \). With these definitions, we find that, on each interval \( I_i \), we have

\[
\Sigma_i(t) = A_i \cdot [\ell(t) + S_i(t)]
\]

and

\[
\dot{\ell}(t) + \dot{S}_i(t) = \begin{cases} 
0 & \text{if } |\sigma(t) - \Sigma_i(t)| \leq \mu_i, \\
\frac{|\sigma(t) - \Sigma_i(t)| - \mu_i}{\nu_i} \text{sgn}(\sigma(t) - \Sigma_i(t)) & \text{if } |\sigma(t) - \Sigma_i(t)| \geq \mu_i.
\end{cases}
\]

### 2.2.1 Numerical method

We now describe the numerical scheme we use to solve (2.7)–(2.8). Let \( \Delta t \) denote a timestep, \( S^j \) and \( \Sigma^j \) be the values of \( S \) and \( \Sigma \), the vectors of strains and elastic stresses, computed at the \( j \)th timestep. Define the forward finite difference \( \Delta S^j := \frac{S^{j+1} - S^j}{\Delta t} \in \mathbb{R}^{n+1} \). Let \( \ell^j = \ell(j\Delta t) \), and set \( \bar{\sigma}^j \) be the total stress at the \( j \)th timestep.

We discretize (2.7)–(2.8) in the following way:

\[
S^{j+1} = S^j + \Delta t \Delta S^j \quad \text{and} \quad \Sigma_i^{j+1} := A_i(\ell^{j+1} + S_i^{j+1})
\]

where \( \Delta S^j \) and \( \bar{\sigma}^{j+1} \) are chosen to solve

\[
\Delta S^j_i = \begin{cases} 
-\Delta \ell^j & \text{if } |\bar{\sigma}^{j+1} - \Sigma_i^{j+1}| \leq \mu_i, \\
\frac{|\bar{\sigma}^{j+1} - \Sigma_i^{j+1}| - \mu_i}{\nu_i} \text{sgn}(\bar{\sigma}^{j+1} - \Sigma_i^{j+1}) - \Delta \ell^j & \text{if } |\bar{\sigma}^{j+1} - \Sigma_i^{j+1}| \geq \mu_i,
\end{cases}
\]

subject to

\[
0 = \sum_{i=0}^n (\varepsilon I_i \cap [0,1]) \Delta S^j_i.
\]
The equation (2.9) describes the rate given a stress $\sigma_{j}^{i+1}$, and (2.10) is a constraint which ensures that the boundary conditions are satisfied. Using (2.5), the equation (2.9) is equivalent to solving the inclusion

$$\sigma_{j}^{i+1} \in A_i\left(\ell_{j}^{i+1} + S_j^i + \Delta t \Delta S_j^i\right) + \begin{cases} \{\nu_i(\Delta S_j^i + \Delta \ell^j) + \mu_i\} & \text{if } \Delta S_j^i > -\Delta \ell^j, \\
\{-\mu_i, \mu_i\} & \text{if } \Delta S_j^i = -\Delta \ell^j, \\
\{\nu_i(\Delta S_j^i + \Delta \ell^j) - \mu_i\} & \text{if } \Delta S_j^i < -\Delta \ell^j. \end{cases}$$

Since the right–hand side of this inclusion is monotone in $\Delta S_j^i$, it follows that there is a unique solution for any $\sigma_{j}^{i+1}$, which moreover increases as $\sigma_{j}^{i+1}$ increases.

Given $\sigma_{j}^{i+1}$, we can solve for $\Delta S_j^i \in \mathbb{R}^{n+1}$, and progressively optimize $\sigma_{j}^{i+1}$ to find a value such that the constraint (2.10) is approximately satisfied. Since the inverse function for the right–hand side is only Lipschitz and not differentiable, we use the secant method to perform this optimization.

**Remark 1.** We have explained here how to solve the problem after time–discretization. The well-posedness of the problem (for $\varepsilon > 0$ fixed) before time–discretization is established in Section 4.

### 2.2.2 Numerical results

Our calculations are carried out in Julia 0.6.2 [4]. Random samples are generated via the `sample` command from the `Distributions` package, which by default uses a Mersenne–Twister algorithm to generate pseudorandom numbers. Plots are created using `PyPlot`, which provides an interface with the Python plotting library `matplotlib`.

Figure 2 shows stress–strain curves for a fixed sample generated with $\varepsilon = 1/200$. Each curve corresponds to the same loading $\ell_\delta(t) := \sin^2(2\pi \delta t)$ with different rates $\delta \in \{1, 2^{-2}, 2^{-4}, 2^{-6}, 2^{-8}\}$, over the time range $[0, 1/\delta]$, which corresponds to 2 cyclic loading periods. The system exhibits persistent hysteresis as the loading rate $\delta$ decreases, and the stress–strain curve appears to converge to a fixed limit cycle, indicating a rate–independent component in the model.

Next, for each $\varepsilon \in \{1/100, 1/200, 1/400, 1/800, 1/1600\}$, 50 random environments are generated. For each realization, the dynamics are simulated with $\delta = 0.1$, again over 2 periods. The results of these calculations are shown on Figures 3 and 4. Figure 3 shows the mean (over the random environments) stress–strain curve for $\varepsilon = 1/1600$, along with an envelope indicating an error bar of one standard deviation in the calculated stress at each timestep. Figure 4 shows the decrease in the variance of the stress calculated at $t = 0.25$ as $\varepsilon$ decreases. The latter figure shows a typical linear relationship between $\varepsilon$ and the variance, indicating convergence. A similar decrease is observed at every time.

Finally, we note that, for fixed rate $\delta \ll 1$, numerical experiments show that taking the magnitude of the possible values of $\mu$ to zero results in a collapse of the hysteresis loops, indicating that the internal dry friction included in the model is indeed the mechanism which results in hysteresis which persists at very low strain rates.

### 2.3 General model

The numerical results of the previous section suggest that, as $\varepsilon \to 0$, the random fluctuations tend to be “averaged”, so that we may hope that there is ultimately convergence to an underlying deterministic model which describes the limiting asymptotic behaviour. As we prove in this work, this is indeed the case. In this section, we therefore detail the precise mathematical assumptions made in order to prove our subsequent results. We comment on both the
Figure 2: Loading and unloading at different rates for a given sample material with $\varepsilon = 1/200$ (blue: $\delta = 1$; green: $\delta = 2^{-2}$; red: $\delta = 2^{-4}$; cyan: $\delta = 2^{-6}$, magenta: $\delta = 2^{-8}$). We represent $\sigma(t)$ (the stress in the system, which is independent of $x$) as a function of $\ell_\delta(t)$ (the total strain of the system). The numerical evidence of convergence when $\delta \to 0$ is clear.
Figure 3: Stress–strain curve (mean taken over 50 realizations) for $\varepsilon = 1/1600$. Dotted lines indicate the standard deviation in the calculated stress at each timestep. For all simulations, the rate parameter is taken to be $\delta = 0.1$. 
Figure 4: Log–log plot of the variance (calculated using 50 realizations) of the stress at $t = 0.25$ as a function of $\varepsilon \in \{1/100, 1/200, 1/400, 1/800, 1/1600\}$. The dashed line corresponds to a linear rate in $\varepsilon$.

applicability of these assumptions and the possibility of extending our study to other cases in Section 2.3.6.

2.3.1 Assumptions on randomness

We assume that the random constitutive laws may be described in terms of random variables defined on a probability space $(\Omega, \Sigma, \mathbb{P})$. This probability space is assumed to satisfy the key assumption that the usual Hilbert space of square–integrable random variables, $L^2(\Omega; \mathbb{P})$, is separable, i.e. contains a countable dense subset.

We denote $d$ the ambient physical dimension (which was taken to be $d = 1$ in Sections 2.1 and 2.2). We suppose that the space $\Omega$ is endowed with a $d$–dimensional ergodic dynamical system, i.e. there exists a family of $\mathbb{P}$–measurable invertible maps $\{T(x) : \Omega \to \Omega \mid x \in \mathbb{R}^d\}$ such that

1. $T$ is a group action on $\Omega$ for the addition in $\mathbb{R}^d$, i.e. $T(x) \circ T(y) = T(x + y)$ for any $x$ and $y \in \mathbb{R}^d$, and $T(0)$ is the identity map;

2. $\mathbb{P}$ is an invariant measure with respect to $T$, i.e. $\mathbb{P}[T(x)^{-1}E] = \mathbb{P}[E]$ for any $x \in \mathbb{R}^d$ and any $E \in \Sigma$;

3. for any $E \in \Sigma$, the set $\{(\omega, x) \in \Omega \times \mathbb{R}^d \mid T(x)\omega \in E\}$ is an element of the sigma–algebra generated by $\Sigma \times \mathcal{M}^d$, where $\mathcal{M}^d$ is the $d$–dimensional Lebesgue sigma–algebra;

4. $T$ is ergodic, i.e. any set $E \in \Sigma$ such that

$$\mathbb{P}[\{(T(x)E \cup E) \setminus (T(x)E \cap E)\} = 0 \quad \text{for any } x \in \mathbb{R}^d$$

satisfies either $\mathbb{P}[E] = 0$ or $\mathbb{P}[E] = 1$. 

A function $F$ defined on $\Omega \times \mathbb{R}^d$ is called *stationary* if there exists another function $F_0$ defined on $\Omega$ such that

$$F(\omega, x) = F_0(T(x)\omega) \quad \text{for any } x \in \mathbb{R}^d \text{ and } \mathbb{P}-\text{a.e. in } \Omega. \quad (2.11)$$

Informally, $F$ being stationary means that the distribution of $F(\cdot, x)$ does not depend upon $x$. As an example, when such quantities are defined, we have

$$\mathbb{E}[F(\cdot, x)] = \mathbb{E}[F_0] \quad \text{and} \quad \text{Var}[F(\cdot, x)] = \text{Var}[F_0] \quad \text{for any } x \in \mathbb{R}^d.$$ 

Stationarity and ergodicity are the main constitutive assumptions made on the “randomness” of the material parameters.

### 2.3.2 Elastic constitutive law

We suppose that the material under consideration obeys a linear elastic constitutive law with coefficients that are random and vary on a small length scale (denoted henceforth $\varepsilon$) relative to the size of the body $D$. In particular we assume that the elastic stored energy $W : \Omega \times \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$ takes the form

$$W(\omega, x, \xi) = \frac{1}{2} \xi \cdot A(\omega, x) \xi,$$

where $A$ is assumed to satisfy the following properties.

#### Assumptions on $A.$

(A1) $A : \Omega \times \mathbb{R}^d \to \mathbb{R}^{d \times d}$ is measurable with respect to the sigma–algebra generated by $\Sigma \times \mathcal{M}^d$, and is stationary in the sense of (2.11), i.e. there exists a measurable function $A_0 : \Omega \to \mathbb{R}^{d \times d}$ such that

$$A(x, \omega) = A_0(T(x)\omega) \quad \text{for any } x \in \mathbb{R}^d \text{ and almost any } \omega \in \Omega.$$

(A2) $A$ is symmetric, i.e. $A(\omega, x) = A(\omega, x)^T$ almost everywhere in $\Omega \times \mathbb{R}^d$.

(A3) There exist constants $0 < A \leq \overline{A} < +\infty$ such that, for any $\xi \in \mathbb{R}^d$,

$$A |\xi|^2 \leq \xi \cdot A(\omega, x) \xi \leq \overline{A} |\xi|^2 \quad \text{a.e. in } \Omega \times \mathbb{R}^d. \quad (2.12)$$

We note that assumptions (A2) and (A3) are equivalent to similar hypotheses on the function $A_0$ introduced in assumption (A1). To complement assumption (A1), for convenience we define $W_0(\omega, \xi) := \frac{1}{2} \xi \cdot A_0(\omega) \xi$.

The total elastic potential energy of the body associated with a displacement $y$ is assumed to be

$$\Phi^\varepsilon_\omega[y] := \int_D W(\omega, \frac{x}{\varepsilon}, D_x y) \, dx = \frac{1}{2} \int_D D_x y \cdot A \left(\omega, \frac{x}{\varepsilon}\right) D_x y \, dx \quad \text{for any } y \in H^1(D).$$

We note that the bounds (2.12) ensure that $\Phi^\varepsilon_\omega[y]$ is well–defined. We also note that $\Phi^\varepsilon_\omega$ is Gâteaux–differentiable on $H^1(D)$, with derivative $\nabla \Phi^\varepsilon_\omega : H^1(D) \to (H^1(D))'$ given by

$$\forall u \in H^1(D), \quad \langle \nabla \Phi^\varepsilon_\omega[y], u \rangle_{H^1(D)} := \int_D A \left(\omega, \frac{x}{\varepsilon}\right) D_x y \cdot D_x u \, dx. \quad (2.13)$$
We note that $\nabla \Phi \varepsilon[y]$ may be thought of as the elastic force arising due to the displacement $y$, and $A\left(\omega, \varepsilon \right)D_x y \in L^2(D)^d$ as the stress field due to the elastic deformation.

**Remark 2.** Throughout this article, we adopt the terminology of elasticity (refering to displacement, strain, stress, . . . ), even though our unknown function is scalar-valued. This terminology indeed provides a clearer intuition about our approach. In Section 2.3.6 we discuss the extension of our work to a true elastic problem.

### 2.3.3 Dissipative constitutive law

We suppose that energy is locally dissipated via a dissipation potential which induces forces which act to oppose local changes in strain only, and not the absolute position of the body: this is expressed as a function

$$\psi : \Omega \times \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R},$$

where $\psi$ is assumed to satisfy the following assumptions.

#### Assumptions on $\psi$.

1. **($\psi 1$)** For any $\xi \in \mathbb{R}^d$, the function $(\omega, x) \in \Omega \times \mathbb{R}^d \mapsto \psi(\omega, x, \xi)$ is measurable with respect to the sigma–algebra generated by $\Sigma \times \mathcal{L}^d$, and is stationary in the sense of (2.11), i.e. there exists $\psi_0 : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R}$ such that

   for any $\xi \in \mathbb{R}^d$, \( \psi(\omega, x, \xi) = \psi_0(T(x)\omega, \xi) \) for any $x \in \mathbb{R}^d$ and almost every $\omega \in \Omega$.

2. **($\psi 2$)** \( \psi(\omega, x, \xi) \geq 0 \) for any $(\omega, x, \xi) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d$, and $\psi(\omega, x, 0) = 0$ for any $(\omega, x) \in \Omega \times \mathbb{R}^d$.

3. **($\psi 3$)** $\psi$ is uniformly strongly convex in its final variable, i.e. there exists $c > 0$ such that

   $$\xi \in \mathbb{R}^d \mapsto \psi(\omega, x, \xi) - c|\xi|^2$$

   is convex for almost every $(\omega, x) \in \Omega \times \mathbb{R}^d$.

4. **($\psi 4$)** There exists $C > 0$ such that, for any $\xi \in \mathbb{R}^d$,

   $$\psi(\omega, x, \xi) \leq C(1 + |\xi|^2)$$

   for almost every $(\omega, x) \in \Omega \times \mathbb{R}^d$.

As in the case of the elastic potential energy, we note that assumptions ($\psi 2$) – ($\psi 4$) correspond to similar hypotheses on the function $\psi_0$ introduced in assumption ($\psi 1$).

We note that, as an immediate consequence of the strong convexity assumption ($\psi 3$),

$$\xi - \xi' \cdot (v - v') \geq 2c|v - v'|^2$$

where $\xi \in \partial_{\xi} \psi(\omega, x, v)$ and $\xi' \in \partial_{\xi} \psi(\omega, x, v')$,

for almost every $(\omega, x) \in \Omega \times \mathbb{R}^d$ and any $v, v' \in \mathbb{R}^d$. The positivity assumption ($\psi 2$) entails that

$$0 \in \partial_{\xi} \psi(\omega, x, 0)$$

for any $(\omega, x) \in \Omega \times \mathbb{R}^d$, and hence, using ($\psi 3$), we get that, for any $(\omega, x, v) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d$,

$$\psi(\omega, x, v) - c|v|^2 \geq \psi(\omega, x, 0) - c|0|^2 + 0 \cdot v = 0,$$

thus $\psi(\omega, x, v) \geq c|v|^2$. (2.14)
We also note that (ψ4) entails an important bound on elements of the subdifferential of ψ. Suppose that σ ∈ ∂ξψ(ω, x, ξ). Then, for any η ∈ ℜd, we have
\[ \psi(ω, x, ξ) + σ \cdot η ≤ \psi(ω, x, ξ + η). \]
Setting η = tσ, and using the fact that ψ(ω, x, ξ) ≥ 0 (see (ψ2)) and the upper bound assumed in (ψ4), we have
\[ t|σ|^2 ≤ ψ(ω, x, ξ + tσ) ≤ C(1 + |ξ + tσ|^2) ≤ C(1 + 2|ξ|^2 + 2t^2|σ|^2). \]
Rearranging, and adding C to the right-hand side, we obtain
\[ (t - 2Ct^2)|σ|^2 ≤ 2C(1 + |ξ|^2). \]
Choosing \( t = 1/4C \) and rearranging, we have that
\[ \forall σ ∈ ∂ξψ(ω, x, ξ), \quad |σ|^2 ≤ 16C^2(1 + |ξ|^2) \tag{2.15} \]
where C is independent of ω, x and ξ (C is actually the constant appearing in (ψ4)).

The dissipation potential evaluated at a velocity field \( v ∈ H^1(Ω) \) is assumed to be
\[ Ψ_ω^ε[v] = \int_Ω \psi(ω, x, D_x v) \, dx. \]
Using (2.14) and assumptions (ψ2) and (ψ3), it follows that \( Ψ_ω^ε \) is a positive strictly convex functional on \( H^1(Ω) \) for almost every \( ω ∈ Ω \). Moreover, the subdifferential of \( Ψ_ω^ε \) on \( H^1(Ω) \) may be identified as being
\[ ∂Ψ_ω^ε[v] := \{ f ∈ (H^1(Ω))^d \mid (f, u)_{H^1(Ω)} = \int_Ω σ \cdot D_x u \, dx \text{ for any } u ∈ H^1(Ω), \]
with \( σ \in L^2(Ω)^d \) and \( σ(x) ∈ ∂ξψ(ω, x, D_x v(x)) \) for almost every \( x ∈ Ω \).

In the above definition, we may think of \( σ \) as being a candidate for the dissipative stress which acts to oppose motion when the strain rate is \( D_x v \).

### 2.3.4 Evolution problem

We are now in a position to formulate the evolution problem we study. We suppose that the material we consider is driven by displacement boundary conditions on \( Γ_D ⊆ ∂Ω \) and undergoes a loading which is slow enough such that inertial effects may be neglected. Elastic and dissipative body forces are hence equilibrated at all times. This is equivalent to requiring that the displacement \( y \) satisfies the inclusion
\[ 0 ∈ ∂Ψ_ω^ε[y(t)] + ∇Φ^ε_ω[y(t)] \quad \text{for almost every } t ∈ [0, T]. \tag{2.16} \]
We suppose that initially
\[ y(0) = \overline{y}(0), \tag{2.17} \]
and that the displacement boundary condition takes the form
\[ y(t)|_{Γ_D} = \overline{y}(t)|_{Γ_D} \tag{2.18} \]
for some function \( \overline{y}(t) \) defined on \( D \). On the remainder \( Γ_N \) of the boundary, the material is free to relax. To enforce these conditions, we decompose \( y(t) = \overline{y}(t) + u(t) \) where \( u \) vanishes on \( Γ_D \), and consider the “lifted” functionals \( Φ^ε_{t,ω} \) and \( Ψ^ε_{t,ω} \), defined by
\[ Φ^ε_{t,ω}[u] := Φ^ε_ω[\overline{y}(t) + u] \quad \text{and} \quad Ψ^ε_{t,ω}[v] := Ψ^ε_ω[\overline{y}(t) + v]. \]
The requirement that the force balance (2.16) along with the initial condition (2.17) and the boundary conditions (2.18) are satisfied is then equivalent to seeking a function \( u_\varepsilon^\omega : [0, T] \times D \to \mathbb{R} \) which, for almost every \( \omega \in \Omega \), satisfies

\[
\partial \Psi_{i,\omega}^\varepsilon [u_\varepsilon^\omega(t)] + \nabla \Phi_{i,\omega}^\varepsilon [u_\varepsilon^\omega(t)] \geq 0 \quad \text{for a.e. } t \in [0, T], \quad u_\varepsilon^\omega(0) = 0, \quad u_\varepsilon^\omega(t) = 0 \text{ on } \Gamma_D. \tag{2.19}
\]

Our subsequent goals are to show that this evolution problem is well-posed for any fixed \( \varepsilon > 0 \), and then to identify a limiting problem when \( \varepsilon \to 0 \).

### 2.3.5 A “checkerboard” example

We now describe a specific example falling within our assumptions, which may be thought of as a randomly-coloured “checkerboard” of constitutive laws. We consider regularly-spaced sites, in which one of finitely-many sets of constitutive relations are satisfied, selected independently according to a probability measure \( \mu \) defined on the finite state space \( \mathcal{S} \). Sites are independent from each other, and in a given coordinate frame, these sites are shifted by a random vector relative to the coordinate axes. Following the construction described in Section 7.3 of \([11]\), let

\[
Q = \left[ -\frac{1}{2}, \frac{1}{2} \right]^d
\]

be the unit cube, and set

\[
\Omega := \{ \omega : \mathbb{R}^d \to \mathcal{S} \mid \exists q \in Q \text{ such that, for any } k \in \mathbb{Z}^d, \omega(x) \text{ is constant on } q + k + Q \}.
\]

Equivalently, we may identify \( \omega \in \Omega \) with a vector \((q, Z) \in Q \times S^{2d}\), and define a sigma-algebra \( \Sigma = \mathcal{M}^d \otimes \times_{k \in \mathbb{Z}^d} \mathcal{P}(S) \), i.e. the sigma-algebra generated by the product of the Lebesgue sigma-algebra \( \mathcal{M}^d \) on \( Q \) with countably many copies of the power set \( \mathcal{P}(S) \). We define the probability measure \( \mathbb{P} \) as follows: given any \( V \subset Q \) and any finite subset \( I \subset \mathbb{Z}^d \), let \( U_k \subset S \) for any \( k \in I \). Set \( U_k = S \) for \( k \notin I \). Then \( V \times \prod_{k \in \mathbb{Z}^d} U_k \subset Q \times S^{2d} = \Omega \), and we define

\[
\mathbb{P} \left( V \times \prod_{k \in \mathbb{Z}^d} U_k \right) = T^d(V) \prod_{k \in I} \mu(U_k).
\]

Now, using the representation of \( \Omega \) as piecewise constant functions, we define the action \( T(x) \) as follows:

\[
\forall x, s \in \mathbb{R}^d, \quad [T(x)\omega](s) = \omega(s + x).
\]

It is straightforward to check that \( T \) is well-defined as a bijection on \( \Omega \), and that \((\Omega, \Sigma, \mathbb{P})\) and \( T \) satisfy all the properties assumed in Section \ref{2.3.1}.

Now that we have defined the probabilistic setting, we build stationary functions. Given \( \omega \in \Omega \), we define

\[
A((q, Z), x) = A_{0, Z(k)}(x + q) \quad \text{for any } x \in k + Q, \quad k \in \mathbb{Z}^d,
\]

where \( A_{0,i} \in \mathbb{L}^\infty_{\text{per}}(Q)^{d \times d} \) for each \( i \in \mathcal{S} \), \( A_{0,i}(x) \xi \geq A_{0,i}(x) \xi \geq \mathbb{A} |\xi|^2 \) for any \( \xi \in \mathbb{R}^d \), \( x \in Q \) and \( i \in \mathcal{S} \), and \( A_{0,i}(x) \) is a symmetric matrix for any \( x \in Q \) and \( i \in \mathcal{S} \). Similarly, we define \( \psi \) by

\[
\psi((q, Z), x, \xi) = \frac{1}{2} \nu_{0,Z(k)}(x + q) |\xi|^2 + \mu_{0,Z(k)}(x + q) |\xi| \quad \text{for any } x \in k + Q, \quad k \in \mathbb{Z}^d,
\]

where \( \nu_{0,i} \) and \( \mu_{0,i} \) belong to \( \mathbb{L}^\infty_{\text{per}}(Q) \) for each \( i \in \mathcal{S} \), with \( \nu_{0,i}(x) \geq \nu > 0 \) and \( \mu_{0,i}(x) \geq 0 \) for any \( x \in Q \) and any \( i \in \mathcal{S} \).
Both $A$ and $\psi$ are measurable and stationary in the sense of (2.11), so the above construction provides an example of a model satisfying our assumptions. We note that the model described in Sections 2.1 and 2.2 is a particular case of this construction.

We also remark that, if we take $|S| = 1$, then we have, for any $x \in \mathbb{R}^d$,

$$A((q, Z), x) = A_0(x + q) \quad \text{and} \quad \psi((q, Z), x, \xi) = \frac{1}{2} \nu_0(x + q) |\xi|^2 + \mu_0(x + q) |\xi|,$$

for fixed $Q$–periodic functions $A_0$, $\nu_0$ and $\mu_0$. In this case, our results correspond to the case of periodic homogenization, where we average uniformly over shifts of the underlying periodic lattice.

### 2.3.6 Discussion of assumptions

In this section, we briefly discuss the various assumptions made above.

**Linear elastic stress–strain relation.** The model described above assumes that $W(\omega, x, \xi)$ is quadratic with respect to $\xi$. With some adaptations, we believe that the proofs could be extended to the case where $W$ remains $C^2$ and strictly convex with respect to $\xi$, with a standard $p$–growth condition that reads as follows: there exist $A > 0$, $\overline{A} > 0$ and $p \geq 2$ such that

$$A (|\xi|^p - 1) \leq W(\omega, x, \xi) \leq \overline{A} (|\xi|^p + 1) \quad \text{for any } x \text{ and } \xi \in \mathbb{R}^d \text{ and } \mathbb{P} \text{-a.e. in } \Omega.$$

More generally, we would expect the results to hold when the dissipation potential $\psi$ is strictly convex and satisfies $q$–growth conditions with $q > 1$, and $W$ satisfies $p$–growth conditions with $p \geq q$.

**Scalar displacement variable.** We assume throughout this article that $u$ is scalar–valued. Physically, the multidimensional formulation of the model therefore corresponds to a membrane or anti–plane model where only the out–of–plane displacement is taken into account, rather than to a true bulk viscoelastic problem.

Similar techniques to those used below should cover the case where $u$ is a vector–valued function, $W$ remains quadratic (i.e. $W(\omega, x, \xi) = \frac{1}{2} \xi : C(\omega, x) : \xi$ for any $\xi \in \mathbb{R}^{d \times d}$) as in linear elasticity, and where the dissipation potential $\psi(\omega, x, \xi)$ is again convex. The main additional steps required in such a case would be applications of Korn’s inequality. Some results regarding two–scale convergence and the characterisation of the dual dissipation potential would also need to be reproved.

To correctly treat a more general nonlinear elastic problem where the stored energy density $W$ is a function of the deformation gradient and satisfies physical frame–indifference conditions, would require the assumption that $W(\omega, x, \xi)$ is polyconvex, i.e. is a convex function of the minors of $\xi \in \mathbb{R}^{d \times d}$. In that case, our analysis would become significantly more complex, and it is not completely obvious what sort of convexity condition on a corresponding dissipation potential $\psi$ would be sufficient to guarantee existence.

Moreover, there are examples in the literature (see e.g. [6]) in which polyconvexity does not persist after a homogenization procedure in a static setting, so existence results for any limiting evolution are not clear. For these reasons, we have chosen to avoid these significant technical complications, and to restrict ourselves to the case of a scalar–valued function $u$.

### 2.4 Main results

We are now in a position to informally state and discuss our two main results (rigorous statements of these theorems are provided at the beginning of Section 4 and Section 5 respectively).
2.4.1 General statement

Our first result demonstrates the existence of a solution for fixed \( \varepsilon \).

**Theorem 1.** Under appropriate regularity hypotheses on \( y \), there exists a unique solution \( u_\omega^\varepsilon \) to (2.19) for almost every \( \omega \in \Omega \).

It follows that the model described above is well-posed for any \( \varepsilon > 0 \). Our main theorem is then the following homogenization result.

**Theorem 2.** As \( \varepsilon \to 0 \), the sequence of functions \( u_\omega^\varepsilon \) solution to (2.19) converges in an appropriate sense (which is made precise in Section 3.6) to \( u^* \), and \( D_x u_\omega^\varepsilon \) converges to \( D_x u^* + \theta \), where \( u^* \) is independent of \( \omega \in \Omega \), and \( \theta \) is a time-dependent vector field which depends on both \( x \) and \( \omega \), and additionally satisfies \( \mathbb{E}[\theta] = 0 \). Moreover, for almost every \( t \in [0,T] \), the pair \( (u^*, \theta) \) is the unique solution to the system of inclusions

\[
-\text{div}_x \left[ \int_\Omega \partial_\xi \psi_0 \left( \omega, D_x \tilde{y} + D_x \tilde{u}^* + \tilde{\theta} \right) + D_\xi W_0(\omega, D_x \tilde{y} + D_x u^* + \theta) \, d\mathbb{P}(\omega) \right] \geq 0, \quad (2.20)
\]

\[
-\text{div}_\omega \left[ \partial_\xi \psi_0 \left( \omega, D_x \tilde{y} + D_x \tilde{u}^* + \tilde{\theta} \right) + D_\xi W_0(\omega, D_x \tilde{y} + D_x u^* + \theta) \right] \geq 0, \quad (2.21)
\]

with boundary and initial conditions

\[
u^*|_{\Gamma_D} = 0, \quad u^*(0) = 0 \quad \text{and} \quad \theta(0) = 0,
\]

in an appropriate functional space, detailed in Section 5.

Equations (2.20) and (2.21) should be understood as follows: there exists some vector valued function \( G^* \), which depends on \( (t, \omega, x) \) and satisfies \( G^*(t, \omega, x) \in \partial_\xi \psi_0 \left( \omega, D_x \tilde{y} + D_x \tilde{u}^* + \tilde{\theta} \right) \) for almost any \( (t, \omega, x) \), such that

\[
-\text{div}_x \left[ \int_\Omega G^*(t, \omega, x) + D_\xi W_0(\omega, D_x \tilde{y} + D_x u^* + \theta) \, d\mathbb{P}(\omega) \right] = 0, \quad (2.22)
\]

\[
-\text{div}_\omega [G^*(t, \omega, x) + D_\xi W_0(\omega, D_x \tilde{y} + D_x u^* + \theta)] = 0. \quad (2.23)
\]

Equation (2.20) may be interpreted as a macroscopic force balance, where the total stress is computed as an expectation over random variations. Equation (2.21) may be interpreted as a corrector problem, corresponding to a microscopic force balance. In general, (2.20) and (2.21) are coupled since \( D_x \tilde{y}, D_x u^* \) and \( \theta \) all depend upon \( x \in \mathcal{D} \) and the time \( t \).

At this stage, we have yet to define the operator \( -\text{div}_\omega \) appearing in (2.21). Since we have not assumed any topology on the probability space \( \Omega \), the definition is not obvious. On the other hand, this operator (along with other stochastic differentiation operators) has a familiar interpretation as a derivative with respect to a periodic variable when considering the form of periodic homogenization covered by our result. To help elucidate our main result, in Section 2.4.2 we provide an example of the result in the periodic setting previously described in Section 2.3.5, and we consider the one-dimensional case in Section 2.4.3. We postpone a precise definition of \( -\text{div}_\omega \) (and of other differentiation operators) in the fully stochastic case until Section 3.2.

### 2.4.2 A periodic “checkerboard” example

To provide some intuition about the result stated in Theorem 2, we return to the checkerboard example considered in Section 2.3.5. As noted at the end of that section, if \#\( \mathcal{S} = 1 \), then we
claim that our result in this case corresponds to periodic homogenization with a random shift of the coordinate frame. To see this, we note that the mapping $\omega = (q, Z) \mapsto q$ is a bijective measure–preserving map from $(\Omega, \Sigma, \mathbb{P})$ to $(Q, \mathcal{M}^d, \mathcal{L}^d)$, so we may identify $\omega \in \Omega$ with $q \in Q$. In this case, we may write, for any $u$, measure–preserving map from $(\Omega, \Sigma, \mathbb{P})$ to $(Q, \mathcal{M}^d, \mathcal{L}^d)$, so we may identify $\omega \in \Omega$ with $q \in Q$. In this case, we may write, for any $x \in \mathbb{R}^d$, that

$$
\psi(q, x, \xi) = \frac{1}{2} \nu_0(x + q) |\xi|^2 + \mu_0(x + q) |\xi| \quad \text{and} \quad W(q, x, \xi) = \frac{1}{2} \xi \cdot A_0(x + q) \xi,
$$

where we recall that in this case $\nu_0$, $\mu_0$ and $A_0$ are all $Q$–periodic functions. Note in passing that, in this case, the function $D_\sigma \psi^*$, which is useful below, has a simple expression:

$$
D_\sigma \psi^*(q, x, \sigma) = \begin{cases} 
0 & \text{when } |\sigma| \leq \mu_0(x + q), \\
\frac{|\sigma| - \mu_0(x + q)}{\nu_0(x + q)} & \text{when } |\sigma| \geq \mu_0(x + q).
\end{cases}
$$

We now write Theorem 2 in this case. We set $y^* = \overline{y} + u^*$, where $u^*$ is the homogenized solution introduced in Theorem 2. We note that, in the periodic setting, the corrector vector field takes the form of the gradient of a periodic function, $\theta = D_q u^1$ (for an explanation, refer to the discussion at the end of Section 3.3). We fix $u^1$ by further imposing that $\int_Q u^1(t, q, x) \, dq = 0$ for any $t$ and $x$. We may then write the corrector equation (2.21) as

$$
-\text{div}_q \left[ \partial_\xi \psi_0(q, D_x \bar{y}^* + D_q \hat{u}^1) + A_0(q) \left[ D_x y^* + D_q u^1 \right] \right] \ni 0,
$$

which should be interpreted as asserting that there exists a stress field $\Sigma(t, q, x)$ which is weakly divergence–free in $q$ such that

$$
\partial_\xi \psi_0(q, D_x \bar{y}^*(t, x) + D_q \hat{u}^1(t, q, x)) \ni \Sigma(t, q, x) - A_0(q) \left[ D_x y^*(t, x) + D_q u^1(t, q, x) \right]. \quad (2.24)
$$

This equation should be viewed as a balance of stresses, and $\Sigma$ is an unknown of the problem.

Applying the properties (2.5) of the Legendre–Fenchel transform, we recast the above equation as the equivalent rate equation

$$
D_q \hat{u}^1(t, q, x) = D_\sigma \psi^*(q, \Sigma(t, q, x) - A_0(q) \left[ D_x y^*(t, x) + D_q u^1(t, q, x) \right] ) - D_x \bar{y}^*(t, x)
$$

subject to the conditions

$$
\int_Q u^1(t, q, x) \, dq = 0 \quad \text{and} \quad u^1(0, q, x) = 0,
$$

the second condition stemming from the fact that $D_q u^1(0, q, x) = \theta(0, q, x) = 0$. We may also integrate (2.24) over $q \in Q$ to obtain

$$
\left\{ \int_Q \xi(t, q, x) \, dq \, \bigg| \, \xi(t, q, x) \in \partial_\xi \psi_0(q, D_x \bar{y}^*(t, x) + D_q \hat{u}^1(t, q, x)) \quad \text{a.e. } (t, q, x) \in [0, T] \times Q \times D \right\}

\ni \int_Q \Sigma(t, q, x) \, dq - \int_Q A_0(q) \left[ D_x y^*(t, x) + D_q u^1(t, q, x) \right] \, dq, \quad (2.25)
$$

an equation which is useful below.

We now turn to the macroscopic equation (2.20). To interpret it in this case, we define the homogenized potential

$$
\overline{\psi}(t, x, \xi) := \int_Q \psi_0(q, \xi + D_q \hat{u}^1(t, q, x)) \, dq. \quad (2.26)
$$
Setting $A_{\text{mean}} = \int_Q A_0(q) \, dq$, the homogenized force balance (2.20) should then be read as requiring that there exists a weakly divergence–free stress field $\sigma^*(t, x)$ such that
\begin{equation}
\partial_\xi \bar{\psi}(t, x, D_x \bar{\psi}^*(t, x)) \supseteq \sigma^*(t, x) - A_{\text{mean}} D_x y^*(t, x) - \int_Q A_0(q) D_q u^1(t, q, x) \, dq.
\end{equation}
Noting the definition (2.26) of $\bar{\psi}$ and the relation (2.25), it may be inferred that the field $\sigma^*$ can be chosen to satisfy
\[ \sigma^*(t, x) = \int_Q \Sigma(t, q, x) \, dq, \]
so that in this case $\sigma^*$ can be interpreted as the average stress at point $x$ and at time $t$.

Invoking (2.5), we recast (2.27) as the rate equation
\begin{equation}
D_x \hat{y}^*(t, x) = D_{\hat{\sigma}}(\bar{\psi})^\dagger \left[ t, x, \sigma^*(t, x) - A_{\text{mean}} D_x y^*(t, x) - \int_Q A_0(q) D_q u^1(t, q, x) \, dq \right],
\end{equation}
subject to $y^*(t)|_{\Gamma_D} = \bar{y}(t)$ and $y^*(0) = \bar{y}(0)$.

We note that, in the first equality above, we know that the subdifferential of $(\bar{\psi})^\ast$ is single–valued thanks to Theorem 26.3 in [21]. In summary, we have obtained the following corollary of Theorem 2 in this periodic setting.

**Corollary 3.** In the case of the model described in Section 2.3.5 with $\#S = 1$, the sequence of solutions $u^\varepsilon$ to (2.19) converges in an appropriate sense to $u^\ast$, and $D_x u^\varepsilon$ converges to $D_x u^\ast + D_q u^1$, where $u^\ast(t, x)$ and $u^1(t, q, x)$ solve the equations
\begin{align*}
D_q u^1 &= D_{\sigma^\ast} \psi_0^\ast (q, \Sigma - A_0(q) \left[ D_x \bar{y} + D_x u^\ast + D_q u^1 \right]) - D_x \bar{y} - D_x \hat{u}^\ast, \\
D_x \hat{u}^\ast &= D_{\hat{\sigma}}(\bar{\psi})^\dagger \left[ t, x, \sigma^\ast - A_{\text{mean}} (D_x \bar{y} + D_x u^\ast) - \int_Q A_0(q) D_q u^1 \, dq \right] - D_x \bar{y},
\end{align*}
with
\[ \int_Q u^1(t, q, x) \, dq = 0, \quad u^1(0, q, x) = 0, \quad u^\ast(t)|_{\Gamma_D} = 0 \quad \text{and} \quad u^\ast(0) = 0, \]
where the stress fields $\sigma^\ast$ and $\Sigma$ are divergence-free (respectively in $x$ and $q$), satisfy $\sigma^\ast(t, x) = \int_Q \Sigma(t, q, x) \, dq$, and are chosen in order to ensure that the boundary and initial conditions for $u^\ast$ and $u^1$ are satisfied.

One of the key observations which arises from this example is that, even in this simple case (which can even be simplified further by choosing $\psi(q, x, \xi) = |\xi|^2/2$), the dissipation potential in the limit typically depends on the entire history of loading: $\bar{\psi}$ is indeed defined using a time–dependent corrector. This demonstrates that, while the solutions converge to a well–defined limit when $\varepsilon \to 0$, computing approximations to the limit problem is very challenging.

### 2.4.3 The one–dimensional case

We consider here the one–dimensional case, and further assume, for the sake of simplicity, that $\psi(\omega, x, \xi) = \frac{1}{2} \nu(\omega, x) |\xi|^2$ for some random stationary coefficient $\nu$ satisfying $0 < \nu \leq \nu(\omega, x) \leq \bar{\nu}$ for any $(\omega, x) \in \Omega \times \mathbb{R}$. We recall from the definition of stationarity given in (2.11) that there exists $\nu_0 : \Omega \to \mathbb{R}$ such that $\nu(\omega, x) = \nu_0(T(x) \omega)$. We are going to explicitly compute.
the solution \( u^\varepsilon \) to the evolution equation (2.19), pass to the limit \( \varepsilon \to 0 \) on that explicit formula, and check that the so-obtained function \( u^* \) is the unique solution to the homogenized problem (2.20)–(2.21).

The evolution equation (2.19) reads
\[
\forall v \in \mathcal{H}^1_0, \quad \int_D \nu(\omega, x/\varepsilon) D_x y^\varepsilon \cdot D_x v + \int_D A(\omega, x/\varepsilon) D_x y^\varepsilon \cdot D_x v = 0,
\]
where \( y^\varepsilon = \bar{y} + u^\varepsilon \). This implies that there exists some function \( \sigma^\varepsilon \), depending on \( t \) and \( \omega \) but independent of \( x \), such that
\[
\nu(\omega, x/\varepsilon) D_x y^\varepsilon + A(\omega, x/\varepsilon) D_x y^\varepsilon = \sigma^\varepsilon,
\]
which is exactly (2.4). Dividing by \( \nu(\omega, x/\varepsilon) \), we obtain, for any \( x \in \mathcal{D} \), an ordinary differential equation that we can integrate. Using that the initial condition is independent from \( \varepsilon \) and \( \omega \), we find that
\[
D_x y^\varepsilon(t, \omega, x) = D_x y^\varepsilon(0, x) \exp \left( -\frac{A(\omega, x/\varepsilon)}{\nu(\omega, x/\varepsilon)} t \right) + \int_0^t \frac{\sigma^\varepsilon(s, \omega)}{\nu(\omega, x/\varepsilon)} \exp \left( \frac{A(\omega, x/\varepsilon)}{\nu(\omega, x/\varepsilon)} (s - t) \right) ds.
\]
(2.29)

Using the boundary condition \( \int_D D_x y^\varepsilon(t, \omega, x) dx = \ell(t) \) for some \( \ell \) independent of \( \varepsilon \) and \( \omega \), we get, by integrating (2.29) on \( \mathcal{D} \), that
\[
\ell(t) = f^\varepsilon(t, \omega) + \int_0^t \sigma^\varepsilon(s, \omega) g^\varepsilon(s - t, \omega) ds
\]
(2.30)

with
\[
f^\varepsilon(t, \omega) = \int_D D_x y^\varepsilon(0, x) \exp \left( -\frac{A(\omega, x/\varepsilon)}{\nu(\omega, x/\varepsilon)} t \right) dx, \quad g^\varepsilon(s, \omega) = \int_D \frac{1}{\nu(\omega, x/\varepsilon)} \exp \left( \frac{A(\omega, x/\varepsilon)}{\nu(\omega, x/\varepsilon)} s \right) dx.
\]

We prove in Section 4.4 below (in the general case) that \( y^\varepsilon(t, \omega, \cdot) \) and \( \dot{y}^\varepsilon(t, \omega, \cdot) \) are bounded in \( H^1(\mathcal{D}) \) by constants independent of \( t \in [0, T] \) and \( \omega \in \Omega \). They thus weakly converge (up to a subsequence extraction) to \( y^*(t, \omega, \cdot) \) and \( \dot{y}^*(t, \omega, \cdot) \) respectively, for almost every \( (t, \omega) \in [0, T] \times \Omega \). The relation (2.28) and the bounds on \( y^\varepsilon \) and \( \dot{y}^\varepsilon \) mentioned above show that, again for almost every \( \omega \), the sequence \( \sigma^\varepsilon(\cdot, \omega) \) is bounded in \( L^2(0, T) \): it thus weakly converges (up to a subsequence extraction) to \( \sigma^*(\cdot, \omega) \).

We now pass to the limit \( \varepsilon \to 0 \) in (2.29). Using the ergodic theorem, we obtain that
\[
D_x y^*(t, \omega, x) = D_x y^*(0, x) h^*(t) + \int_0^t \sigma^*(s, \omega) g^*(s - t) ds
\]
(2.31)

for almost every \( (t, \omega, x) \), with
\[
h^*(t) = \mathbb{E} \left[ \exp \left( -\frac{A_0(\omega)}{\nu_0(\omega)} t \right) \right], \quad g^*(s) = \mathbb{E} \left[ \frac{1}{\nu_0(\omega)} \exp \left( \frac{A_0(\omega)}{\nu_0(\omega)} s \right) \right].
\]

Passing to the limit \( \varepsilon \to 0 \) in (2.30), we also obtain
\[
\ell(t) = \int_D D_x y^*(0, x) h^*(t) dx + |\mathcal{D}| \int_0^t \sigma^*(s, \omega) g^*(s - t) ds.
\]
(2.32)

Collecting (2.31) and (2.32), we deduce that
\[
D_x y^*(t, \omega, x) = \left( D_x y^*(0, x) - |\mathcal{D}|^{-1} \ell(0) \right) h^*(t) + |\mathcal{D}|^{-1} \ell(t),
\]
(2.33)
which shows that \( D_x y^* \) is indeed deterministic.

We now consider the homogenized problem (2.20)–(2.21). It turns out that, in the one-dimensional case, the vanishing of the stochastic divergence in (2.21) is analogous with the vanishing of a usual derivative, allowing us to deduce that there exists a function \( \Sigma \), independent of \( \omega \), such that

\[
\nu_0(\omega) \left(D_x \dot{y}^* + \dot{\theta}\right) + A_0(\omega) \left(D_x y^* + \theta\right) = \Sigma(t, x). 
\]

Equation (2.20) reads \( 0 = \text{div}_x \mathbb{E}[\Sigma(t, x)] = \text{div}_x \Sigma(t, x) \), hence \( \Sigma \) only depends on time. Integrating the above ordinary differential equation and using that \( \theta(t = 0, \omega, x) = 0 \), we obtain that

\[
D_x y^*(t, x) + \theta(t, \omega, x) = D_x y^*(0, x) \exp \left(-\frac{A_0(\omega)}{\nu_0(\omega)} \right) + \int_0^t \frac{\Sigma(s)}{\nu_0(\omega)} \exp \left(-\frac{A_0(\omega)}{\nu_0(\omega)} \right) ds.
\]

Taking the expectation and using that \( \mathbb{E}[\theta] = 0 \), we deduce that

\[
D_x y^*(t, x) = D_x y^*(0, x) h^*(t) + \int_0^t \Sigma(s) g^*(s - t) ds. \tag{2.34}
\]

Integrating (2.34) over \( \mathcal{D} \) and using the boundary conditions, we deduce that

\[
\ell(t) = \ell(0) h^*(t) + |\mathcal{D}| \int_0^t \Sigma(s) g^*(s - t) ds. \tag{2.35}
\]

Collecting (2.34) and (2.35), we recover (2.33).

### 2.5 Hysteretic behaviour

We conclude this introductory section by showing that, in a particular instance of our model, the system exhibits hysteretic behaviour which persists at asymptotically low strain rates, as observed numerically on Figure 2.

As in Section 2.3.5, we suppose here that

\[
\psi \left( \omega, \frac{x}{\varepsilon}, \xi \right) = \frac{1}{2} \nu \left( \omega, \frac{x}{\varepsilon} \right) |\xi|^2 + \mu \left( \omega, \frac{x}{\varepsilon} \right) |\xi|,
\]

where \( \mu, \nu : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R} \) are random stationary coefficients which additionally satisfy

\[
0 \leq \nu \leq \nu(\omega, x) \leq \mathbb{\nu} \quad \text{and} \quad 0 \leq \mu \leq \mu(\omega, x) \leq \mathbb{\mu} \quad \text{for any} \quad (\omega, x) \in \Omega \times \mathbb{R}^d.
\]

As a reference domain, we choose \( \mathcal{D} = \prod_{i=1}^d (a_i, b_i) \). We prescribe the boundary data by defining \( \mathcal{g}_\delta(t, x) := \ell(\delta t) x_1 \), where \( \ell \) is a 1-periodic \( C^1 \) function and \( \delta \) is a parameter that scales the time (the smaller \( \delta \) is, the slower the loading is). We impose a Dirichlet boundary condition on \( \Gamma_D = \left( \{a_1\} \times \prod_{i=2}^d (a_i, b_i) \right) \cup \left( \{b_1\} \times \prod_{i=2}^d (a_i, b_i) \right) \), and let the material free to relax on the remainder of the boundary.

For fixed \( \varepsilon \) and \( \omega \), the energy dissipated over one time period by the system driven by the boundary condition \( y_\delta|_{\Gamma_D} = \mathcal{g}_\delta|_{\Gamma_D} \) may be expressed as

\[
\mathcal{E}_\omega^\varepsilon = \text{Energy Dissipated} = \int_0^{1/\varepsilon} \int_{\mathcal{D}} \partial_\xi \psi \left( \omega, \frac{x}{\varepsilon}, D_x \dot{y}_\delta \right) \cdot D_x \dot{y}_\delta \, dx \, dt = \int_0^{1/\varepsilon} \int_{\mathcal{D}} \nu \left( \omega, \frac{x}{\varepsilon} \right) |D_x \dot{y}_\delta|^2 + \mu \left( \omega, \frac{x}{\varepsilon} \right) |D_x \dot{y}_\delta| \, dx \, dt \geq \int_0^{1/\varepsilon} \int_{\mathcal{D}} \nu \left( \omega, \frac{x}{\varepsilon} \right) |D_x \dot{y}_\delta \cdot e_1|^2 + \mu \left( \omega, \frac{x}{\varepsilon} \right) |D_x \dot{y}_\delta \cdot e_1| \, dx \, dt.
\]
Using the lower bounds on $\mu$ and $\nu$ and applying Jensen’s inequality, the boundary conditions and a change of time variable, we find that
\[
\int_0^{1/\delta} \int_D \nu |D_x \dot{y}_\delta \cdot e_1|^2 \, dx \, dt \geq \int_0^{1/\delta} \frac{\nu}{\mathcal{L}^d(D)} \int_D |D_x \dot{y}_\delta \cdot e_1|^2 \, dx \, dt \\
= \int_0^{1/\delta} \frac{\nu}{\mathcal{L}^d(D)} \int_D \left[ \delta \dot{\ell}(\delta t) + D_x \dot{u}_\delta \cdot e_1 \right] \, dx \, dt \\
= \mathcal{L}^d(D) \frac{\nu}{\delta} \int_0^1 \left| \dot{\ell}(t) \right|^2 \, dt,
\]
where $\mathcal{L}^d(D)$ denotes the volume of the domain $D$, and likewise
\[
\int_0^{1/\delta} \int_D \mu |D_x \dot{y}_\delta \cdot e_1| \, dx \, dt \geq \int_0^{1/\delta} \mu \left[ \delta \dot{\ell}(\delta t) + D_x \dot{u}_\delta \cdot e_1 \right] \, dx \, dt = \mathcal{L}^d(D) \mu \int_0^1 \left| \dot{\ell}(t) \right| \, dt.
\]
Noting that the second lower bound is independent of the rate $\delta$, we obtain that
\[
\mathcal{E}_\omega^\varepsilon = \text{Energy dissipated in one period} \geq \mathcal{L}^d(D) \mu \int_0^1 \left| \dot{\ell}(t) \right| \, dt, \tag{2.36}
\]
showing that no matter how slowly the material is loaded and unloaded, the material always dissipates energy (note also that since $\mu$ has units of energy per unit volume, this lower bound has units of energy, as expected). We note that this lower bound is independent of $\varepsilon$ and $\omega$. For the homogenized model we identify, similar results can be indeed obtained showing that above property is preserved in the limit $\varepsilon \to 0$.

We now discuss the link between that dissipated energy and the fact that the system shows hysteresis, namely that the area within the loops shown on Figure 2 is positive. We consider here the one–dimensional setting of Section 2.1 and write the mechanical energy at time $t$ as
\[
E_\omega^\varepsilon(t) = \int_D W \left( \omega, \frac{x}{\varepsilon}, D_x \dot{y}(t, x) \right) \, dx.
\]
Then, over one period, we compute
\[
E_\omega^\varepsilon(1/\delta) - E_\omega^\varepsilon(0) = \int_0^{1/\delta} \frac{\Delta E_\omega^\varepsilon}{\Delta t} \, dt = \int_0^{1/\delta} \int_D A \left( \omega, \frac{x}{\varepsilon} \right) D_x y \cdot D_x \dot{y} \, dx \, dt.
\]
Using the equilibrium equation (2.4), we deduce that
\[
E_\omega^\varepsilon(1/\delta) - E_\omega^\varepsilon(0) \in \int_0^{1/\delta} \int_D \left( \sigma(t, \omega) - \partial_t \psi \left( \omega, \frac{x}{\varepsilon}, D_x \dot{y} \right) \right) D_x \dot{y} \, dx \, dt,
\]
hence, using the specific expression of $\psi$,
\[
E_\omega^\varepsilon(1/\delta) - E_\omega^\varepsilon(0) = \int_0^{1/\delta} \sigma(t, \omega) \left( \int_D D_x \dot{y} \, dx \right) \, dt - \mathcal{E}_\omega^\varepsilon.
\]
An application of Stokes Theorem demonstrates that the first term in the above right-hand side is the area within the loop, whereas the last term is the dissipated energy. If the system reaches a limit cycle, we expect the energy difference on the left–hand side to tend to zero over successive periods (indeed, this is what we observe numerically). Under the assumption that we have found such a periodic solution, and that the above left–hand side is therefore 0, we find that
\[
\text{Area within the loop} = \text{Energy dissipated in one period}.
\]
Since the energy dissipated in one period satisfies (2.36), we obtain that the area within the loop remains bounded away from 0 for any loading rate $\delta$. This demonstrates that the model exhibits stress–strain hysteresis which persists at arbitrarily slow rates of loading.
3 Functional analytic setting

To mathematically cast the model we study in a correct manner, we first introduce spaces of admissible displacements. Since we consider an evolution problem, we first define the “spatial” function spaces and next describe their evolutionary counterparts.

3.1 Space of displacements

We consider a Lipschitz domain $D \subset \mathbb{R}^d$ which corresponds to the reference configuration of a $d$–dimensional viscoelastic body. The boundary $\partial D$ of the domain is partitioned into relatively open sets

$$\partial D = \Gamma_D \cup \Gamma_N \quad \text{with} \quad \Gamma_D \cap \Gamma_N = \emptyset \quad \text{and} \quad \Gamma_D \neq \emptyset.$$  

The set $\Gamma_D$ is the portion of the boundary subject to Dirichlet conditions and $\Gamma_N$ is the portion left free, and is therefore stress–free under natural boundary conditions. We consider scalar–valued functions $y : D \to \mathbb{R}$ which correspond to displacements experienced by this body. The weak gradient of a function $y$ is denoted $Dx y : D \to \mathbb{R}^d$. We assume that $\Gamma_D$ has non–zero capacity and set

$$H^1_{\Gamma_D} := C^1_0(D \cup \Gamma_N)^{H^1(D)},$$

where $C^1_0(D \cup \Gamma_N)$ is the space of real–valued continuously differentiable functions which are compactly supported in $D \cup \Gamma_N$. We write $H^1_{\Gamma_D}$ in place of $H^1_{\Gamma_D}(D)$, since $D$ is fixed throughout.

Our assumption that $\Gamma_D$ has non–zero capacity entails that the Poincaré inequality holds: there exists a constant $C > 0$ depending only on $D$ and $\Gamma_D$ such that

$$\|u\|_{L^2(D)} \leq C \|Dx u\|_{L^2(D)} \quad \text{for any} \quad u \in H^1_{\Gamma_D}. \quad (3.1)$$

It follows that the mapping $u \mapsto \|u\|_{H^1_{\Gamma_D}} := \|Dx u\|_{L^2(D)}$ is a norm on $H^1_{\Gamma_D}$ equivalent to the restriction of the $H^1(D)$ norm to $H^1_{\Gamma_D}$. Furthermore

$$(u,v)_{H^1_{\Gamma_D}} := \int_D Dx u \cdot Dx v \, dx \quad \text{for any} \quad u,v \in H^1_{\Gamma_D}$$

defines an inner product which induces the norm $\| \cdot \|_{H^1_{\Gamma_D}}$.

We write $(H^1_{\Gamma_D})'$ to denote the space of bounded linear functionals acting on $H^1_{\Gamma_D}$, and denote by $\langle \cdot, \cdot \rangle_{H^1_{\Gamma_D}} : (H^1_{\Gamma_D})' \times H^1_{\Gamma_D} \to \mathbb{R}$ the corresponding duality product. Whenever there exists $\sigma \in L^2(D)^d$ such that $f \in (H^1_{\Gamma_D})'$ may be represented as

$$\langle f,u \rangle_{H^1_{\Gamma_D}} = \int_D \sigma \cdot Dx u \, dx \quad \text{for any} \quad u \in H^1_{\Gamma_D},$$

we write $f = -\text{div}_x \sigma$. Upon applying the Riesz Representation Theorem, we note that any $f \in (H^1_{\Gamma_D})'$ has such a representation, although without further conditions this is non–unique.

3.2 Stochastic displacement space

Our aim is to study the evolution problem (2.19) and to identify its homogenized limit when $\varepsilon \to 0$. To that end, we use a variant of the theory of stochastic two–scale convergence in the mean introduced in [5]. We recall here the notion of stochastic weak derivatives, following the exposition in Section 2 of [5].

We consider the family of unitary operators $\{U(x)\}_{x \in \mathbb{R}^d}$ acting on $f \in L^2(\Omega)$ via

$$[U(x)f](\omega) = f(T(x)\omega),$$
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where $T(x)$ is the ergodic dynamical system defined in Section 2.3. Since $L^2(\Omega)$ is assumed to be separable, it is possible to define stochastic partial derivatives $\delta_1, \ldots, \delta_d$ as the infinitesimal generators $\delta_j$ of the strongly continuous unitary group representations, where $x_j$ varies around 0 while the other coordinates remain fixed at 0 (see Eq. (2.1) of [5]). More precisely, for any $f \in L^2(\Omega)$ such that the limit makes sense, we set

$$
\delta_j f = \lim_{h \to 0} \frac{U(he_j)f - f}{h},
$$

where $e_j \in \mathbb{R}^d$ is the $j$th Euclidean basis vector, and the limit is taken in $L^2(\Omega)$. The operators $i\delta_j$ are self–adjoint and commute on their joint domain of definition, denoted $D(\Omega)$. For a multi–index $\alpha \in \mathbb{N}^d$, we define the operator

$$
\delta^\alpha := \delta_1^{\alpha_1} \delta_2^{\alpha_2} \cdots \delta_d^{\alpha_d}.
$$

We define the space $\mathcal{D}^\infty(\Omega)$ of “test functions” as

$$
\mathcal{D}^\infty(\Omega) := \{ \phi \in L^\infty(\Omega) \mid \delta^\alpha \phi \in L^\infty(\Omega) \cap \mathcal{D}(\Omega) \text{ for all } \alpha \in \mathbb{N}^d \}.
$$

The fact that this space is non–empty is proven in Lemma 2.1 of [5], using an explicit construction via “convolution” of an $L^\infty(\Omega)$ function with the Fourier transform of a function in $C_0^\infty(\mathbb{R}^d)$.

For any $f \in L^2(\Omega)$, the stochastic weak derivative $\delta^\alpha f$ of $f$ is the distribution in $\mathcal{D}^\infty(\Omega)'$ defined via

$$
\langle \delta^\alpha f, \phi \rangle := (-1)^{|\alpha|} \int_\Omega f \delta^\alpha \phi \, dP \quad \text{for any } \phi \in \mathcal{D}^\infty(\Omega),
$$

where $|\alpha| = \sum_{i=1}^d \alpha_i$. The space $H^1(\Omega)$ is defined to be the subspace of $L^2(\Omega)$ for which there exists $f_j \in L^2(\Omega)$ (for any $1 \leq j \leq d$) such that

$$
\int_\Omega f_j \phi \, dP = \langle \delta_j f, \phi \rangle \quad \text{for any } \phi \in \mathcal{D}^\infty(\Omega).
$$

As usual, we abuse notation by writing $\delta_j f \in L^2(\Omega)$ to denote $f_j$ in the above definition whenever $f \in H^1(\Omega)$.

Let $u \in H^1(\Omega)$. It is convenient to define the stochastic gradient $D_\omega u \in L^2(\Omega)^d$ of $u$ by

$$
D_\omega u = (\delta_1 u, \ldots, \delta_d u).
$$

We note that $H^1(\Omega)$ is a Hilbert space for the usual inner product

$$
(u, v)_{H^1(\Omega)} := (u, v)_{L^2(\Omega)} + (D_\omega u, D_\omega v)_{L^2(\Omega)} = (u, v)_{L^2(\Omega)} + \sum_{j=1}^d (\delta_j u, \delta_j v)_{L^2(\Omega)}.
$$

Furthermore, $\mathcal{D}^\infty(\Omega)$ contains a countable subset which is dense in this space (see Lemma 2.1 of [5]).

**Remark 3.** For any $u \in H^1(\Omega)$, we have $\int_\Omega D_\omega u \, dP = 0$. In other words, stochastic gradients are always mean zero fields. This is a direct consequence of the definition of $D_\omega$ and of the fact that $P$ is an invariant measure with respect to $T$, which implies that $\int_\Omega u(T(x) \omega) \, dP$ is independent of $x$.  
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3.3 Stress and strain spaces

In addition to the displacement spaces defined above, we also distinguish appropriate spaces in which to consider the corresponding stresses and strains.

First, we note that $L^2(D)^d$ is a Hilbert space when endowed with the inner product

$$\langle \xi, \zeta \rangle_{L^2(D)^d} := \int_D \xi \cdot \zeta \, dx.$$ 

Following the notation used in Chapter 1 of [11], we define a space of strains which are compatible with a displacement in $H^1_{\Gamma_D}$,

$$L^2_{\text{pot}}(D) = \left\{ \xi \mid \xi = D_x u \text{ for some } u \in H^1_{\Gamma_D} \right\} \subset L^2(D)^d.$$

This is a closed subspace of $L^2(D)^d$, since $H^1_{\Gamma_D}$ is a Hilbert space where the Poincaré inequality (3.1) holds. Moreover, it has orthogonal complement

$$L^2_{\text{pot}}(D)^\perp = \left\{ \xi \in L^2(D)^d \mid \int_D \xi \cdot D_x u \, dx = 0 \text{ for any } u \in H^1_{\Gamma_D} \right\}.$$ 

Stated differently, this is the space of all $\xi \in L^2(D)^d$ which satisfy $-\text{div}_x \xi = 0$ in $(H^1_{\Gamma_D})'$, in the notation introduced at the end of Section 3.1. This is an appropriate space for certain stresses we consider in the sequel.

In a similar way (again, see Chapter 7 of [11]), we define the stochastic version of these spaces,

$$L^2_{\text{pot}}(\Omega) = \left\{ \theta \mid \theta = D_\omega u \text{ for some } u \in H^1(\Omega) \right\} \subset L^2(\Omega)^d,$$

$$L^2_{\text{pot}}(\Omega)^\perp = \left\{ \xi \in L^2(\Omega)^d \mid \int_\Omega \xi \cdot D_\omega u \, dP = 0 \text{ for any } u \in H^1(\Omega) \right\}.$$ 

We note that both of these spaces are separable, a property which they inherit from $L^2(\Omega)$. Again, the former space corresponds to “stochastic strains”, and the latter to certain “stochastic stresses”. Unlike in the case of $L^2_{\text{pot}}(D)$, we note that we cannot in general assert that $\theta \in L^2_{\text{pot}}(\Omega)$ implies that $\theta = D_\omega u$ for some $u \in H^1(\Omega)$, since we cannot guarantee that a Poincaré inequality of the form

$$\|u\|_{L^2(\Omega)} \leq C \|D_\omega u\|_{L^2(\Omega)}$$

holds for any $u \in H^1(\Omega)$. This is the reason why we have defined $L^2_{\text{pot}}(\Omega)$ as the $L^2(\Omega)^d$ closure of this set. We remark that, in the example given in Section 2.4.2 a Poincaré inequality does hold on $H^1_{\text{pot}}(Q)$, and therefore in this case we are able to conclude that any $\theta \in L^2_{\text{pot}}(\Omega)$ satisfies $\theta = D_\omega u$ for some $u \in H^1(\Omega)$.

Remark 4. As a direct consequence of Remark 3 we see that any $\theta \in L^2_{\text{pot}}(\Omega)$ satisfies

$$\int_\Omega \theta \, dP = 0.$$ 

3.4 Evolution and corrector spaces

Finally, we introduce Bochner spaces corresponding to trajectories of the evolution problems we study. These spaces are $L^2([0, T]; X)$ and $H^1([0, T]; X)$ where $X$ is a Banach space, being respectively the space of square Bochner–integrable functions $u : [0, T] \to X$ and the space of square Bochner–integrable functions with square Bochner–integrable weak derivative in time.
We write \( u(t) \) to mean the value of \( u \) in \( X \) at \( t \in [0, T] \). These spaces are Banach spaces when endowed with the norms
\[
\|u\|_{L^2([0,T];X)} := \left( \int_0^T \|u(t)\|_X^2 \, dt \right)^{1/2}
\]
and
\[
\|u\|_{H^1([0,T];X)} := \left( \int_0^T \left( \|\dot{u}(t)\|_X^2 + \|u(t)\|_X^2 \right) \, dt \right)^{1/2},
\]
where here and throughout the remainder of our analysis, \( \dot{u} \) denotes the time derivative of \( u \). Moreover, in the case where \( X \) is a separable space, we have the isometric isomorphism
\[
\left( L^2([0,T];X) \right)' \approx L^2([0,T];X'),
\]
and we identify these spaces throughout our analysis. We also note that \( L^2([0,T];X) \) and \( H^1([0,T];X) \) are reflexive whenever \( X \) is reflexive, and separable whenever \( X \) is separable.

We also consider the space \( C([0,T];X) \), which is the space of continuous maps from \([0,T]\) into the Banach space \( X \). We note that any \( u \in H^1([0,T];X) \) has a representative in \( C([0,T];X) \), which satisfies
\[
u(t_1) - u(t_0) = \int_{t_0}^{t_1} \dot{u}(s) \, ds \quad \text{for any } t_1, t_0 \in [0,T].
\]

Similarly to functions which are Bochner–integrable and have weak derivatives in time, at various points we consider Bochner–integrable corrector functions with values in \( L^2(D;L^2_{\text{pot}}(\Omega)) \), and stresses with values in \( L^2(D;L^2_{\text{pot}}(\Omega)^\perp) \). Both of the latter spaces have norm
\[
\|\theta\|_{L^2(D;L^2(\Omega))} := \left( \int_D \int_\Omega |\theta(\omega, x)|^2 \, d\mathbb{P}(\omega) \, dx \right)^{1/2}.
\]

### 3.5 Measurability considerations and representations

In the sequel, we manipulate functions which depend on time \( t \in [0,T] \), random realisation \( \omega \in \Omega \) and spatial position \( x \in D \). We assume that such functions are measurable on the product space \([0,T] \times \Omega \times D\), and one example of natural function spaces in which to consider these function under our assumptions is \( L^2([0,T] \times \Omega \times D)^n \), with \( n = 1 \) (for scalar-valued functions) or \( n = d \) (for vector-valued functions). The inner product on these spaces is
\[
(\theta, \xi)_{L^2([0,T] \times \Omega \times D)^n} := \int_0^T \int_\Omega \int_D \theta(t, \omega, x) \cdot \xi(t, \omega, x) \, dx \, d\mathbb{P}(\omega) \, dt,
\]
where we use Fubini’s theorem to write the integral over the product space. We note that, as a consequence of the results contained in Chapter III, Sections 11.16–11.17 of \[3\], we may equivalently require that such functions are represented in \( L^2([0,T] \times \Omega; L^2(D)) \) or \( L^2([0,T]; L^2(\Omega; L^2(D))) \) (or indeed any other permutation of this ordering) and vice versa. Throughout this article, we will identify such representations notationally without comment.

As particular examples of this convention, we will freely switch between thinking of:

- \( u \in H^1([0,T];L^2(\Omega;H^1_{\text{pot}})) \), as being identified with \( u \in L^2([0,T] \times \Omega \times D) \) and such that \( \dot{u} \in L^2([0,T] \times \Omega \times D) \) with \( D_x u, D_x \dot{u} \in L^2([0,T] \times \Omega \times D)^d \);

- \( \theta \in H^1([0,T];L^2(D;L^2_{\text{pot}}(\Omega))) \), as being identified with \( \theta \in L^2([0,T] \times \Omega \times D)^d \) such that \( \dot{\theta} \in L^2([0,T] \times \Omega \times D)^d \) with \( \dot{\theta}(t, \cdot, x), \dot{\theta}(t, \cdot, x) \in L^2_{\text{pot}}(\Omega) \) for almost every \((t, x) \in [0,T] \times D\); and

- \( \zeta \in L^2([0,T];L^2(D;L^2_{\text{pot}}(\Omega)^\perp)) \), as being identified with \( \zeta \in L^2([0,T] \times \Omega \times D)^d \) such that \( \zeta(t, \cdot, x) \in L^2_{\text{pot}}(\Omega)^\perp \) for almost every \((t, x) \in [0,T] \times D\).

Since we never require a pointwise identification of the functions we consider (we seek only weak solutions to the problem we consider), we mainly opt to refer to functions as being represented in the most restrictive setting they can be considered for notational brevity.
3.6 Stochastic two–scale convergence

In this section, we recall and slightly extend the definition of stochastic two–scale convergence given in [5]. Throughout, we write $L^2([0, T] \times \Omega \times \mathcal{D})$ to mean the space of measurable square–integrable functions with respect to the product measure $\mathcal{L}^1 \otimes \mathbb{P} \otimes \mathcal{L}^d$, with the usual sigma–algebra generated by $\mathcal{M}^1 \otimes \Sigma \otimes \mathcal{M}^d$.

The compactness results herein are very close to those given in [5], which in turn share much in common with those in [1]: the generalization we make for the subsequent analysis is that we need to obtain a form of compactness such that, loosely, we may select subsequences of a bounded sequence $u^\varepsilon(t)$ which two–scale converge in space for almost every time $t$ and realization $\omega$.

An important class required for the definition of two–scale convergence is that of *admissible functions*. These are functions which satisfy the correct measurability properties to allow us to define two–scale convergence.

**Definition 4.** A function $\psi \in L^2([0, T] \times \Omega \times \mathcal{D})$ is admissible if $\psi_T : (t, \omega, x) \mapsto \psi(t, T(x)\omega, x)$ satisfies $\psi_T \in L^2([0, T] \times \Omega \times \mathcal{D})$.

Note that, for some $\psi \in L^2([0, T] \times \Omega \times \mathcal{D})$, the function $\psi_T$ may not be measurable. This motivates the above definition. As particular examples of admissible functions, it is straightforward to use the ideas of [5] to check that functions in $C([0, T]; C(\mathcal{D}, \mathcal{P}\infty(\Omega)))$ are admissible, as is any function of the form

$$(t, \omega, x) \mapsto f(t) g(x) h(\omega)$$

where $f \in C_0^\infty([0, T]), g \in C_0^\infty(\mathcal{D} \cup \Gamma_N)$ and $h \in \mathcal{P}\infty(\Omega)$.

Series of functions of this form are dense in $L^2([0, T] \times \Omega \times \mathcal{D})$. This is an important observation which we use repeatedly in the analysis which follows. With the class of admissible functions prescribed, we define two–scale convergence as follows.

**Definition 5.** A sequence $u^\varepsilon \in L^2([0, T] \times \Omega \times \mathcal{D})$ is said to two–scale converge to $u^* \in L^2([0, T] \times \Omega \times \mathcal{D})$ if, for any admissible $\psi$, we have

$$\lim_{\varepsilon \to 0} \int_0^T \int_\Omega \int_D u^\varepsilon(t, \omega, x) \psi \left(t, T \left(\frac{x}{\varepsilon}\right) \omega, x\right) \, dx \, d\mathbb{P}(\omega) \, dt = \int_0^T \int_\Omega \int_D u^*(t, \omega, x) \psi(t, \omega, x) \, dx \, d\mathbb{P}(\omega) \, dt.$$ 

This definition is a generalisation of the one given in Definition 3.3 in [5] to incorporate time dependence. Indeed, if we consider a sequence $u^\varepsilon$ and limit $u^*$ which are both independent of $t$, then the two definitions coincide.

The following lemma extends the fundamental compactness result concerning two–scale convergence to the case of two–scale convergence in the sense of the above definition. For comparison, similar results are given in Theorem 3.4 of [5] and in Theorem 1.2 of [1].

**Lemma 6.** Let $u^\varepsilon$ be a bounded sequence in $L^2([0, T] \times \Omega \times \mathcal{D})$. Then there exists a subsequence of $u^\varepsilon$ and some $u^* \in L^2([0, T] \times \Omega \times \mathcal{D})$ such that, along this subsequence, $u^\varepsilon$ two–scale converges to $u^*$.

Before providing a proof of this result, we make some remarks about the relationship between two–scale convergence and weak convergence.

**Remark 5.** If we choose an admissible test function $\psi$ in Definition 4 which is deterministic, then as a consequence of the definition, any measurable representative of the map $(t, x) \mapsto \int_\Omega u^\varepsilon(t, \omega, x) \, d\mathbb{P}(\omega)$ weakly–converges to $(t, x) \mapsto \int_\Omega u^*(t, \omega, x) \, d\mathbb{P}(\omega)$ in $L^2([0, T] \times \mathcal{D})$. Two–scale convergence thus entails weak convergence of expectations, but does not necessarily imply weak convergence in $L^2([0, T] \times \mathcal{D} \times \Omega)$. Viewing these functions as expectations conditioned on the space and time variables explains the use of the terminology ‘two–scale convergence in the mean’ used in [5].
Proof. We follow the proof of Theorem 3.4 of [5]. Since \( L^2(\Omega) \) is separable, there exists a countable and dense set \( S \) of admissible functions in \( L^2([0, T] \times \Omega \times D) \). For each \( \psi \in S \subset L^2([0, T] \times \Omega \times D) \) (which is admissible), we have, employing the Cauchy–Schwarz inequality and the invariance of \( \mathbb{P} \) with respect to \( t \), that

\[
\left| \int_0^T \int_D u^\varepsilon(t, \omega, x) \psi \left( t, T \left( \frac{x}{\varepsilon} \right) \omega, x \right) \, dx \, d\mathbb{P}(\omega) \, dt \right| \leq C \| \psi \|_{L^2([0,T] \times \Omega \times D)}
\]

where \( C = \sup_{\varepsilon} \| u^\varepsilon \|_{L^2([0,T] \times \Omega \times D)} \). We can thus find a subsequence \( \{ u^{\varepsilon'} \} \) (which depends on \( \psi \)) such that

\[
\lim_{\varepsilon' \to 0} \int_0^T \int_D u^{\varepsilon'}(t, \omega, x) \psi \left( t, T \left( \frac{x}{\varepsilon} \right) \omega, x \right) \, dx \, d\mathbb{P}(\omega) \, dt = 0
\]

exists. Since \( S \) is countable, we can infer from a diagonalization argument that there exists a subsequence \( \{ u^{\varepsilon'} \} \) (independent of the elements in \( \psi \)) such that, for any \( \psi \in S \), the limit (3.2) exists. Let \( X \) be the subspace of admissible functions \( \psi \in L^2([0, T] \times \Omega \times D) \) such that the limit (3.2) (along the subsequence we have just defined) exists. Then \( X \) is a vector subspace of \( L^2([0, T] \times \Omega \times D) \) and the limit (3.2) defines a bounded linear functional (denoted \( g \)) on \( X \). Recalling that \( S \subset X \) and that \( S \) is dense in \( L^2([0, T] \times \Omega \times D) \), we can extend \( g \) to a bounded linear functional on \( L^2([0, T] \times \Omega \times D) \). Using the Riesz theorem, this functional \( g \) may be identified with some \( u^* \in L^2([0, T] \times \Omega \times D) \). This concludes the proof of Lemma 6. \( \square \)

We also have the following result, which is the one we use below. Again, this is a slight generalization of Proposition 1.14(i) of [1] and of Theorem 3.7(b) of [5].

**Lemma 7.** Let \( u^\varepsilon \) be a bounded sequence of functions in \( H^1([0, T]; L^2(\Omega; H_1^d)) \). Then there exist a scalar-valued function \( u^* \in H^1([0, T]; H_1^d) \), a vector-valued function \( \theta \in H^1([0, T]; L^2(D; L^2_{pot}(\Omega))) \) and a subsequence along which:

1. \( u^\varepsilon \) and \( \hat{u}^\varepsilon \) respectively two–scale converge to \( u^* \) and \( \hat{u}^* \),
2. \( D_x u^\varepsilon \) and \( D_x \hat{u}^\varepsilon \) two–scale converge to \( D_x u^* + \theta \) and \( D_x \hat{u}^* + \hat{\theta} \),

where each of these two–scale limits is identified with a representative in \( L^2([0, T] \times \Omega \times D) \) (or \( L^2([0, T] \times \Omega \times D)^d \) respectively);
3. \( u^\varepsilon(0, \cdot, \cdot) \) and \( u^\varepsilon(T, \cdot, \cdot) \) respectively two–scale converge to \( u^*(0, \cdot) \) and \( u^*(T, \cdot) \),
4. \( D_x u^\varepsilon(0, \cdot, \cdot) \) and \( D_x u^\varepsilon(T, \cdot, \cdot) \) respectively two–scale converge to \( D_x u^*(0, \cdot) + \theta(0, \cdot, \cdot) \) and \( D_x \hat{u}^*(T, \cdot) + \theta(T, \cdot, \cdot) \),

where each of these two–scale limits is identified with a representative in \( L^2(\Omega \times D) \) (or \( L^2(\Omega \times D)^d \) respectively), and two–scale convergence holds in the sense of Definition 3.3 of [3].

Moreover, if \( u^\varepsilon(0, \omega, x) = u_0(x) \) for any \( \varepsilon \) and for almost every \( (\omega, x) \in \Omega \times D \) with \( u_0 \in H_1^d \), then \( u^\varepsilon(0, x) = u_0(x) \) in \( H^1(D) \) and \( \theta(0, \omega, x) = 0 \) in \( L^2(D \times \Omega)^d \).

Before proceeding to the proof of this lemma, we recall that, as mentioned above, Definition 3.3 of [5] is identical to Definition 5 given above when applied to \( t \)-independent functions.

**Proof.** The proof is organised into 5 steps. The proof of the assertions (1) and (2) is an adaptation of the proof of Theorem 3.7(b) of [3].

**Step 1.** Two–scale convergence of \( u^\varepsilon \) and \( \hat{u}^\varepsilon \). We first note that applying the Lemma proved in III.11.17 of [8] allows us to represent \( u^\varepsilon \) and all of its weak derivatives in space and time in \( L^2([0, T] \times \Omega \times D)^n \) with \( n = 1 \) or \( n = d \). In an abuse of notation, we will refer to both representations in the same way. Lemma 6 then entails that we may extract a subsequence...
such that \( u^\varepsilon \) and \( \dot{u}^\varepsilon \) two-scale converge to some \( u^* \) and \( v^* \) respectively, which both belong to \( L^2([0, T] \times \Omega \times D) \). For any \( f \in C^\infty_0([0, T]) \), \( g \in C_0(D) \) and \( h \in \mathcal{D}^\infty(\Omega) \), by integrating by parts, we have

\[
\int_0^T \int_\Omega \int_D u^\varepsilon(t, \omega, x) f(t) g(x) h \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt = - \int_0^T \int_\Omega \int_D \dot{u}^\varepsilon(t, \omega, x) f(t) g(x) h \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt.
\]

Passing to the two–scale limit, and noting that the first and second integrals remain bounded

\[
\int_0^T \int_\Omega \int_D u^*(t, \omega, x) f(t) g(x) h(\omega) \, dx \, d\mathbb{P}(\omega) \, dt = - \int_0^T \int_\Omega \int_D v^*(t, \omega, x) f(t) g(x) h(\omega) \, dx \, d\mathbb{P}(\omega) \, dt.
\]

Since the tensor product \( \mathcal{D}^\infty(\Omega) \otimes C^\infty_0(D) \) is dense in \( L^2(\Omega \times D) \) (because the component spaces endowed with appropriate \( L^2 \) norms are respectively dense in \( L^2(\Omega) \) and \( L^2(D) \)), we find that

\[
\int_\Omega \int_D \int_0^T \dot{f}(t) u^*(t, \omega, x) \, dt \, k(\omega, x) \, dx \, d\mathbb{P}(\omega) = - \int_\Omega \int_D \int_0^T f(t) v^*(t, \omega, x) \, dt \, k(\omega, x) \, dx \, d\mathbb{P}(\omega)
\]

for any \( f \in C^\infty_0([0, T]) \) and any \( k \in L^2(\Omega \times D) \). It follows that \( v^*(\cdot, \omega, x) = \dot{u}^*(\cdot, \omega, x) \) for almost every \((\omega, x) \in \Omega \times D\), and identifying the dual of \( L^2(\Omega \times D) \) with the space itself, we deduce \( u^* \in H^1([0, T]; L^2(\Omega \times D)) \).

**Step 2.** \( u^* \) is deterministic. Recalling Lemma 2.1 of [5], there exists \( S_0 \subseteq \mathcal{D}^\infty(\Omega) \) which is dense in \( L^2(\Omega) \) such that

\[
(D_\omega h)(T(x)) = D_x \left( h(T(x)) \right)
\]

for any \( h \in S_0 \).

Taking \( f \) and \( g \) as above and \( h \in S_0 \), by “integrating by parts”, we find

\[
\varepsilon \int_0^T \int_\Omega \int_D D_x u^\varepsilon(t, \omega, x) f(t) g(x) h \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt \]

\[
= -\varepsilon \int_0^T \int_\Omega \int_D u^\varepsilon(t, \omega, x) f(t) D_x g(x) h \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt
\]

\[
- \int_0^T \int_\Omega \int_D u^\varepsilon(t, \omega, x) f(t) g(x) (D_\omega h) \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt.
\]

Passing to the two–scale limit, and noting that the first and second integrals remain bounded by assumption, we see that

\[
0 = \int_0^T \int_\Omega \int_D u^*(t, \omega, x) f(t) g(x) D_\omega h(\omega) \, dx \, d\mathbb{P}(\omega) \, dt.
\]

It follows that, for any \( h \in S_0 \),

\[
0 = \int_\Omega u^*(t, \omega, x) D_\omega h(\omega) \, d\mathbb{P}(\omega)
\]

for almost every \((t, x) \in [0, T] \times D\).

Since \( S_0 \) is dense in \( \mathcal{D}^\infty(\Omega) \), we obtain that \( D_\omega u^*(t, \omega, x) = 0 \) for almost every \((t, \omega, x) \in [0, T] \times \Omega \times D\). Since \( T \) is ergodic, the discussion in Section 2 of [5] demonstrates that any \( u \in L^2(\Omega) \) such that \( D_\omega u = 0 \) is constant. We may thus choose a representative such that \( u^* = u^*(t, x) \), and we have demonstrated that \( u^* \in H^1([0, T]; L^2(D)) \).

**Step 3.** Two–scale convergence of \( D_x u^\varepsilon \) and \( D_x \dot{u}^\varepsilon \). Since \( D_x u^\varepsilon \) is bounded in \( L^2([0, T] \times \Omega \times D)^d \), there exists a further subsequence along which \( D_x u^\varepsilon \) two–scale converges to some \( \xi \in L^2([0, T] \times \Omega \times D)^d \).
\( \Omega \times \mathcal{D} \)^d. Since \( D_x \hat{u}^\varepsilon \) is also bounded in \( L^2([0, T] \times \Omega \times \mathcal{D})^d \), we can require that it also two–scale converges. Using the same arguments as in Step 1, we can show that \( D_x \hat{u}^\varepsilon \) two–scale converges to \( \xi \) and therefore that \( \xi \) can be identified with a function in \( H^1([0, T]; L^2(\Omega \times \mathcal{D})^d) \).

Taking \( f \in C^\infty_0([0, T]) \) and \( g \in C^0_0(\mathcal{D} \cup \Gamma_\Omega)^d \cap L^2_{\text{pot}}(\mathcal{D})^d \), i.e. \( g \) such that \(-\text{div}_x g = 0\) in \( (H^1_{\Gamma_\Omega})^d \), we obtain, applying the definition of two–scale convergence, that

\[
0 = -\lim_{\varepsilon \to 0} \int_0^T \int_\Omega \int_D u^\varepsilon(t, \omega, x) f(t) \text{div}_x g(x) \, dx \, d\mathbb{P}(\omega) \, dt
= \lim_{\varepsilon \to 0} \int_0^T \int_\Omega \int_D D_x u^\varepsilon(t, \omega, x) \cdot g(x) \, f(t) \, dx \, d\mathbb{P}(\omega) \, dt
= \int_0^T \int_\Omega \int_D \xi(t, \omega, x) \cdot g(x) \, f(t) \, dx \, d\mathbb{P}(\omega) \, dt.
\]

By the density of such \( g \) in \( L^2_{\text{pot}}(\mathcal{D})^d \), we have that \( \int_\Omega \xi(t, \omega, \cdot) \, d\mathbb{P}(\omega) \in L^2_{\text{pot}}(\mathcal{D}) \) for almost every \( t \in [0, T] \), and therefore there exists \( w \in L^2([0, T]; H^1_{\Gamma_\Omega}) \) such that

\[
D_x w(t, x) = \int_\Omega \xi(t, \omega, x) \, d\mathbb{P}(\omega) \quad \text{for almost every } (t, x) \in [0, T] \times \mathcal{D}.
\]

Since \( \xi \in H^1([0, T]; L^2(\Omega \times \mathcal{D}))^d \), we further obtain that \( D_x w \in H^1([0, T]; L^2(\mathcal{D})^d) \), and hence \( w \in H^1([0, T]; H^1_{\Gamma_\Omega}) \).

Taking now a more general space test function, we have, for any \( \varphi \in C^\infty_0(\mathcal{D}) \), that

\[
\int_0^T \int_{\mathcal{D}} D_x w(t, x) \varphi(x) \, dx \, dt = \lim_{\varepsilon \to 0} \int_0^T \int_\Omega \int_D D_x u^\varepsilon(t, \omega, x) \varphi(x) \, dx \, d\mathbb{P}(\omega) \, dt
= -\lim_{\varepsilon \to 0} \int_0^T \int_\Omega \int_D u^\varepsilon(t, \omega, x) \varphi(x) \, dx \, d\mathbb{P}(\omega) \, dt
= -\int_0^T \int_{\mathcal{D}} u^\varepsilon(t, x) \varphi(x) \, f(t) \, D_x \varphi(x) \, dx \, dt.
\]

This shows that \( D_x w = D_x u^\varepsilon \), and hence that we may take \( u^\varepsilon \in H^1([0, T]; H^1(\mathcal{D})) \).

We now show that \( u^\varepsilon(t, \cdot) \in H^1_{\Gamma_\Omega} \) for almost any \( t \). Let \( f \in C^\infty_0([0, T]) \) and \( g \in C^0_0(\mathcal{D} \cup \Gamma_N) \). The function \((t, x, \omega) \mapsto f(t) g(x)\) is admissible. Since \( u^\varepsilon \) two–scale converges to \( u^\varepsilon \) which is deterministic, we have

\[
\int_0^T \int_{\mathcal{D}} \mathbb{E} \left[ u^\varepsilon(t, \cdot, x) \right] \varphi(x) \, dx \, dt = \int_0^T \int_\Omega \int_D u^\varepsilon(t, \omega, x) \varphi(x) \, dx \, d\mathbb{P}(\omega) \, dt \xrightarrow{\varepsilon \to 0} \int_0^T \int_{\mathcal{D}} u^\varepsilon(t, x) \varphi(x) \, f(t) \, g(x) \, dx \, dt.
\]

By density of such functions \((t, g(x)) \in L^2([0, T] \times \mathcal{D}) \), we hence get that \( \mathbb{E}[u^\varepsilon] \) weakly converges in \( L^2([0, T] \times \mathcal{D}) \) to \( u^\varepsilon \). In addition, since \( \mathbb{E}[u^\varepsilon] \) is bounded in \( H^1([0, T]; H^1_{\Gamma_\Omega}) \), we know that, up to a subsequence extraction, it converges (weakly in \( H^1([0, T]; H^1_{\Gamma_\Omega}) \) and strongly in \( L^2([0, T] \times \mathcal{D}) \)) to some \( u_1 \in H^1([0, T]; H^1_{\Gamma_\Omega}) \). By uniqueness of the limit in \( L^2([0, T] \times \mathcal{D}) \), we get that \( u_1 = u^\varepsilon \), and hence \( u^\varepsilon \in H^1([0, T]; H^1_{\Gamma_\Omega}) \).

We know that \( D_x u^\varepsilon \) two–scale converges to \( \xi \), that we write in the form \( \xi = D_x u^\varepsilon + \theta \) for some \( \theta \in H^1([0, T]; L^2(\Omega \times \mathcal{D})^d) \). We claim that \( \theta(t, \cdot, x) \in L^2_{\text{pot}}(\Omega) \) for almost every \((t, x) \in [0, T] \times \mathcal{D} \). Following the construction made in the proof of Lemma 2.3(b) in [5], there exists a set \( S_1 \subset \mathcal{D}^\infty(\Omega)^d \) which is dense in the closure of the kernel of \( \text{div}_x \) (or equivalently, in \( L^2_{\text{pot}}(\Omega)^d \)) such that

\[
\varepsilon \text{div}_x \left( \xi (T(x/\varepsilon)\omega) \right) = \left( \text{div}_\omega \xi \right) (T(x/\varepsilon)\omega) = 0.
\]
Let \( f \in C_0^\infty([0, T]) \), \( g \in C_0^1(D) \) and \( \zeta \in S_1 \). We have that

\[
\int_0^T \int_D f(t) g(x) \left[ D_x u^\varepsilon(t, \omega, x) - D_x u^*(t, x) \right] \cdot \zeta \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt \\
= - \int_0^T \int_D [u^\varepsilon(t, \omega, x) - u^*(t, x)] f(t) D_x g(x) \cdot \zeta \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt.
\]

Passing to the two-scale limit, we get

\[
\int_0^T \int_D f(t) g(x) \theta(t, \omega, x) \cdot \zeta(\omega) \, dx \, d\mathbb{P} dt = 0.
\]

Now, by the previously asserted density of \( S_1 \) in \( L^2_{pot}(\Omega)^\perp \), we deduce that \( \theta(t, \cdot, x) \in L^2_{pot}(\Omega) \) for almost every \((t, x) \in [0, T] \times D\). Applying the result of III.11.17 in [8], we may require that \( \theta \in H^1([0, T]; L^2(D; L^2_{pot}(\Omega))) \), which concludes the proof of assertions (1) and (2) of the lemma.

**Step 4. Two-scale convergence of \( u^\varepsilon(0) \), \( D_x u^\varepsilon(0) \), \( u^\varepsilon(T) \) and \( D_x u^\varepsilon(T) \).** Since \( H^1([0, T]; L^2(\Omega; H^1(D))) \) is embedded in \( C([0, T]; L^2(\Omega; H^1(D))) \), we may select continuous representatives of \( u^\varepsilon \) which have well-defined values at \( t = 0 \) and \( t = T \). In addition, \( u^\varepsilon(0) \) and \( u^\varepsilon(T) \) are bounded in \( L^2(\Omega; H^1(D)) \). Using Theorem 3.7(b) of [5], we deduce that (up to extracting a further subsequence) \( u^\varepsilon(0) \) two–scale converges to some \( U_0 \in H^1(D) \) and \( D_x u^\varepsilon(0) \) two-scale converges to \( D_x U_0 + \Theta_0 \) for some \( \Theta_0 \in L^2(D; L^2_{pot}(\Omega)) \), in the sense that, for any \( \psi \in L^2(\Omega \times D) \) and \( \Psi \in L^2(\Omega \times D)^* \) which are admissible in the sense of [5],

\[
\lim_{\varepsilon \to 0} \int_\Omega \int_D u^\varepsilon(0, \omega, x) \psi \left( T \left( \frac{x}{\varepsilon} \right) \omega, x \right) \, dx \, d\mathbb{P}(\omega) = \int_\Omega \int_D U_0(x) \psi(\omega, x) \, dx \, d\mathbb{P}(\omega),
\]

\[
\lim_{\varepsilon \to 0} \int_\Omega \int_D D_x u^\varepsilon(0, \omega, x) \cdot \Psi \left( T \left( \frac{x}{\varepsilon} \right) \omega, x \right) \, dx \, d\mathbb{P}(\omega) = \int_\Omega \int_D [D_x U_0(x) + \Theta_0(\omega, x)] \cdot \Psi(\omega, x) \, dx \, d\mathbb{P}(\omega).
\]

 Likewise, \( u^\varepsilon(T) \) two–scale converges to some \( U_T \in H^1(D) \) and \( D_x u^\varepsilon(T) \) two–scale converges to \( D_x U_T + \Theta_T \) for some \( \Theta_T \in L^2(D; L^2_{pot}(\Omega)) \).

Next, we wish to check that the operations of taking the two–scale limit and selecting the initial or final values commute, in order to identify \( U_0, \Theta_0, U_T \) and \( \Theta_T \) with respect to \( u^\varepsilon \) and \( \theta \). To do so, consider \( \varphi_\delta(t) = \varphi(t/\delta)/\delta \) for some \( \varphi \in C_0^\infty(\mathbb{R}) \) which is even, non-negative and satisfies

\[
\int_0^\infty \varphi(t) \, dt = 1.
\]

Let \( X \) be a Banach space. For any \( u \in H^1([0, T]; X) \) and any \( 0 \leq t \leq T \), we have

\[
\| u(t) - u(0) \|_X \leq \int_0^t \| \dot{u}(s) \|_X \, ds \leq \sqrt{t} \| \dot{u} \|_{L^2([0,T];X)}.
\]

We hence deduce that, when \( \delta \) is sufficiently small,

\[
\left\| \int_0^T \varphi_\delta(t) u(t) \, dt - u(0) \right\|_X = \left\| \int_0^T \varphi_\delta(t) [u(t) - u(0)] \, dt \right\|_X \\
\leq \int_0^T \sqrt{t} \| \dot{u} \|_{L^2([0,T];X)} \varphi_\delta(t) \, dt \\
\leq \sqrt{\delta} \| \dot{u} \|_{L^2([0,T];X)} \int_0^\infty \sqrt{t} \varphi(t) \, dt \\
= C \sqrt{\delta} \| \dot{u} \|_{L^2([0,T];X)}.
\]
Taking \( g \in L^2(\Omega \times D) \) which is admissible as above, and applying the definition of two-scale convergence in \( L^2([0,T] \times \Omega \times D) \), we find that

\[
\left| \int_0^T \int_{\Omega} u^\varepsilon(t,x) \varphi_\delta(t) g(\omega,x) \, dx \, d\mathbb{P}(\omega) \, dt - \int_0^T \int_{\Omega} U_0(x) g(\omega,x) \, dx \, d\mathbb{P}(\omega) \right|
\leq C\sqrt{\delta},
\]

where the final estimate follows by using the estimate (3.3) in combination with the fact that the sequence \( u^\varepsilon \) is uniformly bounded in \( H^1([0,T]; L^2(\Omega; H^1(D))) \). Letting \( \delta \to 0 \), and recalling that \( u^\varepsilon \) belongs to \( H^1([0,T]; H^1(D)) \) and thus has a representative which is continuous in time, we obtain that \( u^\varepsilon(0,x) = U_0(x) \) for almost every \( x \in D \).

A similar argument applies to show that \( D_x u^\varepsilon(0,x) + \theta(0,\omega,x) = D_x U_0(x) + \Theta_0(\omega,x) \) a.e. in \( \Omega \times D \), and likewise at the final time \( T \). This concludes the proof of assertions (3) and (4) of the lemma.

**Step 5. Deterministic two-scale limit at initial time.** We now assume that \( u^\varepsilon(0,\omega,\cdot) = u_0 \) in \( H^1_D \) for almost every \( \omega \in \Omega \). In view of assertion (3), we see that \( u^\varepsilon(0,\cdot) = u_0 \). Taking now \( g \in C^\infty_0(D) \) and \( h \in \mathcal{D}^\infty(\Omega) \), we have, in view of assertion (4) and of the fact that \( D_x u^\varepsilon(0,\cdot) = D_x u_0 \), that

\[
0 = \int_\Omega \int_D [D_x u^\varepsilon(0,\omega,x) - D_x u_0(x)] g(x) h\left( \frac{x}{\varepsilon} \right) \, dx \, d\mathbb{P}(\omega) \xrightarrow{\varepsilon \to 0} \int_\Omega \int_D \theta(0,\omega,x) g(x) h(x) \, dx \, d\mathbb{P}(\omega).
\]

By density, we find that \( \theta(0,\omega,x) = 0 \) for almost every \( (\omega,x) \in \Omega \times D \). This completes the proof of Lemma 7.

We note that a key consequence of the previous lemma is that gradient fields \( D_x u^\varepsilon \) which are uniformly bounded in \( L^2(\Omega \times D)^d \) have two-scale convergent subsequences with limits in \( L^2_{\text{pot}}(D) + L^2(D; L^2_{\text{pot}}(\Omega)) \). In the following result, we show that divergence–free fields satisfy a similar property.

**Lemma 8.** Suppose that \( \sigma^\varepsilon \in L^2([0,T] \times \Omega; L^2_{\text{pot}}(D)^d) \) is a uniformly bounded sequence. Then there exist two functions \( \sigma^\ast \in L^2([0,T]; L^2_{\text{pot}}(D)^d) \) and \( \zeta \in L^2([0,T] \times D; L^2_{\text{pot}}(\Omega)^d) \) and a subsequence along which \( \sigma^\varepsilon \) two-scale converges to \( \sigma^\ast + \zeta \). Furthermore, the expectation of \( \zeta \) vanishes: \( \int_\Omega \zeta(t,\omega,x) \, d\mathbb{P}(\omega) = 0 \) for almost every \( (t,x) \in [0,T] \times D \).

**Proof.** As in the proof of Lemma 7, we first note that applying the result of III.11.17 in [8] allows us to represent \( \sigma^\varepsilon \) in \( L^2([0,T] \times \Omega \times D) \), for which we use the same notation. Applying Lemma 6, we may extract a subsequence such that \( \sigma^\varepsilon \) two–scale converges to some \( \Sigma \in L^2([0,T] \times \Omega \times D)^d \). Taking \( f \in C^\infty([0,T]) \) and \( g \in C^1_0(D \cup \Gamma_N) \), we have that

\[
0 = \lim_{\varepsilon \to 0} \int_0^T \int_D f(t) \sigma^\varepsilon(t,\omega,x) \cdot D_x g(x) \, dx \, d\mathbb{P}(\omega) \, dt \xrightarrow{\varepsilon \to 0} \int_0^T \int_D f(t) \Sigma(t,\omega,x) \cdot D_x g(x) \, dx \, d\mathbb{P}(\omega) \, dt.
\]

Defining \( \sigma^\ast(t,x) = \int_\Omega \Sigma(t,\omega,x) \, d\mathbb{P}(\omega) \), it follows that \( \sigma^\ast(t,\cdot) \in L^2_{\text{pot}}(D)^d \) for almost every \( t \in [0,T] \). Using the integrability in time of \( \Sigma \), we have \( \sigma^\ast \in L^2([0,T]; L^2_{\text{pot}}(D)^d) \).

As in the proof of Lemma 7, we recall from Section 2 of [5] that there exists \( S_0 \subseteq \mathcal{D}^\infty(\Omega) \) which is dense in \( L^2(\Omega) \) such that

\[
D_x \left( h(T(x)\omega) \right) = (D_x h)(T(x)\omega) \quad \text{for any } h \in S_0.
\]
Taking $f$ as before, $g \in C^1_0(\mathcal{D})$ and $h \in S_0$, we get

\[-\varepsilon \int_0^T \int_\Omega f(t) h(T \left( \frac{x}{\varepsilon} \right) \omega) \left[ \sigma^\varepsilon(t, \omega, x) - \sigma^\ast(t, x) \right] : D_x g(x) \, dx \, d\mathbb{P}(\omega) \, dt\]

\[= \int_0^T \int_\Omega \int_\mathcal{D} f(t) g(x) \left[ \sigma^\varepsilon(t, \omega, x) - \sigma^\ast(t, x) \right] : (D_\omega h) \left( T \left( \frac{x}{\varepsilon} \right) \omega \right) \, dx \, d\mathbb{P}(\omega) \, dt.\]

Defining $\zeta = \Sigma - \sigma^\ast$, and passing to the two–scale limit in the above expression, we obtain

\[0 = \int_0^T \int_\Omega \int_\mathcal{D} f(t) g(x) \zeta(t, \omega, x) : D_\omega h(\omega) \, dx \, d\mathbb{P}(\omega) \, dt.\]

Since $S_0$ is dense in $L^2(\Omega)$, this implies that $\zeta(t, \cdot, x) \in L^2_{pot}(\Omega)^\perp$ for almost every $(t, x) \in [0, T] \times \mathcal{D}$. We have thus shown that $\zeta \in L^2 \left( [0, T] \times \mathcal{D}; L^2_{pot}(\Omega)^\perp \right)$. Furthermore, in view of the definition of $\sigma^\ast$, we observe that the expectation of $\zeta$ vanishes. This concludes the proof of Lemma 8. \hfill \square

### 3.7 Characterising $(\Psi^\eta_{1,\omega})^*$

In this section, we provide a preliminary result (namely Lemma 10 below) which characterises various properties of a uniformly convex functional (precisely defined by (3.17) below) defined on $H^1_{\text{lin}}$ and which only depends on $D_\omega u$. In order to do so, we make use of an approximation result, Lemma 9 below, which provides a smooth, measurable approximation of the dissipation potential density $\psi$. This approximation result is also needed for the proof of our main result. Since both lemmas rely crucially on the various structural assumptions made on $\psi$, we recall here these assumptions (made in Section 2.3.3) for the reader’s convenience.

**Assumptions on $\psi$.**

(\psi_1) For any $\xi \in \mathbb{R}^d$, the function $(\omega, x) \in \Omega \times \mathbb{R}^d \mapsto \psi(\omega, x, \xi)$ is measurable with respect to the sigma–algebra generated by $\Sigma \times \mathcal{L}^d$, and is stationary in the sense of (2.11), i.e. there exists $\psi_0 : \Omega \times \mathbb{R}^d \rightarrow \mathbb{R}$ such that

for any $\xi \in \mathbb{R}^d$, $\psi(\omega, x, \xi) = \psi_0(T(\omega) \omega, \xi)$ for any $x \in \mathbb{R}^d$ and almost every $\omega \in \Omega$.

(\psi_2) $\psi(\omega, x, \xi) \geq 0$ for any $(\omega, x, \xi) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d$, and $\psi(\omega, x, 0) = 0$ for any $(\omega, x) \in \Omega \times \mathbb{R}^d$.

(\psi_3) $\psi$ is uniformly strongly convex in its final variable, i.e. there exists $c > 0$ such that

$\xi \in \mathbb{R}^d \mapsto \psi(\omega, x, \xi) - c|\xi|^2$ is convex for almost every $(\omega, x) \in \Omega \times \mathbb{R}^d$.

(\psi_4) There exists $C > 0$ such that, for any $\xi \in \mathbb{R}^d$,

$\psi(\omega, x, \xi) \leq C(1 + |\xi|^2)$ for almost every $(\omega, x) \in \Omega \times \mathbb{R}^d$.

Under these assumptions, we prove the following result.

**Lemma 9.** For any $\eta > 0$, there exists a function $\psi_\eta : \Omega \times \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$, defined to be the Moreau envelope

\[\psi_\eta(\omega, x, \xi) := \inf_{p \in \mathbb{R}^d} \left\{ \psi(\omega, x, p) + \frac{1}{2\eta}|\xi - p|^2 \right\}, \quad (3.4)\]
which satisfies the following properties:

1. For almost every \((\omega, x) \in \Omega \times \mathbb{R}^d\), the function \(\xi \mapsto \psi_\eta(\omega, x, \xi)\) is \(C^{1}\) and convex, with \(\xi \mapsto D_\xi \psi_\eta(\omega, x, \xi)\) being uniformly Lipschitz on compact sets.

2. For any \(\xi \in \mathbb{R}^d\), the function \((\omega, x) \mapsto \psi_\eta(\omega, x, \xi)\) is measurable. It is stationary in the sense of (3.4).

3. For all \(\xi \in \mathbb{R}^d\) and for almost every \((\omega, x) \in \Omega \times \mathbb{R}^d\), we have

\[
0 \leq \psi_\eta(\omega, x, \xi) \leq \psi(\omega, x, \xi) \leq \psi_\eta(\omega, x, \xi) + 8\eta C^2 (1 + |\xi|^2)
\]

where \(C\) is the constant appearing in Assumption (\(\psi_4\)).

4. There exists a constant \(C\), which only depends on the constants \(c\) and \(C\) appearing in Assumptions (\(\psi_3\)) and (\(\psi_4\)), such that, for almost every \((\omega, x, \xi) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d\),

\[
|D_\xi \psi_\eta(\omega, x, \xi)| \leq C (1 + |\xi|).
\]

5. Let \((\psi_\eta)^*\) be the Legendre–Fenchel transform of \(\psi_\eta\) with respect to its third variable. For \(\eta\) sufficiently small (e.g. whenever \(\eta \leq c/(16C^2)\)), we have

\[
\psi(\omega, x, \xi) \leq \frac{\psi_\eta(\omega, x, \xi)}{m_\eta} + \frac{8C^2}{m_\eta} \text{ for any } (\omega, x, \xi) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d
\]

and

\[
(\psi_\eta)^*(\omega, x, \xi) \geq \psi^*(\omega, x, \xi) \geq \left(\frac{\psi_\eta(\omega, x, m_\eta \xi)}{m_\eta}\right) - \eta \frac{8C^2}{m_\eta} \text{ for any } (\omega, x, \xi) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d
\]

with

\[
m_\eta := 1 - 8\eta \frac{C^2}{c} \geq \frac{1}{2} > 0.
\]

Furthermore, for almost any \((\omega, x) \in \Omega \times \mathbb{R}^d\), the function \(\zeta \mapsto (\psi_\eta)^*(\omega, x, \zeta)\) is convex.

6. The function \(\psi_\eta(\omega, x, \xi)\) is (uniformly in \((\omega, x)\)) strongly convex in its final variable, in the sense that the function \(\xi \mapsto \psi_\eta(\omega, x, \xi) - \frac{c}{1 + 2c\eta} |\xi|^2\) is convex.

7. For almost any \((\omega, x) \in \Omega \times \mathbb{R}^d\), the function \(\zeta \mapsto (\psi_\eta)^*(\omega, x, \zeta)\) is \(C^{1}\). Furthermore, there exists a constant \(C^*\), which only depends on the constants \(c\) and \(C\) appearing in Assumptions (\(\psi_3\)) and (\(\psi_4\)), such that, for almost every \((\omega, x, \xi) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d\) and any \(\eta \leq 1\),

\[
|D_\xi (\psi_\eta)^*(\omega, x, \xi)| \leq C^* (1 + |\xi|).
\]

Proof. The definition (3.4) of \(\psi_\eta\) follows that of the Moreau envelope defined in Section 12.4 of [Q], and property (1) follows from Propositions 12.15 and 12.29 in the same reference.

We note that the function \((\omega, x) \mapsto \psi_\eta(\omega, x, \xi)\) is measurable for each \(\xi\), since the infimum in (3.4) can be taken over \(\bar{p} \in \mathbb{Q}^d\) without changing the definition, thereby making the function an infimum over a countable collection of measurable functions, and hence itself measurable. The stationarity of \(\psi\) assumed in (\(\psi_1\)) directly implies that of \(\psi_\eta\), since

\[
\psi_\eta(\omega, x, \xi) = \inf_{\bar{p} \in \mathbb{R}^d} \left\{ \psi_0(T(x)\omega, \bar{p}) + \frac{1}{2\eta} |\xi - \bar{p}|^2 \right\} = \psi_{0,\eta}(T(x)\omega, \xi),
\]

where

\[
\psi_{0,\eta}(\omega, \xi) := \inf_{\bar{p} \in \mathbb{R}^d} \left\{ \psi_0(\omega, \bar{p}) + \frac{1}{2\eta} |\xi - \bar{p}|^2 \right\} \text{ for all } (\omega, \xi) \in \Omega \times \mathbb{R}^d.
\]
This proves property (2).

We now turn to proving property (3). Since this property is expected to hold uniformly for almost every $(\omega, x) \in \Omega \times \mathbb{R}^d$, for convenience we set $f(\xi) := \psi(\omega, x, \xi)$ and $f_\eta(\xi) := \psi_\eta(\omega, x, \xi)$. Applying assumption (\psi2), it is clear that $0 = \inf_{\xi \in \mathbb{R}^d} f(\xi) \leq f_\eta(\xi) \leq f(\xi)$, with the upper inequality being a consequence of the fact that $p = \xi$ is a competitor in the minimisation problem (3.4) defining $\psi_\eta$. It thus remains to show the upper bound in (3.5). To that aim, we consider

$$f(\xi) - f_\eta(\xi) = \sup_{p \in \mathbb{R}^d} \left\{ f(\xi) - f(p) - \frac{1}{2\eta} |\xi - p|^2 \right\}.$$ 

The convexity of $f$ and the bound (2.15), which itself is a consequence of assumption (\psi 4), together entail that, for any $\xi$ and $p$,

$$f(\xi) - f(p) \leq 4C \sqrt{1 + |\xi|^2} |\xi - p|.$$ 

Using this estimate and explicitly solving to obtain an upper bound, it follows that

$$f(\xi) - f_\eta(\xi) \leq \sup_{p \in \mathbb{R}^d} \left\{ 4C \sqrt{1 + |\xi|^2} |\xi - p| - \frac{1}{2\eta} |\xi - p|^2 \right\} \leq 8\eta C^2 (1 + |\xi|^2),$$

which implies the upper bound in (3.5). This proves property (3).

We now establish property (4). Let $p_\xi^\eta \in \mathbb{R}^d$ be the unique minimiser of the problem (3.4) defining $\psi_\eta$. We have that

$$f_\eta(\xi) = f(p_\xi^\eta) + \frac{1}{2\eta} |\xi - p_\xi^\eta|^2.$$ 

Applying Proposition 12.29 of [3] and using the fact that $p_\xi^\eta$ is a minimiser, we deduce that

$$Df_\eta(\xi) = \frac{1}{\eta} (\xi - p_\xi^\eta) \in \partial f(p_\xi^\eta).$$ 

Applying the bound (2.15), we therefore have

$$|Df_\eta(\xi)| = \frac{1}{\eta} |\xi - p_\xi^\eta| \leq 4C \sqrt{1 + |p_\xi^\eta|^2}. \quad (3.12)$$

Now, using (2.14), property (\psi 4) along with the definition (3.4) of the Moreau envelope, we find that

$$c|p_\xi^\eta|^2 \leq f(p_\xi^\eta) \leq f_\eta(\xi) \leq f(\xi) \leq C(1 + |\xi|^2).$$

Combining this observation with (3.12), we obtain property (4).

We next establish property (5). Due to the ordering property of the Legendre–Fenchel transform, we deduce from (3.5) the following upper bound:

$$(\psi_\eta)^*(\omega, x, \xi) \geq \psi^*(\omega, x, \xi) \quad \text{for any } (\omega, x, \xi) \in \Omega \times \mathbb{R}^d \times \mathbb{R}^d. \quad (3.13)$$

We now establish a lower bound on $\psi^*$. In view of (3.5) and (2.14), we write that

$$\psi(\omega, x, \xi) \leq \psi_\eta(\omega, x, \xi) + 8\eta C^2 (1 + |\xi|^2) \leq \psi_\eta(\omega, x, \xi) + 8\eta C^2 + 8\eta \frac{C^2}{c} \psi(\omega, x, \xi).$$

Whenever $\eta \leq c/(16C^2)$, we see that $m_\eta = 1 - 8\eta C^2/c \geq 1/2 > 0$, and thus

$$\psi(\omega, x, \xi) \leq \frac{\psi_\eta(\omega, x, \xi)}{m_\eta} + \frac{8C^2}{m_\eta},$$
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Collecting (3.13) and (3.14), we obtain (3.8). In addition, the function (3.7). We deduce from the above inequality that because it is the Legendre–Fenchel transform, and so a supremum of convex functions (see (2.5) and the discussion in Section 2.1).

We now turn to establishing property (6). In view of property (1), we know that \( \psi_{\eta} \) is convex. Following the proof of Proposition 8.26 of [3], we now establish a more precise statement. For convenience, we again set \( f(\xi) = \psi(\omega, x, \xi) \) and \( f_{\eta}(\xi) = \psi_{\eta}(\omega, x, \xi) \). Consider \( \xi_1 \) and \( \xi_2 \) in \( \mathbb{R}^d \) and some \( \alpha \in (0, 1) \). For \( i = 1, 2 \), we choose some \( \Lambda_i > f_{\eta}(\xi_i) \), so that there exists some \( p_i \in \mathbb{R}^d \) such that \( f(p_i) + |\xi_i - p_i|^2/(2\eta) < \Lambda_i \). By definition of \( f_{\eta}(\alpha \xi_1 + (1 - \alpha)\xi_2) \) and using the strong convexity of \( f \) and \( \cdot \mapsto \| \cdot \|^2 \), we have

\[
\begin{align*}
f_{\eta}(\alpha \xi_1 + (1 - \alpha)\xi_2) & \leq f(\alpha p_1 + (1 - \alpha)p_2) + \frac{1}{2\eta}\|\alpha(\xi_1 - p_1) + (1 - \alpha)(\xi_2 - p_2)\|^2 \\
& \leq \alpha f(p_1) + (1 - \alpha)f(p_2) - c\alpha(1 - \alpha)|p_1 - p_2|^2 + \frac{\alpha}{2\eta}|\xi_1 - p_1|^2 + \frac{1 - \alpha}{2\eta}|\xi_2 - p_2|^2 - \frac{\alpha(1 - \alpha)}{2\eta}|\xi_1 - p_1 - \xi_2| \\
& \leq \alpha \Lambda_1 + (1 - \alpha)\Lambda_2 - \frac{\alpha(1 - \alpha)}{2} R
\end{align*}
\]

with

\[
R = 2c|p_1 - p_2|^2 + \frac{1}{\eta}|(\xi_1 - p_1) - (\xi_2 - p_2)|^2 \\
= \left(2c + \frac{1}{\eta}\right)|p_1 - p_2|^2 + \frac{1}{\eta}|\xi_1 - \xi_2|^2 - \frac{2}{\eta}(\xi_1 - \xi_2) \cdot (p_1 - p_2) \\
\geq \left(2c + \frac{1}{\eta}\right)|p_1 - p_2|^2 + \frac{1}{\eta}|\xi_1 - \xi_2|^2 - \frac{1}{2\tau\eta}|\xi_1 - \xi_2|^2 - \frac{2\tau}{\eta}|p_1 - p_2|^2,
\]

where we have used Young’s inequality in the last line for some \( \tau > 0 \). Choosing \( \tau \) such that \( 2\tau/\eta = 2c + 1/\eta \), we deduce that

\[
R \geq \frac{1}{\eta} \left(1 - \frac{1}{2\tau}\right) |\xi_1 - \xi_2|^2 = \frac{2c}{1 + 2c\eta} |\xi_1 - \xi_2|^2.
\]

Introducing this lower bound in (3.15) and passing to the limit \( \Lambda_i \to f_{\eta}(\xi_i) \) for \( i = 1, 2 \), we deduce that

\[
f_{\eta}(\alpha \xi_1 + (1 - \alpha)\xi_2) \leq \alpha f_{\eta}(\xi_1) + (1 - \alpha)f_{\eta}(\xi_2) - \alpha(1 - \alpha) \frac{c}{1 + 2c\eta} |\xi_1 - \xi_2|^2.
\]

The function \( \psi_{\eta}(\omega, x, \xi) \) is thus strongly convex with respect to \( \xi \), in the sense that the function \( \xi \mapsto \psi_{\eta}(\omega, x, \xi) - \frac{c}{1 + 2c\eta} |\xi|^2 \) is convex.

Finally, we establish property (7). Since \( \xi \mapsto \psi_{\eta}(\omega, x, \xi) \) is \( C^1 \) (see property (1)), we deduce from the strong convexity of \( \psi_{\eta} \) that, for any \( \xi_1 \) and \( \xi_2 \) in \( \mathbb{R}^d \), we have

\[
\frac{2c}{1 + 2c\eta}|\xi_1 - \xi_2| \leq |D_\xi \psi_{\eta}(\omega, x, \xi_1) - D_\xi \psi_{\eta}(\omega, x, \xi_2)|.
\]
Now consider $\zeta \in \mathbb{R}^d$. The Legendre–Fenchel transform of $\psi_\eta$ is

$$
(\psi_\eta)^* (\omega, x, \zeta) = \sup_{p \in \mathbb{R}^d} \{p \cdot \zeta - \psi_\eta(\omega, x, p)\},
$$

and we denote $p^\zeta \in \mathbb{R}^d$ the unique supremizer of the above problem, which satisfies $\zeta = D_\zeta \psi_\eta(\omega, x, p^\zeta)$. We note that $(\psi_\eta)^*$ is differentiable by Proposition 18.9 in [3], and we have $D_\zeta (\psi_\eta)^*(\omega, x, \zeta) = p^\zeta$. Thus, using (3.16) with $\xi_1 = p^\zeta$ and $\xi_2 = 0$, we obtain

$$
|D_\zeta (\psi_\eta)^*(\omega, x, \zeta)| \leq \frac{1 + 2c\eta}{2c} |\zeta - D_\zeta \psi_\eta(\omega, x, 0)|.
$$

Using (3.6) and restricting ourselves to the case $\eta \leq 1$, we deduce (3.10).

We use a similar argument to show that $D_\zeta (\psi_\eta)^*$ is Lipschitz-continuous with respect to its third variable. Consider $\zeta_i \in \mathbb{R}^d$ with $i = 1, 2$. As above, we define $p^\zeta_i \in \mathbb{R}^d$ which satisfies $\zeta_i = D_\zeta \psi_\eta(\omega, x, p^\zeta_i)$. We then have $D_\zeta (\psi_\eta)^*(\omega, x, \zeta_i) = p^\zeta_i$, and thus, using (3.16) with $\xi_1 = p^\zeta_1$ and $\xi_2 = p^\zeta_2$, we obtain

$$
|D_\zeta (\psi_\eta)^*(\omega, x, \zeta_1) - D_\zeta (\psi_\eta)^*(\omega, x, \zeta_2)| \leq \frac{1 + 2c\eta}{2c} |\zeta_1 - \zeta_2|.
$$

We hence get that $D_\zeta (\psi_\eta)^*(\omega, x, \cdot)$ is indeed Lipschitz continuous (with a Lipschitz constant uniform in $\eta$ and $(\omega, x)$). This of course implies that $(\psi_\eta)^*(\omega, x, \cdot)$ is $C^1$. This completes the proof of Lemma 9.

**Lemma 10.** Let $\eta > 0$, and suppose that $\Psi_{t, \omega}^\eta : H^1_{D^\perp} \to \mathbb{R}$ takes the form

$$
\Psi_{t, \omega}^\eta[v] = \int_D \psi_\eta(\omega, x, D_x \tilde{y}(t) + D_x v) \, dx,
$$

where $\tilde{y} \in H^1([0, T]; H^1(D))$ and $\psi_\eta$ is defined in Lemma 9, assuming that $\psi$ satisfies the assumptions of Section 2.3.3. For any $u \in L^2([0, T] \times \Omega; H^1_{D^\perp})$, consider $f = \text{div}_x(A(\omega, x)(D_x \tilde{y}(t) + D_x u(t))) \in L^2 \left([0, T] \times \Omega; \left(H^1_{D^\perp}\right)' \right)$, where $A$ satisfies the assumptions of Section 2.3.2. Assume furthermore that $\eta$ is sufficiently small (e.g. $\eta \leq c/(16C^2)$), so that $m_\eta$ defined by (3.9) is positive and bounded away from 0.

Then there exists some $\sigma_\eta^\gamma \in L^2([0, T] \times \Omega \times D)^d$ such that $\sigma_\eta^\gamma(t, \omega) \in L^2_{\text{pot}}(D)^d$ for almost every $(t, \omega) \in [0, T] \times \Omega$, which satisfies the bound

$$
\|\sigma_\eta^\gamma\|_{L^2([0, T] \times \Omega \times D)^d} \leq K \left(1 + \|D_x \tilde{y}\|_{H^1([0, T] \times L^2(D))^d} + \|D_x u\|_{L^2([0, T] \times \Omega \times D)^d}\right)
$$

for some constant $K$ which depends only on $D$, $T$ and on the bounds assumed on $A$ and $\psi$, and for which we can write

$$
(\Psi_{t, \omega}^\eta)^*[f] = \int_D (\psi_\eta)^*(\omega, x, \sigma_\eta^\gamma - A(\omega, x)D_x \tilde{y} - A(\omega, x)D_x u) - (\sigma_\eta^\gamma - A(\omega, x)D_x \tilde{y} - A(\omega, x)D_x u) \cdot D_x \tilde{y} \, dx
$$

for almost every $(t, \omega) \in [0, T] \times \Omega$.

**Proof.** We recall that, for any $f \in (H^1_{D^\perp})'$, we have

$$
(\Psi_{t, \omega}^\eta)^*[f] = \sup \left\{ \langle f, v \rangle_{H^1_{D^\perp}', H^1_{D^\perp}} - \int_D \psi_\eta(\omega, x, D_x \tilde{y}(t) + D_x v) \, dx, \quad v \in H^1_{D^\perp} \right\}
$$

$$
= - \inf \left\{ \int_D \psi_\eta(\omega, x, D_x \tilde{y}(t) + D_x v) \, dx - \langle f, v \rangle_{H^1_{D^\perp}', H^1_{D^\perp}}, \quad v \in H^1_{D^\perp} \right\}.
$$
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A straightforward application of the Direct Method of the Calculus of Variations entails that a unique solution to the minimisation problem exists for almost every \((t, \omega) \in [0, T] \times \Omega\), which we denote \(v^\eta_j(t, \omega, \cdot) \in H^1_D\). The Euler-Lagrange equations read as follows: for almost every \((t, \omega) \in [0, T] \times \Omega\), the function \(\zeta_j^\eta(t, \omega, x) = D_\psi \eta (w, x, D_\psi \hat{y}(t, x) + D_\psi v^\eta_j(t, \omega, x))\) satisfies
\[
\int_D \zeta_j^\eta(t, \omega, x) \cdot D_\psi w(x) \, dx = \langle f, \psi \rangle_{(H^1_D)^*, H^1_D} \quad \text{for any } w \in H^1_D. \tag{3.21}
\]

Using the regularity of \(v^\eta_j\) and \([3.6]\), we see that \(\zeta_j^\eta(t, \omega, \cdot) \in L^2(D)^d\) for almost every \((t, \omega) \in [0, T] \times \Omega\). Since \(f = \nabla_x (A(\omega, x) (D_\psi \hat{y}(t) + D_\psi u(t)))\) we infer that for almost every \((t, \omega) \in [0, T] \times \Omega\)
\[
0 = \int_D \left[ \zeta_j^\eta(t, \omega, x) + A(\omega, x) (D_\psi \hat{y}(t) + D_\psi u(t)) \right] \cdot D_\psi w(x) \, dx \quad \text{for any } w \in H^1_D. \tag{3.20}
\]

We now establish uniform bounds on \(v^\eta_j\) and \(\zeta_j^\eta\). To get a bound on \(v^\eta_j\), we use the test function \(v = 0\) in \([3.20]\), the bounds \([3.7]\) and \([2.14]\) and the specific choice of \(f\):
\[
\int_D \psi \eta (\omega, x, D_\psi \hat{y}) \, dx \geq \int_D \psi \eta (\omega, x, D_\psi \hat{y} + D_\psi v^\eta_j) \, dx - \langle f, v^\eta_j \rangle
\]
\[
\geq m_\eta \int_D \psi (\omega, x, D_\psi \hat{y} + D_\psi v^\eta_j) \, dx - \langle f, v^\eta_j \rangle - 8\eta C^2 \mathcal{L}^d(D)
\]
\[
\geq c m_\eta \left\| D_\psi \hat{y} + D_\psi v^\eta_j \right\|_{L^2(D)}^2 + \int_D D_\psi v^\eta_j \cdot A(\omega, x) (D_\psi \hat{y} + D_\psi u) - 8\eta C^2 \mathcal{L}^d(D)
\]
\[
\geq c m_\eta \left\| D_\psi \hat{y} + D_\psi v^\eta_j \right\|_{L^2(D)}^2 - \mathcal{A} \left\| D_\psi v^\eta_j \right\|_{L^2(D)} \left\| D_\psi \hat{y} + D_\psi u \right\|_{L^2(D)} - 8\eta C^2 \mathcal{L}^d(D),
\]
where \(\mathcal{L}^d(D)\) denotes the volume of the domain \(D\).

We hence deduce, using \((\psi 4), [3.5]\) and Young’s inequality, that
\[
C \left( \mathcal{L}^d(D) + \left\| D_\psi \hat{y} \right\|_{L^2(D)}^2 \right)
\]
\[
\geq \int_D \psi (\omega, x, D_\psi \hat{y}(t)) \, dx
\]
\[
\geq \int_D \psi \eta (\omega, x, D_\psi \hat{y}(t)) \, dx
\]
\[
\geq \frac{cm_\eta}{2} \left\| D_\psi v^\eta_j \right\|_{L^2(D)}^2 - c m_\eta \left\| D_\psi \hat{y} \right\|_{L^2(D)} - \mathcal{A} \left\| D_\psi v^\eta_j \right\|_{L^2(D)} \left\| D_\psi \hat{y} + D_\psi u \right\|_{L^2(D)} - 8\eta C^2 \mathcal{L}^d(D)
\]
\[
\geq \frac{cm_\eta}{4} \left\| D_\psi v^\eta_j \right\|_{L^2(D)}^2 - c m_\eta \left\| D_\psi \hat{y} \right\|_{L^2(D)} - \mathcal{A} \left\| D_\psi \hat{y} + D_\psi u \right\|_{L^2(D)} - 8\eta C^2 \mathcal{L}^d(D).
\]

Integrating over \((t, \omega)\) and using that \(m_\eta\) is both bounded above and away from 0, we find that
\[
\left\| D_\psi v^\eta_j \right\|_{L^2([0,T] \times D \times \Omega)^d} \leq K \left( 1 + \left\| D_\psi \hat{y} \right\|_{H^1([0,T],L^2(D))^d} + \left\| D_\psi u \right\|_{L^2([0,T] \times \Omega \times D)^d} \right)
\]
for some constant \(K\) which depends only on \(D\), \(T\) and on the bounds assumed on \(A\) and \(\psi\). Next, using \([3.6]\) and the above estimate, we find that
\[
\left\| \zeta_j^\eta \right\|_{L^2([0,T] \times D \times \Omega)^d} \leq 2\mathcal{C}^2 \left( T \mathcal{L}^d(D) + \left\| D_\psi \hat{y} + D_\psi v^\eta_j \right\|_{L^2([0,T] \times D \times \Omega)^d} \right)
\]
\[
\leq K \left( 1 + \left\| D_\psi \hat{y} \right\|_{L^2([0,T] \times D)^d} + \left\| D_\psi \hat{y} \right\|_{H^1([0,T],L^2(D))^d} + \left\| D_\psi u \right\|_{L^2([0,T] \times \Omega \times D)^d} \right) \tag{3.22}
\]
and hence \( \zeta_f^\eta \in L^2([0, T] \times \Omega \times \mathcal{D}) \). We now introduce \( \sigma_f^\eta := \zeta_f^\eta + A(\omega, x) (D_x\overline{y} + D_xu) \), which lies in \( L^2([0, T] \times \Omega \times \mathcal{D}) \) as a consequence of the fact that \( \zeta_f^\eta \in L^2([0, T] \times \Omega \times \mathcal{D}) \) and the properties of \( A, \overline{y} \) and \( u \). In view of (3.21), we have that \( \sigma_f^\eta(t, \omega) \in L^2_{\text{pot}}(\mathcal{D})^\perp \) for almost every \((t, \omega) \in [0, T] \times \Omega\). In view of the bound (3.22) on \( \zeta_f^\eta \), we get that \( \sigma_f^\eta \) satisfies (3.18).

Finally, we show (3.19). Since \( \zeta_f^\eta(t, \omega, x) = D_\xi \psi_\eta(\omega, x, D_x\overline{y}(t) + D_xv_f^\eta) \) for almost every \((t, \omega, x)\), we infer from the property (2.5) of the Legendre–Fenchel transform that
\[
\psi_\eta(\omega, x, D_x\overline{y} + D_xv_f^\eta) - \zeta_f^\eta(t, \omega) \cdot (D_x\overline{y} + D_xv_f^\eta) = - (\psi_\eta)^*(\omega, x, \zeta_f^\eta) \quad \text{a.e. in} \ (t, \omega, x). \tag{3.23}
\]
Recalling that \( v_f^\eta \) achieves the infimum sought in (3.20), we find that, for almost every \((t, \omega)\),
\[
-(\Psi_{t,\omega}^\eta)^*[f] = \int_\mathcal{D} \psi_{t,\omega}(\omega, x, D_x\overline{y} + D_xv_f^\eta) - \langle f, v_f^\eta \rangle \left(\mathcal{H}_{t,\omega}^\eta\right)' \mathcal{H}_{t,\omega}^\eta
= \int_\mathcal{D} \psi_{t,\omega}(\omega, x, D_x\overline{y} + D_xv_f^\eta) + \int_\mathcal{D} D_xv_f^\eta \cdot A(\omega, x)(D_x\overline{y} + D_xu)
= \int_\mathcal{D} \zeta_f^\eta \cdot (D_x\overline{y} + D_xv_f^\eta) - (\psi_\eta)^*(\omega, x, \zeta_f^\eta) + \int_\mathcal{D} D_xv_f^\eta \cdot (\sigma_f^\eta - \zeta_f^\eta),
\]
where, in the last line, we have used (3.23) and the relation between \( \sigma_f^\eta \) and \( \zeta_f^\eta \). Using that \( \sigma_f^\eta(t, \omega) \in L^2_{\text{pot}}(\mathcal{D})^\perp \), we obtain (3.19). This concludes the proof of Lemma 10. \( \square \)

**Remark 6.** We note that, when \( \mathcal{D} = (a, b) \subset \mathbb{R} \) and \( \Gamma_{\mathcal{D}} = \{a, b\} \), there is a particularly precise characterisation of \( \sigma_f^\eta \). In this case, \( L^2_{\text{pot}}(\mathcal{D}) \) is the space of mean–zero functions, and \( L^2_{\text{pot}}(\mathcal{D})^\perp \) is simply the space of constant functions. By definition, \( \zeta_f^\eta = D_\xi \psi_\eta(\omega, x, D_x\overline{y} + D_xv_f^\eta) \), hence \( D_x\overline{y} + D_xv_f^\eta = D_\sigma(\psi_\eta)^*(\omega, x, \zeta_f^\eta) \) (see (2.5)). We thus obtain that \( D_\sigma(\psi_\eta)^*(\omega, \cdot, \zeta_f^\eta) \in L^2_{\text{pot}}(\mathcal{D}) \) a.e. in \((t, \omega)\). Using the relation between \( \zeta_f^\eta \) and \( \sigma_f^\eta \), it follows that, for almost every \((t, \omega) \in [0, T] \times \Omega\), \( \sigma_f^\eta(t, \omega) \in \mathbb{R} \) is the constant such that
\[
\int_\mathcal{D} D_\sigma(\psi_\eta)^*(\omega, x, \sigma_f^\eta(t, \omega) - A D_x\overline{y} - A D_xu) \, dx = 0.
\]
This characterisation of \( \sigma_f^\eta \) (in the regime \( \eta \to 0 \)) was exploited in the numerical scheme presented in Section 2.2. \( \square \)

## 4 Existence of solutions for fixed \( \varepsilon \)

With the preliminaries of Section 3 now in place, we restate Theorem 1 in a precise form, which asserts that problem (2.19) (namely, the evolution problem at fixed \( \varepsilon > 0 \)) is well–posed.

**Theorem 11 (Rigorous statement of Theorem 1).** For any \( \varepsilon > 0 \) and any \( \overline{y} \in H^1([0, T]; H^1(\mathcal{D})) \), there exists a unique solution \( u^\varepsilon \in H^1([0, T]; L^2(\Omega; H^1_0(\mathcal{D}))) \) such that (2.19) holds for almost every \((t, \omega) \in [0, T] \times \Omega\).

The proof of this result is given over the course of the present section. The strategy of the proof is to apply the Banach fixed point theorem in a similar manner to its use in the proof of the Cauchy–Lipschitz existence theorem for ODEs.
4.1 The velocity operator

We first observe that the functionals \( u \mapsto \Phi^\varepsilon_{t,\omega}[u] = \Phi^\varepsilon_{t}[\hat{y}(t) + u] \) and \( v \mapsto \Psi^\varepsilon_{t,\omega}[v] = \Psi^\varepsilon_{t}[\hat{y}(t) + v] \) are uniformly strongly convex on \( H^1_\Omega \), since \( \Phi^\varepsilon_{t} \) and \( \Psi^\varepsilon_{t} \) are. In order to assess their convexity constants, we proceed as follows. We note that, for any \((\omega, x, \xi)\), the function

\[
\zeta \mapsto W(\omega, x, \xi + \zeta) - \frac{1}{2} A|\zeta|^2 = W(\omega, x, \xi + \zeta) - \frac{1}{2} A|\zeta + \xi|^2 + A\xi \cdot \zeta + \frac{1}{2} A|\xi|^2
\]
is convex, since it is the sum of two convex functions by Assumption (A3). The same property holds for the function \( \zeta \mapsto \psi(\omega, x, \xi + \zeta) - c|\zeta|^2 \), in view of Assumption (ψ3). It therefore follows that \( \Phi^\varepsilon_{t,\omega}[u] \) and \( \Psi^\varepsilon_{t,\omega}[v] \) are uniformly strongly convex on \( H^1_\Omega \), since

\[
u \mapsto \Phi^\varepsilon_{t,\omega}[u] - \frac{1}{2} A\|u\|_{H^1_\Omega}^2 = \int_{\Omega} W(\omega, \frac{x}{\varepsilon}, D_x \hat{y}(t) + D_x u) - \frac{1}{2} A|D_x u|^2 \, dx
\]

\[
v \mapsto \Psi^\varepsilon_{t,\omega}[v] - c\|v\|_{H^1_\Omega}^2 = \int_{\Omega} \psi(\omega, \frac{x}{\varepsilon}, D_x \hat{y}(t) + D_x v) - c|D_x v|^2 \, dx
\]

are both convex functions on \( H^1_\Omega \).

Our first step towards proving existence of solutions is to consider the problem of finding \( v \in H^1_\Omega \) such that, for any fixed \( u \in H^1_\Omega \),

\[
0 \in \partial \Psi^\varepsilon_{t,\omega}[v] + \nabla \Phi^\varepsilon_{t,\omega}[u].
\]

(4.1)

We note first that (4.1) may be viewed as a necessary condition for \( v \) being a minimizer of the functional \( \mathcal{I}^\varepsilon_{t,\omega} : H^1_\Omega \to \mathbb{R} \) defined by

\[
\mathcal{I}^\varepsilon_{t,\omega}[v] := \Psi^\varepsilon_{t,\omega}[v] + \langle \nabla \Phi^\varepsilon_{t,\omega}[u], v \rangle_{H^1_\Omega}.
\]

This functional is well-defined, and is uniformly strongly convex on \( H^1_\Omega \), a property which it inherits from \( \Psi^\varepsilon_{t,\omega} \). Thus it has a unique minimizer, denoted \( \mathcal{V}^\varepsilon_{t,\omega}[u] \), which satisfies (4.1).

We now show that \( \mathcal{V}^\varepsilon_{t,\omega} : H^1_\Omega \to H^1_\Omega \) is a Lipschitz map. Let \( u_1, u_2 \in H^1_\Omega \); then

\[-\nabla \Phi^\varepsilon_{t,\omega}[u_i] \in \partial \Psi^\varepsilon_{t,\omega}[\mathcal{V}^\varepsilon_{t,\omega}[u_i]] \quad \text{for both } i = 1 \text{ and } i = 2.
\]

Since \( \Psi^\varepsilon_{t,\omega} \) is strongly convex, it follows that \( \partial \Psi^\varepsilon_{t,\omega} \) is a strongly monotone set–valued mapping (see Chapter 11 of [22]), and hence

\[
\langle -\nabla \Phi^\varepsilon_{t,\omega}[u_1] + \nabla \Phi^\varepsilon_{t,\omega}[u_2], \mathcal{V}^\varepsilon_{t,\omega}[u_1] - \mathcal{V}^\varepsilon_{t,\omega}[u_2] \rangle_{H^1_\Omega} \geq 2c \|\mathcal{V}^\varepsilon_{t,\omega}[u_1] - \mathcal{V}^\varepsilon_{t,\omega}[u_2]\|^2_{H^1_\Omega}.
\]

(4.2)

Using the explicit form (2.13) of \( \nabla \Phi^\varepsilon_{t,\omega} \), we obtain that

\[
\|\nabla \Phi^\varepsilon_{t,\omega}[u_1] - \nabla \Phi^\varepsilon_{t,\omega}[u_2]\|_{(H^1_\Omega)^*} \leq \|A\|_{L^\infty(\Omega \times \mathbb{R}^d)} \|D_x u_1 - D_x u_2\|_{L^2(\Omega)} \leq \overline{A} \|u_1 - u_2\|_{H^1_\Omega}.\]

(4.3)

Collecting (4.2) and (4.3), we obtain

\[
\|\mathcal{V}^\varepsilon_{t,\omega}[u_2] - \mathcal{V}^\varepsilon_{t,\omega}[u_1]\|_{H^1_\Omega} \leq \frac{\overline{A}}{2c} \|u_2 - u_1\|_{H^1_\Omega},
\]

(4.4)

which demonstrates that \( \mathcal{V}^\varepsilon_{t,\omega} \) is Lipschitz continuous, uniformly for almost every \((t, \omega) \in [0, T] \times \Omega\).
4.2 A priori bound

We now establish an a priori bound on $V_{t,\omega}^\varepsilon[u(t)]$. Note first that, if $u \in L^2([0,T] \times \Omega; H^1_{D})$, then $V_{t,\omega}^\varepsilon[u(t,\omega)] \in H^1_{D}$ for almost every $(t, \omega) \in [0,T] \times \Omega$. The fact that $-\nabla \Psi_{t,\omega}^\varepsilon[u(t,\omega)] \in \partial \Psi_{t,\omega}^\varepsilon[V_{t,\omega}^\varepsilon[u(t,\omega)]]$ entails that

$$
\left\langle -\nabla \Psi_{t,\omega}^\varepsilon[u(t,\omega)], w \right\rangle_{H^1_{D}} \leq \Psi_{t,\omega}^\varepsilon\left[V_{t,\omega}^\varepsilon[u(t,\omega)] + w \right] - \Psi_{t,\omega}^\varepsilon\left[V_{t,\omega}^\varepsilon[u(t,\omega)]\right]
$$

for any $w \in H^1_{D}$.

By taking $w = -V_{t,\omega}^\varepsilon[u(t,\omega)]$ and rearranging, we obtain

$$
\Psi_{t,\omega}^\varepsilon\left[V_{t,\omega}^\varepsilon[u(t,\omega)]\right] \leq \Psi_{t,\omega}^\varepsilon[0] - \left\langle \nabla \Psi_{t,\omega}^\varepsilon[u(t,\omega)], V_{t,\omega}^\varepsilon[u(t,\omega)] \right\rangle_{H^1_{D}}.
$$

Using the growth condition (2.14) to estimate the left-hand side from below, and assumptions (A3) and (\psi)4 to estimate the right-hand side from above, we find that

$$
eq \left(1 + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 \right) + \frac{1}{c} \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 + \frac{c}{4} \left\| D_x V_{t,\omega}^\varepsilon[u(t,\omega)] \right\|_{L^2(D)}^2.
$$

Using Young’s inequality, we write that

$$
\frac{3c}{4} \left\| D_x V_{t,\omega}^\varepsilon[u(t,\omega)] \right\|_{L^2(D)}^2
\leq c \left[1 + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 \right] + \frac{2A^2}{c} \left(\left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)} + \left\| D_x u(t,\omega) \right\|_{L^2(D)}^2 \right)
\leq C \left[1 + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 \right] + \frac{2A^2}{c} \left(\left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)} + \left\| D_x u(t,\omega) \right\|_{L^2(D)}^2 \right)
\leq C \left[1 + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 \right] + \frac{2A^2}{c} \left(\left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)} + \left\| D_x u(t,\omega) \right\|_{L^2(D)}^2 \right).
$$

Upon rearranging, we obtain

$$
\left\| V_{t,\omega}^\varepsilon[u(t,\omega)] \right\|_{H^1_{D}}^2 \leq C_0 \left[1 + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 \right] + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 + \left\| u(t,\omega) \right\|_{H^1_{D}}^2.
$$

for some deterministic constant $C_0$ independent of $\varepsilon$ and $t$. We hence get that, for almost every $(t, \omega) \in [0,T] \times \Omega$,

$$
\left\| V_{t,\omega}^\varepsilon[u(t,\omega)] \right\|_{H^1_{D}} \leq C_0 \left[1 + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 + \left\| D_x \tilde{\Psi}(t) \right\|_{L^2(D)}^2 + \left\| u(t,\omega) \right\|_{H^1_{D}}^2.
$$

Since $C_0$ is deterministic and independent of $t$, we can integrate the above bound in $t \in [0,\tau]$ and over $\omega \in \Omega$:

$$
\int_0^\tau \int_\Omega \left\| V_{t,\omega}^\varepsilon[u(t)] \right\|_{H^1_{D}}^2 \, dP(\omega) \, dt \leq C_0 \left(\tau + \left\| D_x \tilde{\Psi} \right\|_{H^1([0,\tau];L^2(D))}^2 + \left\| u \right\|_{L^2([0,\tau] \times \Omega; H^1_{D})}^2 \right)
$$

for any $\tau \in [0,T]$.

It follows that, if $u \in L^2([0,T] \times \Omega; H^1_{D})$, then the mapping $(t, \omega) \mapsto V_{t,\omega}^\varepsilon[u(t,\omega)]$ is well-defined, and also lies in $L^2([0,T] \times \Omega; H^1_{D})$. 
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4.3 Existence of solutions for $\varepsilon > 0$

Define now the operator $T^\varepsilon : L^2([0, \tau] \times \Omega; H^{1}_{\Gamma_D}) \to L^2([0, \tau] \times \Omega; H^{1}_{\Gamma_D})$ for some $0 < \tau \leq T$ (which will be fixed later) by

$$\forall t \in [0, \tau], \quad T^\varepsilon[u](t, \omega) = u_0(\omega) + \int_0^t \mathcal{V}^\varepsilon_{s,\omega}[u(s, \omega)] \, ds,$$

where $u_0 \in L^2(\Omega; H^{1}_{\Gamma_D})$ is given. This operator is well-defined in view of the arguments leading up to (4.6). Moreover, we infer from (4.4) that, for any $u$ and $v$ in $L^2([0, \tau] \times \Omega; H^{1}_{\Gamma_D})$,

$$\left\|T^\varepsilon[u] - T^\varepsilon[v]\right\|_{L^2([0,\tau] \times \Omega; H^{1}_{\Gamma_D})}^2 = \int_0^\tau \int_0^{\tau} \left\|\mathcal{V}^\varepsilon_{s,\omega}[u(s, \omega)] - \mathcal{V}^\varepsilon_{s,\omega}[v(s, \omega)]\right\|^2 \, ds \, d\mathbb{P}(\omega) \, dt \leq \frac{A}{4c^2} \left\|u - v\right\|_{L^2([0,\tau] \times \Omega; H^{1}_{\Gamma_D})}^2,$$

The map $T^\varepsilon$ is thus a contraction mapping on $L^2([0, \tau] \times \Omega; H^{1}_{\Gamma_D})$ whenever $\tau < 2c/A$, and so has a unique fixed point by the Banach Fixed Point Theorem, which we denote $u^\varepsilon \in L^2([0, \tau] \times \Omega; H^{1}_{\Gamma_D})$. Moreover, applying the Lemma proved in III.11.16 of [8], it is straightforward to check that this fixed point has a weak time derivative $\dot{u}^\varepsilon$ in $L^2([0, \tau] \times \Omega; H^{1}_{\Gamma_D})$ by (4.6). Choosing $u_0 \equiv 0$, we see that this fixed point satisfies the time-evolution equation in (2.19) for almost every $t \in [0, \tau]$. Moreover, applying Tonelli’s theorem to deduce that $u^\varepsilon : [0, T] \to L^2(\Omega; H^{1}_{\Gamma_D})$ is a measurable map when we choose a representative such that

$$u^\varepsilon(t) = \int_0^t \dot{u}^\varepsilon(s) \, ds \in L^2(\Omega; H^{1}_{\Gamma_D}),$$

we deduce that we may take $u^\varepsilon \in H^1([0, T]; L^2(\Omega; H^{1}_{\Gamma_D}))$. Recalling that functions in $H^1([0, T]; L^2(\Omega; H^{1}_{\Gamma_D}))$ have unique representatives in $C([0, T]; L^2(\Omega; H^{1}_{\Gamma_D}))$, we note that this representative satisfies $u^\varepsilon(0) = u_0 = 0$. We thus have built a solution to (2.19) on $[0, \tau] \times \Omega$ for any $\tau < 2c/A$. Since the argument given above is independent of the initial condition $u_0$, we may apply the same argument iteratively to show that a solution to (2.19) exists on $[0, T] \times \Omega$. The uniqueness of that solution is a consequence of (4.4). This therefore completes the proof of Theorem 1.

4.4 Boundedness in $H^1([0, T]; L^2(\Omega; H^{1}_{\Gamma_D}))$

We now check that the mapping $u^\varepsilon$ has properties sufficient for us to pursue our subsequent analysis. As noted above, since $u^\varepsilon \in H^1([0, T]; L^2(\Omega; H^{1}_{\Gamma_D}))$, there is a well-defined representative of $u^\varepsilon$ in $C([0, T]; L^2(\Omega; H^{1}_{\Gamma_D}))$, which satisfies $\dot{u}^\varepsilon(\tau, \omega) = \int_0^\tau \dot{u}^\varepsilon(t, \omega) \, dt$ since $u^\varepsilon(0, \omega) = 0$. Since $\dot{u}^\varepsilon(t, \omega) = \mathcal{V}^\varepsilon_{s,\omega}[u^\varepsilon(t, \omega)]$ for almost every $(t, \omega) \in [0, T] \times \Omega$, we infer from (4.5) that

$$\|u^\varepsilon(\tau, \omega)\|_{H^{1}_{\Gamma_D}} = \left\|\int_0^{\tau} \dot{u}^\varepsilon(t, \omega) \, dt\right\|_{H^{1}_{\Gamma_D}} \leq \int_0^{\tau} \|\dot{u}^\varepsilon(t, \omega)\|_{H^{1}_{\Gamma_D}} \, dt \leq C_0 \int_0^{\tau} \left(1 + \|D_x \tilde{\mathcal{V}}(t)\|_{L^2(D)} + \|D_x \tilde{\mathcal{V}}(t)\|_{L^2(D)} + \|u^\varepsilon(t, \omega)\|_{H^{1}_{\Gamma_D}}\right) \, dt.$$
Upon applying Grönwall’s inequality, we get, for any $\tau \in [0, T]$, that

$$
\|u^\varepsilon(\tau, \omega)\|_{\mathcal{H}_D^1} \leq C_0 \tau e^{C_0 \tau} + C_0 e^{C_0 \tau} \int_0^\tau \left( \|D_x \bar{y}(t)\|_{L^2(D)} + \|D_x \bar{y}(t)\|_{L^2(D)} \right) dt \leq C_1(T),
$$

where $C_1$ is independent of $\tau$, $\varepsilon$ and $\omega$ (but depends on $T$). Squaring the bound (4.5) and integrating in $\omega$ and $t$, we obtain

$$
\int_0^T \int_\Omega \|\dot{u}^\varepsilon(t, \omega)\|^2_{\mathcal{H}_D^1} d\mathbb{P}(\omega) dt \leq C_2,
$$

where $C_2$ is independent of $\varepsilon$. Collecting (4.7) and (4.8), we have thus established that the family of solutions $u^\varepsilon$ is uniformly bounded in $H^1([0, T]; L^2(\Omega; \mathcal{H}_D^1))$: there exists $C$ independent of $\varepsilon$ such that

$$
\|u^\varepsilon\|_{H^1([0, T]; L^2(\Omega; \mathcal{H}_D^1))} \leq C.
$$

5 Obtaining a homogenized limit

The following theorem now gives a precise statement of our main result, Theorem 2, namely the identification of the homogenized limit of (2.19) as $\varepsilon \to 0$. We use the notion of stochastic two–scale convergence introduced in Section 3.6.

**Theorem 12 (Rigorous statement of Theorem 2).** Assume that $\bar{y}$ belongs to $H^1([0, T]; H^1(D))$, and let $u^\varepsilon \in H^1([0, T]; L^2(\Omega; H^1_{D_\varepsilon}))$ be the sequence of solutions to the evolution problem (2.19) with the initial condition $u^\varepsilon(0) = 0$. Then, as $\varepsilon \to 0$, $u^\varepsilon$ two–scale converges to $u^*$, and $D_x u^\varepsilon$ two–scale converges to $D_x u^* + \theta$, where $u^* \in H^1([0, T]; H^1_{D_0})$ and $\theta \in H^1([0, T]; L^2(D; L^2_{pot}(\Omega)))$ are the unique solutions to the system of inclusions

$$
- \text{div}_x \left[ \int_\Omega \partial_x \psi_0(\omega, D_x \bar{y} + D_x \bar{u}^* + \bar{\theta}) + D_\xi W_0(\omega, D_x \bar{y} + D_x u^* + \bar{\theta}) d\mathbb{P}(\omega) \right] \geq 0,
$$

$$
- \text{div}_x \left[ \int_\Omega \partial_x \psi_0(\omega, D_x \bar{y} + D_x \bar{u}^* + \bar{\theta}) + D_\xi W_0(\omega, D_x \bar{y} + D_x u^* + \bar{\theta}) \right] \geq 0,
$$

with the initial conditions $u^*(0) = 0$ and $\theta(0) = 0$.

The inclusions (2.20) and (2.21) respectively hold in $(H^1_{D_0})'$ and $L^2(D; (L^2_{pot}(\Omega))')$ for almost every $t \in [0, T]$. Note that $u^*$ is deterministic and that $\mathbb{E}[\theta] = 0$. As pointed out below Theorem 2, Equations (2.20) and (2.21) should be understood as follows: there exists some vector valued function $G^* \in L^2([0, T] \times \Omega \times D)^d$, satisfying $G^*(t, \omega, x) \in \partial_x \psi_0\left( \omega, D_x \bar{y} + D_x \bar{u}^* + \bar{\theta} \right)$ for almost any $(t, \omega, x) \in [0, T] \times \Omega \times D$, such that (2.22) and (2.23) hold.

We have stated in Theorem 1 the well-posedness of (2.19) with the initial condition $u^\varepsilon(0) = u_0 \equiv 0$, but the proof shows that the same result holds for any $u_0 \in L^2(\Omega; H^1_{D_\varepsilon})$. Similarly, the proof we give for Theorem 2 can be adapted to show that the result holds also when $u^\varepsilon(0) = u_0 \in L^2(\Omega; H^1_{D_\varepsilon})$ for any $\varepsilon$ (note that the initial condition is independent from $\varepsilon$), with the initial conditions for the homogenized problem becoming $u^*(0) = \mathbb{E}[u_0]$ and $\theta(0) = 0$. The details of this adaptation are left to the reader.

The proof of Theorem 2 is given over the remainder of this section, and proceeds by compactness. The main idea is relatively standard: in view of the uniform a priori bounds (4.9) on $u^\varepsilon$, we can extract a two–scale convergent subsequence using Lemma 7. We next identify...
an equation satisfied by the limit. We eventually demonstrate that that homogenized equation
has a unique solution. The whole sequence hence two–scale converges to the derived limit.

Remark 7.  Theorem 2 implies that

$$\lim_{\varepsilon \to 0} \int_0^T \int_D |u^\varepsilon - \mathbb{E}(u^\varepsilon)|^2 = 0.$$  

(5.1)

Indeed, we know that \( u^\varepsilon \) two–scale converges to \( u^* \), which is independent of \( \omega \). Taking test
functions in Definition 5 that are independent of \( \omega \), we obtain that, for any \( \psi \in L^2([0, T]; C(D)) \),
we have

$$\lim_{\varepsilon \to 0} \int_0^T \int_D \mathbb{E}(u^\varepsilon(t, \cdot, x)) \psi(t, x) \, dx \, dt = \int_0^T \int_D u^*(t, x) \psi(t, x) \, dx \, dt.$$  

(5.2)

In addition, we have shown in Section 4.4 that, almost surely, \( u^\varepsilon(\omega) \) is bounded in \( H^1([0, T]; H^1_{\Gamma_D}) \)
by a constant \( C \) independent of \( \varepsilon \) and \( \omega \) (see (4.7) and (4.8)). We thus have

$$\int_0^T \int_D \left( \mathbb{E}(u^\varepsilon) \right)^2 \leq \int_0^T \int_D \left| \mathbb{E}(u^\varepsilon) \right|^2 \leq C$$

and likewise for \( \mathbb{E}(D_x u^\varepsilon) \). We hence have that \( \overline{u}^\varepsilon = \mathbb{E}(u^\varepsilon) \) is bounded in \( H^1([0, T]; H^1_{\Gamma_D}) \).

There hence exists \( \overline{u}^\varepsilon \in H^1([0, T]; H^1_{\Gamma_D}) \) such that, up to the extraction of a subsequence, \( \overline{u}^\varepsilon \)
converges to \( \overline{u} \), weakly in \( H^1([0, T]; H^1_{\Gamma_D}) \) and strongly in \( L^2([0, T]; L^2(D)) \). Collecting this result with (5.2), we get (5.1). We furthermore obtain that \( \mathbb{E}(u^\varepsilon) \) weakly converges to \( u^* \) in

\( H^1([0, T]; H^1_{\Gamma_D}) \). \( \square \)

5.1 Convergence of subsequences

The \textit{a priori} bound (4.9) on \( u^\varepsilon \) allows us to apply Lemma 7. There hence exist some \( u^* \in H^1([0, T]; H^1_{\Gamma_D}) \), some \( \theta \in H^1([0, T]; L^2(D; L^2(\Omega))) \) and a subsequence such that, along that
subsequence, \( u^\varepsilon \) and \( \hat{u}^\varepsilon \) respectively two–scale converge to \( u^* \) and \( \hat{u}^* \), and \( D_x u^\varepsilon \) and \( D_x \hat{u}^\varepsilon \)
respectively two–scale converge to \( D_x u^* + \theta \) and \( D_x \hat{u}^* + \theta \). Using these properties, we now demonstrate that \( u^* \) and \( \theta \) satisfy a system of nonlinear evolutionary inclusions, namely (2.21) and (2.20). The proof falls in 5 steps.

Step 1. Reformulation of (2.19). We claim that the statement that (2.19) holds up to a set of \( \mathcal{L}^1 \)–negligible times \( t \in [0, T] \) for \( \mathbb{P} \)–almost every \( \omega \) is equivalent to the statement that

$$0 = \int_0^T \int_\Omega \left( \Psi_{t,\omega}^\varepsilon [\hat{u}^\varepsilon(t, \omega)] + \langle \Psi_{t,\omega}^\varepsilon [-\nabla \Psi_{t,\omega}^\varepsilon [u^\varepsilon(t, \omega)]], -\nabla \Psi_{t,\omega}^\varepsilon [\hat{u}^\varepsilon(t, \omega)] \rangle_{H^1_{\Gamma_D}} \right) \, d\mathbb{P}(\omega) \, dt,$$

(5.3)

where \( \Psi_{t,\omega}^\varepsilon \) denotes the Legendre–Fenchel transform of \( \Psi_{t,\omega}^\varepsilon \) with respect to the duality product \( \langle \cdot, \cdot \rangle_{H^1_{\Gamma_D}} \). This equivalence is discussed in greater detail in [19,22]. We briefly recall here the main idea, which was also discussed in Section 2.1 (see (2.5)). For any proper, convex and lower
semicontinuous function \( F : X \to \mathbb{R} \) defined on a Banach space \( X \), define the Legendre–Fenchel transform \( F^* : X' \to \mathbb{R} \cup \{+\infty\} \) by

$$F^*(\sigma) := \sup_{\xi \in X} \{ (\sigma, \xi)_X - F(\xi) \}.$$

Using the fact that \( F \) is convex, it may be deduced that \( F^* \) is also convex, and additionally
\( F(\xi) + F^*(\sigma) \geq (\sigma, \xi)_X \) for any \( \xi \in X \) and \( \sigma \in X' \). Moreover, the statements

$$F(\xi) + F^*(\sigma) = (\sigma, \xi)_X \quad \text{and} \quad \sigma \in \partial_{\xi} F(\xi) \quad \text{and} \quad \xi \in \partial_{\sigma} F^*(\sigma)$$

(5.4)
are equivalent.

If (2.19) holds for almost every \((t, \omega) \in [0, T] \times \Omega\), then, using (5.4) and integrating with respect to \(t\) and \(\omega\), we obtain (5.3). Conversely, the integrand in (5.3) is always non-negative. The equation (5.3) thus implies that the integrand vanishes for almost every \((t, \omega) \in [0, T] \times \Omega\). The equivalence (5.4) then implies that (2.19) is satisfied for almost every \((t, \omega) \in [0, T] \times \Omega\). We have thus proved our claim.

In the sequel of the proof, we use the integral formulation (5.3) to pass to the limit \(\varepsilon \to 0\).

Step 2. Passing to the limit in the first term of (5.3). For any \(\xi \in C^\infty_0([0, T]; C^1_0(D \cup \Gamma_N; \mathcal{G}^\infty(\Omega)))\), set \(\xi^\varepsilon(t, \omega, x) := \xi \left(t, T \left(\frac{t}{\varepsilon}\right), \omega, x\right)\). In view of the discussion below Definition (the function \(\xi\) is admissible (i.e. the function \(\xi^\varepsilon\) is measurable and square-integrable).

We use Lemma (9) to introduce a measurable and \(C^1\) approximation \(\psi_\eta\) of \(\psi\). Using property (3) of Lemma (9) and the fact that \(\psi_\eta\) is convex and differentiable, we write

\[
\psi \left( \omega, \frac{t}{\varepsilon}, D_x \bar{\gamma} + D_x \bar{u}^\varepsilon \right) \geq \psi_\eta \left( \omega, \frac{t}{\varepsilon}, D_x \bar{\gamma} + D_x \bar{u}^\varepsilon \right)
\]

\[
\geq \psi_\eta \left( \omega, \frac{t}{\varepsilon}, D_x \bar{\gamma} + \xi^\varepsilon \right) + D_\xi \psi_\eta \left( \omega, \frac{t}{\varepsilon}, D_x \bar{\gamma} + \xi^\varepsilon \right) \cdot [D_x \bar{u}^\varepsilon - \xi^\varepsilon].
\]

Consider the function \(\alpha(t, \omega, x) = D_\xi \psi_{0, \eta} (\omega, D_x \bar{\gamma}(t) + \xi(t, \omega, x))\), where \(\psi_{0, \eta}\) is defined in (3.11), and set

\[
\alpha^\varepsilon(t, \omega, x) := \alpha \left(t, T \left(\frac{t}{\varepsilon}\right), \omega, x\right) = D_\xi \psi_{0, \eta} \left( \omega, \frac{x}{\varepsilon}, D_x \bar{\gamma} + \xi^\varepsilon \right).
\]

Noting that \(\psi_{0, \eta}\) is \(C^1\) in its third argument, that \(\bar{\gamma} \in H^1([0, T]; H^1(D))\) and that \(\xi\) and \(\xi^\varepsilon\) are measurable, we have that \(\alpha\) and \(\alpha^\varepsilon\) are measurable. Furthermore, using (3.6) and the regularity of \(\xi\), \(\xi^\varepsilon\) and \(\bar{\gamma}\), we see that \(\alpha\) and \(\alpha^\varepsilon\) belong to \(L^2([0, T] \times \Omega \times D)\). The function \(\alpha\) is hence an admissible test function. Likewise, introduce \(\beta(t, \omega, x) = \psi_{0, \eta} (\omega, D_x \bar{\gamma}(t) + \xi(t, \omega, x))\), where we again recall that \(\psi_{0, \eta}\) is defined in (3.11), and

\[
\beta^\varepsilon(t, \omega, x) := \beta \left(t, T \left(\frac{t}{\varepsilon}\right), \omega, x\right) = \psi_{0, \eta} \left( \omega, \frac{x}{\varepsilon}, D_x \bar{\gamma} + \xi^\varepsilon \right).
\]

Using the same arguments as above, we have that \(\beta\) and \(\beta^\varepsilon\) are measurable. We next infer from property (3) of Lemma (9) Assumption (ψ4) and the regularity of \(\xi\), \(\xi^\varepsilon\) and \(\bar{\gamma}\) that \(\beta\) and \(\beta^\varepsilon\) belong to \(L^1([0, T] \times \Omega \times D)\).

Integrating (5.5) and taking the liminf, we have that

\[
\liminf_{\varepsilon \to 0} \int_0^T \int_\Omega \Psi_{t, \omega}[\dot{\hat{u}}^\varepsilon \psi_{\hat{\theta}}(t)] \, d\mathcal{P}(\omega) \, dt \geq \liminf_{\varepsilon \to 0} \int_0^T \int_D \beta^\varepsilon(t, \omega, x) \, dx \, d\mathcal{P}(\omega) \, dt
\]

\[
+ \liminf_{\varepsilon \to 0} \int_0^T \int_D \alpha^\varepsilon \cdot [D_x \bar{u}^\varepsilon - \xi^\varepsilon].
\]

We are now in position to pass to the limit \(\varepsilon \to 0\) in the right-hand side of (5.6). Since the ergodic dynamical system \(\hat{T}\) preserves the measure, we have

\[
\int_0^T \int_D \beta^\varepsilon(t, \omega, x) \, dx \, d\mathcal{P}(\omega) \, dt = \int_0^T \int_D \left[ \int_\Omega \beta \left(t, T \left(\frac{t}{\varepsilon}\right), \omega, x\right) \, d\mathcal{P}(\omega) \right] \, dx \, dt = \int_0^T \int_D \left[ \int_\Omega \beta(t, \omega, x) \, d\mathcal{P}(\omega) \right] \, dx \, dt
\]

and likewise for \(\alpha^\varepsilon \cdot \xi^\varepsilon\). Using that \(\alpha\) is admissible and passing to the two-scale limit in the remainder term of the right-hand side of (5.6), we get

\[
\liminf_{\varepsilon \to 0} \int_0^T \int_\Omega \Psi_{t, \omega}[\dot{\hat{u}}^\varepsilon \psi_{\hat{\theta}}(t)] \, d\mathcal{P}(\omega) \, dt
\]

\[
\geq \int_0^T \int_D \left( \psi_{0, \eta} (\omega, D_x \bar{\gamma} + \xi) + D_\xi \psi_{0, \eta} (\omega, D_x \bar{\gamma} + \xi) \cdot [D_x \bar{u}^\varepsilon + \hat{\theta} - \xi] \right) \, dx \, d\mathcal{P}(\omega) \, dt.
\]
Next, by density of $C_0^\infty([0,T];C_0^1(\mathbb{D} \cup \Gamma_N;\mathbb{D}^\infty(\Omega)))$ in $L^2([0,T] \times \Omega \times \mathbb{D})$, we let $\xi \to D_x \hat{\xi} + \hat{\theta}$ in $L^2([0,T] \times \Omega \times \mathbb{D})^d$. Using the bound $\boxed{(3.6)}$ on $D_\xi \psi_{0,\eta}$, we deduce that

$$\liminf_{\varepsilon \to 0} \int_0^T \int_\Omega \Psi_{1,\omega}^{\varepsilon} [\hat{u}_{\omega}^{\varepsilon}(t)] \, d\mathbb{P}(\omega) \, dt \geq \int_0^T \int_\Omega \int_\mathbb{D} \psi_0(\omega, D_x \hat{\gamma} + D_x \hat{\xi} + \hat{\theta}) \, dx \, d\mathbb{P} \, dt.$$

Now, using property $\boxed{(3)}$ of $\psi_\eta$ proved in Lemma $\boxed{9}$, we deduce that

$$\liminf_{\varepsilon \to 0} \int_0^T \int_\Omega \Psi_{1,\omega}^{\varepsilon} [\hat{u}_{\omega}^{\varepsilon}(t)] \, d\mathbb{P}(\omega) \, dt \geq \int_0^T \int_\Omega \int_\mathbb{D} \psi_0(\omega, D_x \hat{\gamma} + D_x \hat{\xi} + \hat{\theta}) \, dx \, d\mathbb{P} \, dt - 8\eta C^2 \int_0^T \int_\Omega \int_\mathbb{D} \left(1 + |D_x \hat{\gamma} + D_x \hat{\xi} + \hat{\theta}|^2\right) \, dx \, d\mathbb{P} \, dt.$$

Taking the limit $\eta \to 0$, the latter term on the right-hand side vanishes, and we obtain

$$\liminf_{\varepsilon \to 0} \int_0^T \int_\Omega \Psi_{1,\omega}^{\varepsilon} [\hat{u}_{\omega}^{\varepsilon}(t)] \, d\mathbb{P}(\omega) \, dt \geq \int_0^T \int_\Omega \int_\mathbb{D} \psi_0(\omega, D_x \hat{\gamma} + D_x \hat{\xi} + \hat{\theta}) \, dx \, d\mathbb{P} \, dt. \quad (5.8)$$

**Step 3. Passing to the limit in the second term of $\boxed{(5.3)}$.** Consider the regularisation $\hat{\psi}_\eta$ of $\psi$ introduced in Lemma $\boxed{9}$. In view of $\boxed{(3.7)}$, we have, for any $v \in H^1_{\Gamma_D}$, that

$$\Psi_{1,\omega}^{\varepsilon,\eta}[v] := \int_\mathbb{D} \psi_\eta(\omega, x, \frac{x}{\varepsilon} \cdot D_x \hat{\gamma}(t) + D_x v) \, dx \geq m_\eta \int_\mathbb{D} \psi(\omega, x, \frac{x}{\varepsilon} \cdot D_x \hat{\gamma}(t) + D_x v) \, dx - 8\eta C^2 \mathcal{L}^d(\mathbb{D})$$

where $\mathcal{L}^d(\mathbb{D})$ denotes the volume of the domain $\mathbb{D}$. We thus deduce that, for any $f \in (H^1_{\Gamma_D})'$, we have

$$(\Psi_{1,\omega}^{\varepsilon,\eta})^*[f] \geq \frac{1}{m_\eta} (\Psi_{1,\omega}^{\varepsilon,\eta})^*[m_\eta f] - \frac{8C^2 \mathcal{L}^d(\mathbb{D})}{m_\eta}. \quad (5.9)$$

For any $v \in H^1_{\Gamma_D}$, we have

$$\Phi_{1,\omega}^{\varepsilon}[u] = \frac{1}{2} \int_\mathbb{D} D_x (\hat{\gamma}(t) + u) \cdot A^\varepsilon D_x (\hat{\gamma}(t) + u) \, dx,$$

where we have denoted $A^\varepsilon = A(\omega, \frac{x}{\varepsilon})$. For any $v \in H^1_{\Gamma_D}$, we hence write

$$\langle \nabla \Phi_{1,\omega}^{\varepsilon}[u_{\omega}^{\varepsilon}(t)], v \rangle_{H^1(\mathbb{D})} = \int_\mathbb{D} A^\varepsilon D_x (\hat{\gamma}(t) + u_{\omega}^{\varepsilon}(t)) \cdot \hat{D}_x v \, dx \quad (5.10)$$

and thus $-\nabla \Phi_{1,\omega}^{\varepsilon}[u_{\omega}^{\varepsilon}(t)] = \text{div}_x (A^\varepsilon D_x (\hat{\gamma}(t) + u_{\omega}^{\varepsilon}(t)))$. Combining $\boxed{(5.9)}$ and Lemma $\boxed{10}$ therefore yield that

$$\frac{8C^2 T \mathcal{L}^d(\mathbb{D})}{m_\eta} + \int_0^T \int_\Omega (\Psi_{1,\omega}^{\varepsilon})^* [-\nabla \Phi_{1,\omega}^{\varepsilon}[u_{\omega}^{\varepsilon}(t)]] \, d\mathbb{P}(\omega) \, dt$$

$$\geq \frac{1}{m_\eta} \int_0^T \int_\Omega (\psi_\eta)^* \left(\omega, \frac{x}{\varepsilon}, \sigma_\eta^\varepsilon - m_\eta A^\varepsilon D_x (\hat{\gamma} + u_{\omega}^{\varepsilon}) \right) - (\sigma_\eta^\varepsilon - m_\eta A^\varepsilon D_x (\hat{\gamma} + u_{\omega}^{\varepsilon})) \cdot D_x \hat{\gamma} \, dx \, d\mathbb{P}(\omega) \, dt \quad (5.11)$$

for some $\sigma_\eta^\varepsilon \in L^2([0,T] \times \Omega \times \mathbb{D})^d$ satisfying $\sigma_\eta^\varepsilon(t,\omega) \in L^2_{\text{pot}}(\mathbb{D})^d$ for almost every $(t,\omega)$. By combining the bound $\boxed{(3.18)}$ on $\sigma_\eta^\varepsilon$ with the *a priori* bounds on $u^\varepsilon$ obtained in Section $\boxed{4.4}$ we note that $\sigma_\eta^\varepsilon$ is uniformly bounded in $L^2([0,T] \times \Omega \times \mathbb{D})^d$. Considering $\eta$ of the form
η = 1/n for n ∈ N*, applying Lemma 8 for any fixed η of that form and using a diagonalization argument, we infer that there exists a subsequence \{σ_η^n\} (with ε' independent of η = 1/n) along which \σ_η^n two-scale converges to \σ_η + \zeta_η when ε' → 0, where \σ_η^n ∈ L^2([0, T]; L^2_{pot}(\mathcal{D}^{-1})) and \zeta_η ∈ L^2 \left([0, T]; L^2(\mathcal{D}; L^2_{pot}(\Omega^{-1})) \right). For simplicity of notation, we again index this subsequence by ε.

Using the convexity of \((\psi_0)^*\) (note property (5) of Lemma 9), we deduce from (5.11) that

\[
\eta \frac{8C^2 T \mathcal{L}^d(\mathcal{D})}{m_\eta} + \int_0^T \int_\Omega (\Psi_{t,\omega})^* \left[ -\nabla \Phi_{t,\omega}[u_\omega^\varepsilon(t)] \right] \, d\mathbb{P}(\omega) \, dt \\
\geq \frac{1}{m_\eta} \int_0^T \int_\Omega \int_D (\psi_0)^* \left( \omega, x, \xi - m_\eta A^\varepsilon D_x \hat{\gamma} \right) - \left( \sigma_\eta^\varepsilon - m_\eta A^\varepsilon D_x (\hat{\gamma} + u_\omega^\varepsilon) \right) \cdot D_x \hat{\gamma} \, dx \, d\mathbb{P}(\omega) \, dt \\
+ \frac{1}{m_\eta} \int_0^T \int_\Omega \int_D \xi (\psi_0)^* \left( \omega, x, \xi - m_\eta A^\varepsilon D_x \hat{\gamma} \right) \cdot [\sigma_\eta^\varepsilon - \xi - m_\eta A^\varepsilon D_x u_\omega^\varepsilon] \, dx \, d\mathbb{P}(\omega) \, dt
\]

for any \xi ∈ C_0^\infty ([0, T]; C_0^\infty (\mathcal{D} ∪ \Gamma_N; \mathcal{D}^\infty(\Omega))) and where \xi^\varepsilon(t, \omega, x) = \xi \left(t, T \left( \frac{X}{\varepsilon} \right), \omega, x \right). We are now in position to pass to the two-scale limit, in the same manner as used to arrive to (5.7). We first note that \(A_0(\omega) D_x \hat{\gamma}\) is an admissible test function (see e.g. the remarks before Proposition 3.1 of [5]). Using the fact that both \(D_\xi(\psi_0)^* \left( \omega, \xi - m_\eta A_0(\omega) D_x \hat{\gamma} \right)\) and \(A_0(\omega) D_\xi(\psi_0)^* \left( \omega, \xi - m_\eta A_0(\omega) D_x \hat{\gamma} \right)\) are also admissible test functions (recall indeed that \((\psi_0)^*\) is \(C^1\) in its third argument and satisfies (3.10)), we obtain that

\[
\eta \frac{8C^2 T \mathcal{L}^d(\mathcal{D})}{m_\eta} + \liminf_{\varepsilon \to 0} \int_0^T \int_\Omega (\Psi_{t,\omega})^* \left[ -\nabla \Phi_{t,\omega}[u_\omega^\varepsilon(t)] \right] \, d\mathbb{P}(\omega) \, dt \\
\geq \frac{1}{m_\eta} \int_0^T \int_\Omega \int_D (\psi_0)^* \left( \omega, \xi - m_\eta A_0(\omega) D_x \hat{\gamma} \right) - \left( \sigma_\eta^\varepsilon + \zeta_\eta - m_\eta A_0(\omega) (D_x \hat{\gamma} + D_x u^* + \theta) \right) \cdot D_x \hat{\gamma} \, dx \, d\mathbb{P}(\omega) \, dt \\
+ \frac{1}{m_\eta} \int_0^T \int_\Omega \int_D \xi (\psi_0)^* \left( \omega, \xi - m_\eta A_0(\omega) D_x \hat{\gamma} \right) \cdot [\sigma_\eta^\varepsilon + \zeta_\eta - \xi - m_\eta A_0(\omega) (D_x u^* + \theta)] \, dx \, d\mathbb{P}(\omega) \, dt.
\]

Letting \(\xi → \sigma_\eta^* + \zeta_\eta - m_\eta A_0(\omega) (D_x u^* + \theta)\) and using the bound (3.10) on \(D_\xi(\psi_0)^*\), we infer that

\[
\eta \frac{8C^2 T \mathcal{L}^d(\mathcal{D})}{m_\eta} + \liminf_{\varepsilon \to 0} \int_0^T \int_\Omega (\Psi_{t,\omega})^* \left[ -\nabla \Phi_{t,\omega}[u_\omega^\varepsilon(t)] \right] \, d\mathbb{P}(\omega) \, dt \\
\geq \frac{1}{m_\eta} \int_0^T \int_D \left( \omega, \sigma_\eta^* + \zeta_\eta - m_\eta A_0(\omega) \left[ D_x \hat{\gamma} + D_x u^* + \theta \right] \right) \, dx \, d\mathbb{P}(\omega) \, dt \\
- \frac{1}{m_\eta} \int_0^T \int_D \left( \sigma_\eta^* + \zeta_\eta - m_\eta A_0(\omega) \left[ D_x \hat{\gamma} + D_x u^* + \theta \right] \right) \cdot D_x \hat{\gamma} \, dx \, d\mathbb{P}(\omega) \, dt \\
\geq \frac{1}{m_\eta} \int_0^T \int_D \psi_0 \left( \omega, \sigma_\eta^* + \zeta_\eta - m_\eta A_0(\omega) \left[ D_x \hat{\gamma} + D_x u^* + \theta \right] \right) \, dx \, d\mathbb{P}(\omega) \, dt \\
- \frac{1}{m_\eta} \int_0^T \int_D \left( \sigma_\eta^* + \zeta_\eta - m_\eta A_0(\omega) \left[ D_x \hat{\gamma} + D_x u^* + \theta \right] \right) \cdot D_x \hat{\gamma} \, dx \, d\mathbb{P}(\omega) \, dt,
\]

where we have used the bound (3.8) in the last inequality. We are now in position to pass to the limit \(\eta = 1/n → 0\). To that aim, we first establish some bounds on \(\sigma_\eta^*\) and \(\zeta_\eta\). Using Proposition 3.5(c) of [5], we see that

\[
\|\sigma_\eta^* + \zeta_\eta\|_{L^2([0,T]×\Omega×\mathcal{D})} \leq \liminf_{\varepsilon \to 0} \|\sigma_\eta^\varepsilon\|_{L^2([0,T]×\Omega×\mathcal{D})} \leq C
\]  

(5.13)
Step 4. Passing to the limit in the third term of Theorem 3.20 of [7].

The fact that \( \psi \) selected at the beginning of the proof by applying Lemma 7 also two–scale converges \( \epsilon \)

Since \( \Phi \) chain rule, we have

Collecting (5.13) and (5.14), we see that the sequence \( \{\sigma^*_\eta\} \) (respectively \( \{\eta_\epsilon\} \)) is bounded, and thus weakly converges (up to the extraction of a subsequence) to some \( \sigma^* \in L^2([0, T]; L^2_{pot}(D)^{-1}) \) (respectively \( \eta \in L^2([0, T] \times D; L^2_{pot}(\Omega)^{-1}) \)) in \( L^2([0, T] \times \Omega \times D)^d \) (respectively \( L^2([0, T] \times \Omega \times D)^d \)).

Using these weak limits, we deduce, by letting \( \eta \to 0 \) in (5.12), that

\[
\liminf_{\epsilon \to 0} \int_0^T \int_\Omega (\nabla \Phi^{\epsilon}_{t,\omega}[u^\epsilon_{\omega}(t)]^\ast [-\nabla \Phi^{\epsilon}_{t,\omega}[u^\epsilon_{\omega}(t)]] \, d\mathbb{P}(\omega) \, dt \geq \int_0^T \int_\Omega \int_\Omega \psi^*_\epsilon(\omega, \sigma^* + \zeta - A_0(\omega) [D_x \bar{\eta} + D_x u^* + \theta]) - (\sigma^* + \zeta - A_0(\omega) [D_x \bar{\eta} + D_x u^* + \theta]) \cdot D_x \bar{\eta} \, dx \, d\mathbb{P}(\omega) \, dt.
\]

To pass to the limit in the first term of the right-hand side of (5.12), we have used the fact that \( \psi^*_\epsilon \) is convex and lower semicontinuous in its third variable (see Theorem 2.43(i) of [7]), the fact that \( \psi^*_\epsilon \) is bounded from below by \(-C\) (a direct consequence of Assumption (\( \psi \)(4))) and Theorem 3.20 of [7].

Step 4. Passing to the limit in the third term of (5.3). We note that, using (5.10) and the chain rule, we have

\[
\int_0^T \int_\Omega \left( \nabla \Phi^{\epsilon}_{t,\omega}[u^\epsilon_{\omega}(t)]^\ast [\nabla \Phi^{\epsilon}_{t,\omega}[u^\epsilon_{\omega}(t)]] \right) \, d\mathbb{P}(\omega) \, dt
= \int_0^T \int_\Omega \int_\Omega A(\omega, x, \frac{\epsilon}{\bar{\epsilon}}) (D_x \bar{\eta} + D_x u^\epsilon_{\omega}) \cdot (D_x \bar{\eta} + D_x u^\epsilon_{\omega}) \, dx \, d\mathbb{P}(\omega) \, dt
- \int_0^T \int_\Omega \int_\Omega A(\omega, x, \frac{\epsilon}{\bar{\epsilon}}) (D_x \bar{\eta} + D_x u^\epsilon_{\omega}) \cdot D_x \bar{\eta} \, dx \, d\mathbb{P}(\omega) \, dt
= \int_0^T \int_\Omega \int_\Omega A(\omega, x, \frac{\epsilon}{\bar{\epsilon}}) (D_x \bar{\eta} + D_x u^\epsilon_{\omega}) \cdot D_x \bar{\eta} \, dx \, d\mathbb{P}(\omega) \, dt.
\]

Since \( \Phi^{\epsilon}_{t,\omega} \) is convex, we can again use the arguments of Steps 2 and 3 (recalling that the sequence selected at the beginning of the proof by applying Lemma 7 also two–scale converges at initial and final times, in the sense described in [5]). Since the function \( A_0 (D_x \bar{\eta}(T) + \xi) \) (for any \( \xi \in C^0_0(D \cup \Gamma_N; \mathcal{D}^\infty(\Omega))^d \)) is admissible, we obtain

\[
\liminf_{\epsilon \to 0} \int_\Omega \Phi^{\epsilon}_{t,\omega}[u^\epsilon_{\omega}(T)] \, d\mathbb{P}(\omega)
\geq \frac{1}{2} \int_\Omega \int_\Omega A_0(\omega) (D_x \bar{\eta}(T) + D_x u^*(T) + \theta(T)) \cdot (D_x \bar{\eta}(T) + D_x u^*(T) + \theta(T)) \, d\mathbb{P}(\omega) \, dx
= \int_\Omega \int_\Omega W_0(\omega, D_x \bar{\eta}(T) + D_x u^*(T) + \theta(T)) \, d\mathbb{P}(\omega) \, dx.
\]

Furthermore, since \( A_0 D_x \bar{\eta} \) is admissible, we see that

\[
\lim_{\epsilon \to 0} \int_0^T \int_\Omega \int_\Omega A(\omega, x, \frac{\epsilon}{\bar{\epsilon}}) (D_x \bar{\eta} + D_x u^\epsilon_{\omega}) \cdot D_x \bar{\eta} \, dx \, d\mathbb{P}(\omega) \, dt
= \int_0^T \int_\Omega \int_\Omega A_0(\omega) (D_x \bar{\eta} + D_x u^* + \theta) \cdot D_x \bar{\eta} \, dx \, d\mathbb{P}(\omega) \, dt.
\]
Noting that $u^*_\omega(0) = 0$ and next using that $\theta(0) = D_xu^*(0) = 0$ (see Lemma 7), we get that
\[
\int_{\Omega} \Phi_{0,\omega}[u^*_\omega(0)] \, d\mathbb{P}(\omega) = \frac{1}{2} \int_{\Omega} \int_{D} D_x\mathbf{g}(0) \cdot A\left(\omega, \frac{\mathbf{x}}{\epsilon}\right) D_x\mathbf{g}(0) \, dx \, d\mathbb{P}(\omega)
= \frac{1}{2} \int_{\Omega} \int_{D} D_x\mathbf{g}(0) \cdot A_0(\omega) D_x\mathbf{g}(0) \, dx \, d\mathbb{P}(\omega)
= \int_{\Omega} \int_{D} W_0\left(\omega, D_x\mathbf{g}(0) + D_xu^*(0) + \theta(0)\right) \, d\mathbb{P}(\omega) \, dx. \quad (5.19)
\]
Inserting (5.17), (5.18) and (5.19) in (5.16), we obtain that
\[
\liminf_{\epsilon \to 0} \int_{0}^{T} \int_{\Omega} \left\langle \nabla \Phi_{t,\omega}[u^*_\omega(t)], \dot{u}^*_\omega(t) \right\rangle_{H^1_D} \geq \int_{\Omega} \int_{D} \left( W_0\left(\omega, D_x\mathbf{g}(T) + D_xu^*(T) + \theta(T)\right) - W_0\left(\omega, D_x\mathbf{g}(0) + D_xu^*(0) + \theta(0)\right) \right) \, d\mathbb{P}(\omega) \, dx
- \int_{0}^{T} \int_{\Omega} \int_{D} A_0(\omega) \left( D_x\mathbf{g} + D_xu^* + \theta \right) \cdot D_x\mathbf{g} \, dx \, d\mathbb{P}(\omega) \, dt
= \int_{0}^{T} \int_{\Omega} \int_{D} A_0(\omega) \left( D_x\mathbf{g} + D_xu^* + \theta \right) \cdot \left( D_x\dot{u}^* + \dot{\theta} \right) \, dx \, d\mathbb{P}(\omega) \, dt. \quad (5.20)
\]
Step 5. Conclusion. Collecting (5.3) with the estimates (5.8), (5.15) and (5.20), we deduce that
\[
0 = \liminf_{\epsilon \to 0} \int_{0}^{T} \int_{\Omega} \left( \Psi_{t,\omega}[u^*_\omega(t)] + (\Psi_{t,\omega})^* \left[ - \nabla \Phi_{t,\omega}[u^*_\omega(t)] + \nabla \Phi_{t,\omega}[\dot{u}^*_\omega(t)] \right] \right) \, d\mathbb{P}(\omega) \, dt
\geq \int_{0}^{T} \int_{\Omega} \int_{D} \left\{ \psi_0\left(\omega, D_x\dot{\mathbf{g}} + D_x\dot{u}^* + \dot{\theta}\right) + \psi_0^*\left(\omega, \sigma^* + \zeta - A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta)\right)
- \left( \sigma^* + \zeta - A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta) \right) \cdot D_x\mathbf{g}
+ A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta) \cdot \left( D_x\dot{u}^* + \dot{\theta} \right) \right\} \, d\mathbb{P}(\omega) \, dx \, dt. \quad (5.21)
\]
Since $\sigma^* \in L^2([0, T]; L^{2}_{pot}(D))$, we have $\int_{D} \sigma^* \cdot D_x \dot{u}^* \, dx = 0$. Since $\theta \in H^1([0, T]; L^2(D; L^{2}_{pot}(\Omega)))$ and $\zeta \in L^2([0, T]; L^2(D; L^{2}_{pot}(\Omega)^{\perp}))$, we also see that $\int_{\Omega} \zeta \cdot \dot{\theta} \, d\mathbb{P}(\omega) = 0$. Moreover, it is a consequence of Lemma 8 and respectively, Lemma 7 and Remark 4 together, that the expectation of $\zeta$ and the expectation of $\dot{\theta}$ vanishes. It hence follows that
\[
\int_{0}^{T} \int_{\Omega} \int_{D} \left( \sigma^* + \zeta \right) \cdot \left( D_x\dot{u}^* + \dot{\theta} \right) \, dx \, d\mathbb{P}(\omega) \, dt = 0.
\]
We can therefore subtract this quantity from the right–hand side of (5.21) to obtain
\[
0 \geq \int_{0}^{T} \int_{\Omega} \int_{D} \left\{ \psi_0\left(\omega, D_x\dot{\mathbf{g}} + D_x\dot{u}^* + \dot{\theta}\right) + \psi_0^*\left(\omega, \sigma^* + \zeta - A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta)\right)
- \left( \sigma^* + \zeta - A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta) \right) \cdot D_x\mathbf{g}
+ A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta) \cdot \left( D_x\dot{u}^* + \dot{\theta} \right) \right\} \, dx \, d\mathbb{P}(\omega) \, dt.
\]
Since $\psi_0(\omega, \zeta) + \psi_0^*(\omega, \sigma) \geq \sigma \cdot \zeta$ for any two vectors $\zeta$ and $\sigma \in \mathbb{R}^d$, we see that the integrand is non-negative for almost every $(t, \omega, x) \in [0, T] \times \Omega \times D$, which therefore implies that
\[
0 = \psi_0\left(\omega, D_x\dot{\mathbf{g}} + D_x\dot{u}^* + \dot{\theta}\right) + \psi_0^*\left(\omega, \sigma^* + \zeta - A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta)\right)
- \left( \sigma^* + \zeta - A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta) \right) \cdot D_x\mathbf{g}
+ A_0(\omega)(D_x\mathbf{g} + D_xu^* + \theta) \cdot \left( D_x\dot{u}^* + \dot{\theta} \right). \quad (5.22)
\]
Using (5.4), we deduce from the above relation that
\[
\sigma^* + \zeta - A_0(\omega)(D_x\bar{y} + D_xu^* + \theta) \in \partial_\xi \psi_0 \left( \omega, D_x\bar{y} + D_xu^* + \theta \right),
\]
which we can also write as
\[
\sigma^* + \zeta \in \partial_\xi \psi_0 \left( \omega, D_x\bar{y} + D_xu^* + \theta \right) + D_\xi W_0 \left( \omega, D_x\bar{y} + D_xu^* + \theta \right).
\]
(5.23)

Recall now (see Step 3) that \( \sigma^* \in L^2([0, T]; L^2(\Omega)) \) and \( \zeta \in L^2([0, T]; L^2(\Omega)) \) and (see beginning of Step 5) that the expectation of \( \zeta \) vanishes. Taking the expectation and next the divergence in \( x \) in equation (5.23), we obtain (2.20). Taking the divergence in \( \omega \) in (5.23), we obtain (2.21).

We hence have proved our claim stated at the beginning of Section 5.1 that \( u^* \) and \( \theta \) satisfy the system of nonlinear evolutionary inclusions (2.21) and (2.20), along with the initial and boundary conditions. Setting \( G^*(t, \omega, x) = \sigma^* + \zeta - D_\xi W_0 \left( \omega, D_x\bar{y} + D_xu^* + \theta \right) \), we deduce from (5.23) that (2.23) and (2.22) hold.

### 5.2 Existence and uniqueness for the limiting evolution

We now define an additional function space and the notation necessary to study (2.21) and (2.20). Consider the product space \( \mathcal{H} := H^1(D) \times L^2(D; L^2(\Omega)) \). When endowed with the inner product
\[
\forall (u^*, \theta) \in \mathcal{H}, \quad \forall (v^*, \xi) \in \mathcal{H}, \quad \langle (u^*, \theta), (v^*, \xi) \rangle_\mathcal{H} := \int_D \int_D D_xu^*(x) \cdot D_xv^*(x) + \theta(\omega, x) \cdot \xi(\omega, x) \, dx \, d\mathbb{P}(\omega),
\]
it is straightforward to check that \( \mathcal{H} \) is a Hilbert space (recall that the two “component” inner products were defined in Section 3.1 and Section 3.5). We note the following fact which we frequently use below:
\[
\forall (u^*, \theta) \in \mathcal{H}, \quad \forall (v^*, \xi) \in \mathcal{H}, \quad \int_D \int_D (D_xu^* + \theta) \cdot (D_xv^* + \xi) \, d\mathbb{P}(\omega) \, dx = \langle (u^*, \theta), (v^*, \xi) \rangle_\mathcal{H}.
\]
(5.24)

This follows from the fact that the expectation of any function in \( L^2(\Omega) \) vanishes (see Remark [4]).

Consider the functionals \( \Psi^0_t : \mathcal{H} \to \mathbb{R} \) and \( \Phi^0_t : \mathcal{H} \to \mathbb{R} \) defined by
\[
\Psi^0_t(v^*, \xi) := \int_D \int_D \psi_0 \left( \omega, D_x\bar{y}(t) + D_xv^* + \xi \right) \, dx \, d\mathbb{P}(\omega),
\]
\[
\Phi^0_t(u^*, \theta) := \int_D \int_D W_0 \left( \omega, D_x\bar{y}(t) + D_xu^* + \theta \right) \, dx \, d\mathbb{P}(\omega).
\]

These functionals are well-defined since assumption (A1) made in Section 2.3.2, assumption (ψ1) made in Section 2.3.3, and the fact that \( \bar{y} \in H^1([0, T]; H^1(D)) \) ensure measurability, while assumptions (A3) and (ψ4) ensure integrability. The functionals \( \Phi^0_t \) and \( \Psi^0_t \) are strongly convex on \( \mathcal{H} \), a property which they inherit from the strong convexity of \( \psi \) and \( W \) (see e.g. assumption (ψ3)) and an application of (5.24).

We may characterise \( f \in \partial \Psi^0_t(v^*, \xi) \subset \mathcal{H}' \) as
\[
\forall (w^*, \nu) \in \mathcal{H}, \quad \langle f, (w^*, \nu) \rangle_\mathcal{H} = \int_D \int_D (\sigma^* + \zeta) \cdot (D_xw^* + \nu) \, dx \, d\mathbb{P}(\omega)
\]
(5.25)

where \( \sigma^* \in L^2(D)^d \) and \( \zeta \in L^2(D \times \Omega)^d \) satisfy, for almost every \( (\omega, x) \in \Omega \times D \),
\[
\sigma^*(x) + \zeta(\omega, x) \in \partial_\xi \psi_0 \left( \omega, D_x\bar{y}(t) + D_xv^* + \xi \right) \quad \text{and} \quad \int_\Omega \zeta(\omega, x) \, d\mathbb{P}(\omega) = 0.
\]
(5.26)
Applying (2.15), we see that there exists $K > 0$ such that

$$\|f\|_{\mathcal{H}} \leq K \left( \mathcal{L}^d(\mathcal{D}) + \|D_x \tilde{y}(t)\|_{L^2(\mathcal{D})^d} + \|(v^*, \xi)\|_{\mathcal{H}} \right)$$

for any $f \in \partial \Psi^0_t(v^*, \xi)$.

Moreover, for any $(u^*, \theta) \in \mathcal{H}$, we have

$$\forall (w^*, \nu) \in \mathcal{H}, \quad \langle \nabla \Psi^0_t(u^*, \theta), (w^*, \nu) \rangle_{\mathcal{H}} = \int_{\Omega} \int_{\mathcal{D}} A_0(\omega) (D_x \tilde{y}(t) + D_x u^* + \theta) \cdot (D_x w^* + \nu) \, dx \, d\mathbb{P}(\omega),$$

and therefore it is straightforward to show that

$$\|\nabla \Psi^0_t(u^*, \theta)\|_{\mathcal{H}'} \leq \overline{A} \left( \|D_x \tilde{y}(t)\|_{L^2(\mathcal{D})^d} + \|(u^*, \theta)\|_{\mathcal{H}} \right).$$

We understand the equations (2.21) and (2.20) as the inclusion

$$\partial \Psi^0_t \left( \dot{u}^*(t), \dot{\theta}(t) \right) + \nabla \Psi^0_t(u^*(t), \theta(t)) \equiv 0 \quad \text{in } \mathcal{H}' \text{ for almost every } t \in [0, T].$$

Indeed, using (5.25) and (5.27), the inclusion (5.28) can be recast as: for any $(w^*, \nu) \in \mathcal{H}$,

$$\int_{\Omega} \int_{\mathcal{D}} \left( \sigma^* + \zeta + A_0(\omega) (D_x \tilde{y}(t) + D_x u^* + \theta) \right) \cdot (D_x w^* + \nu) \, dx \, d\mathbb{P}(\omega) = 0$$

where, in view of (5.26), $\sigma^* \in L^2(\mathcal{D})^d$ and $\zeta \in L^2(\mathcal{D} \times \Omega)^d$ satisfy, for almost every $(\omega, x) \in \Omega \times \mathcal{D}$,

$$\sigma^*(x) + \zeta(\omega, x) \in \partial \psi_0(\omega, D_x \tilde{y}(t) + D_x \dot{u}^* + \dot{\theta}) \quad \text{and} \quad \int_{\Omega} \zeta(\omega, x) \, d\mathbb{P}(\omega) = 0.$$

Taking $\nu \equiv 0$ in (5.29), we obtain (2.20). Taking $w^* \equiv 0$ and $\nu(x, \omega) = \nu_1(x) D_x \nu_2(\omega)$ in (5.29) (for any $\nu_1 \in L^2(\mathcal{D})$ and $\nu_2 \in H^1(\Omega)$), we obtain (2.21). Conversely, it is clear that (2.20)-(2.21) (in the sense of (2.22)-(2.23)) imply (5.29).

The following lemma demonstrates the existence and uniqueness of solutions to the problem (5.28).

**Lemma 13.** For any initial condition $(u_0^*, \theta_0) \in \mathcal{H}$, there exists a unique solution $(u^*, \theta) \in H^1([0, T]; \mathcal{H})$ to (5.28) with $u^*(0, \cdot) = u_0^*$ and $\theta(0, \cdot, \cdot) = \theta_0$. Moreover, $(u^*, \theta)$ satisfies

$$0 = \int_0^T \Psi^0_t \left( \dot{u}^*(t), \dot{\theta}(t) \right) + (\Psi^0_t)^* \left( - \nabla \Phi^0_t(u^*(t), \theta(t)) \right) + \langle \nabla \Phi^0_t(u^*(t), \theta(t)), (\dot{u}^*(t), \dot{\theta}(t)) \rangle_{\mathcal{H}} \, dt.$$

The proof proceeds along similar lines as that of Theorem 1.

**Proof.** For any $(u^*, \theta) \in \mathcal{H}$, consider the functional $I_t^0 : \mathcal{H} \to \mathbb{R}$ defined by

$$I_t^0(u^*, \xi) = \Phi^0_t(u^*, \xi) + \langle \nabla \Phi^0_t(u^*, \theta), (u^*, \xi) \rangle_{\mathcal{H}}.$$

Using (2.14) and (5.24), and applying Young’s inequality, we obtain

$$I_t^0(u^*, \xi) \geq c \int_{\Omega} \int_{\mathcal{D}} \left| D_x \tilde{y}(t) + D_x u^* + \xi \right|^2 \, dx \, d\mathbb{P}(\omega) - \|\nabla \Phi^0_t(u^*, \theta)\|_{\mathcal{H}'} \|\xi\|_{\mathcal{H}} + c \int_{\Omega} \int_{\mathcal{D}} \left| D_x \tilde{y}(t) + D_x u^* \right|^2 + \|\xi\|^2 \, dx \, d\mathbb{P}(\omega) - \|\nabla \Phi^0_t(u^*, \theta)\|_{\mathcal{H}'} \|\xi\|_{\mathcal{H}}$$

$$\geq c \|\xi\|^2_{\mathcal{H}} + c \left( \|D_x \tilde{y}(t)\|_{L^2(\mathcal{D})^d}^2 - 2 c \int_{\mathcal{D}} |D_x \tilde{y}(t) : D_x u^*| \, dx - \frac{1}{c} \|\nabla \Phi^0_t(u^*, \theta)\|_{\mathcal{H}'}^2 - \frac{c}{4} \|\xi\|_{\mathcal{H}}^2 \right)$$

$$\geq \frac{c}{2} \|\xi\|^2_{\mathcal{H}} - 3 c \|D_x \tilde{y}(t)\|_{L^2(\mathcal{D})^d}^2 - \frac{1}{c} \|\nabla \Phi^0_t(u^*, \theta)\|_{\mathcal{H}'}^2.$$
It follows that $\mathcal{I}_t^0$ is coercive on $\mathcal{H}$. We have noted above that $\Psi_t^0$ is strongly convex on $\mathcal{H}$, and so is $\mathcal{I}_t^0$. The functional $\mathcal{I}_t^0$ hence admits a unique minimizer in $\mathcal{H}$, denoted $\mathcal{V}_t^0(u^*, \theta)$. Moreover, this minimizer satisfies

$$0 \in \partial \Psi_t^0(\mathcal{V}_t^0(u^*, \theta)) + \nabla \Phi_t^0(u^*, \theta).$$

Using the fact that $\nabla \Phi_t^0$ is a bounded affine map from $\mathcal{H}$ to $\mathcal{H}'$, we may use the strong convexity of $\Psi_t^0$ to argue as in Section 4.1 and deduce (see (4.4)) that

$$\forall (u^*, \theta) \in \mathcal{H}, \quad \forall (v^*, \xi) \in \mathcal{H}, \quad \left\| \mathcal{V}_t^0(u^*, \theta) - \mathcal{V}_t^0(v^*, \xi) \right\|_{\mathcal{H}} \leq \frac{A}{2c} \left\| (u^*, \theta) - (v^*, \xi) \right\|_{\mathcal{H}},$$

which demonstrates that $\mathcal{V}_t^0 : \mathcal{H} \rightarrow \mathcal{H}$ is a uniformly Lipschitz operator.

Next, for any $(u^*, \theta) \in L^2([0, T]; \mathcal{H})$, a similar argument to that given in Section 4.2 (see (4.5)) entails that, for almost every $t \in [0, T]$, 

$$\left\| \mathcal{V}_t^0(u^*(t), \theta(t)) \right\|_{\mathcal{H}} \leq C_0 \left(1 + \| D_x \bar{y}(t) \|_{L^2(\mathcal{D})^d} + \| D_x \bar{y}(t) \|_{L^2(\mathcal{D})^d} + \left\| (u^*(t), \theta(t)) \right\|_{\mathcal{H}} \right)$$

for some $C_0$ independent of $t$. Since $\bar{y} \in H^1([0, T]; H^1(\mathcal{D}))$, we have that $t \mapsto \mathcal{V}_t^0(u^*(t), \theta(t))$ belongs to $L^2([0, T]; \mathcal{H})$.

Finally, an argument identical to that given in Section 4.3 entails the existence and uniqueness of a solution to (5.28) in $H^1([0, T]; \mathcal{H})$ with the initial condition $(u_{0*}^*, \theta_0) \in \mathcal{H}$.

Moreover, (5.28) is satisfied for almost every $t \in [0, T]$ if and only if

$$0 = \int_0^T \Psi_t^0 \left( \dot{u}^*(t), \dot{\theta}(t) \right) + (\Psi_t^0)^* \left( -\nabla \Phi_t^0(u^*(t), \theta(t)) \right) + \left\langle \nabla \Phi_t^0(u^*(t), \theta(t)), \left( \dot{u}^*(t), \dot{\theta}(t) \right) \right\rangle \, dt.$$ 

The proof of this statement follows the same lines as those used in Step 1 of Section 5.1, where we recast the evolution problem (2.19) in the integral form (5.3). This concludes the proof of Lemma 13.

5.3 Conclusion of the proof of Theorem 2

We have shown in Section 5.1 that any subsequence of $u^\epsilon$ contains a further subsequence which satisfies the conclusions of Lemma 7, where the corresponding limits $u^*$ and $\theta$ satisfy (5.23), and hence (2.20)–(2.21). We have next shown in Section 5.2 that (2.20)–(2.21) can be understood as the inclusion (5.28). In view of Lemma 13, we observe that the solution to (5.28) exists and is unique. Since the initial subsequence is arbitrary, and since $\Phi_t^0$ and $\Psi_t^0$ in (5.28) do not depend on that subsequence, it follows that the entire sequence $u^\epsilon$ satisfies two–scale convergence in the sense stated in Lemma 7 to the unique solution to (5.28). The proof of Theorem 2 is therefore complete.
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