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1 abstract

An increasing trend in functional MRI experiments involves discriminating between experimental conditions on the basis of fine-grained spatial patterns extending across many voxels. Typically, these approaches have used randomized resampling to derive inferences. Here, we introduce an analytical method for drawing inferences from multivoxel patterns. This approach extends the general linear model to the multivoxel case resulting in a variant of the Mahalanobis distance statistic which can be evaluated on the $\chi^2$ distribution. We apply this parametric inference to a single-subject fMRI dataset and consider how the approach is both computationally more efficient and more sensitive than resampling inference.

2 Introduction

A central aim of functional neuroimaging research is to locate brain regions that activate for a given task. For example, left superior temporal regions show preferential activation for intelligible speech over other types of sounds and as such are likely to play an important role in early spoken language processing e.g., (Scott et al. 2000). The traditional approach to finding areas of activation is, at its most basic, massively univariate; treating each of the tens of thousands of voxels in the brain as an independent experiment and fitting a separate statistical model to the time-course at each voxel. Normally, the data is spatially smoothed prior to statistical analysis, introducing some restricted combination of information across voxels and typically leading to a substantial increase in signal-to-noise.
In tandem with the search for activation differences and gaining momentum in recent years - are approaches that search for information across multiple voxels. Analyzing for information involves assessing whether there is sufficient information to distinguish between two conditions across all the voxels in a given region (Haxby et al. 2001) or even across all the voxels in the brain (Hanson and Halchenko 2008), irrespective of the level of activation of a given voxel. By taking advantage of the fine spatial patterns across voxels, information-based approaches have become highly adept at detecting subtle differences in signal between conditions (Kay et al. 2008, Mitchell et al. 2008).

Kriegeskorte and colleagues (Kriegeskorte et al. 2006, Kriegeskorte and Bandettini 2007) proposed an information-based approach that attempts to reconcile the sensitivity of multivoxel analyses with the spatial localization of activation-based analyses. With this approach, a spherical searchlight was passed around the brain centered on each voxel, and a multivoxel distance statistic was calculated across all voxels within the searchlight. The Mahalanobis distance statistic was shown to be substantially more sensitive at detecting signals than standard univariate t-statistics or Euclidean distance measures. Variants of this statistic have been used successfully in several fMRI experiments within the visual domain (Kriegeskorte et al. 2006; 2007, Serences and Boynton 2007a,b, Stokes et al. 2009).

The Mahalanobis distance (Mahalanobis 1936) is a multivoxel similarity measurement that unlike Euclidean distance is scale invariant and controls for covariance across the datapoints. In fMRI datasets, the Mahalanobis distance can calculate the similarity between different experiment conditions, e.g., how dissimilar are visual and auditory processing for a given set of voxels. This statistic controls for error covariance across voxels; spatially correlated error is expected in fMRI datasets given spatial patterns of sources of noise affecting the BOLD signal, such as vasculature, movement artifacts etc. To calculate the Mahalanobis distance, Kriegeskorte et al. (2006) fitted a separate GLM analysis to the unsmoothed functional data for each voxel. The Mahalanobis distance was then calculated using the resulting vectors of beta weights and the residual error covariance matrix across voxels

\[ \Delta = (\hat{\beta}^2 - \hat{\beta}^1)^t \Sigma^{-1}(\hat{\beta}^2 - \hat{\beta}^1) \]  

(1)

where \( \hat{\beta}^1 \) and \( \hat{\beta}^2 \) are vectors of estimated regression coefficients associated with two types of stimuli and \( \Sigma \) is the error covariance matrix.

In previous information-based analyses, statistical inference has typically been achieved with resampling methods. In previous studies (Kriegeskorte et al. 2006; 2007), the labels associated with individual timepoints were randomly permuted 1000 times to generate a null-distribution of Mahalanobis distances for each voxel to compare with the unpermuted Mahalanobis distance. However, parametric methods have more power than resampling methods (assuming the required distributional assumptions are met for the parametric
test). Most importantly, for typical fMRI datasets, parametric techniques can be several orders of magnitude more computationally efficient than resampling methods. As such parametric inference for across-voxel Mahalanobis distance would be a useful tool for analyzing for information rather than activation differences in fMRI data.

In this paper we demonstrate how parametric inferences can be drawn based on the Mahalanobis distance. We set out how the Mahalanobis distance relates to the general linear model and how it can be evaluated analytically on the $\chi^2$ distribution. We then apply the parametric Mahalanobis analysis to an example fMRI data. Finally, we compare parametric inference based on the Mahalanobis statistics with inference derived using resampling.

3 Theory

3.1 The statistical model

We start with the GLM as applied to fMRI datasets (Friston et al. 1994). We assume the response by each voxel can be modelled by a regression model written as follows.

$$y_{it} = \sum_{h=1}^{k} \beta_{hi} x_{ht} + u_{it}$$

where $i$ is the voxel subscript, $i = 1, ..., n$, and $t$ is the time subscript, $t = 1, ..., T$. $\beta_{hi}$ represents the response of voxel $i$ to the stimulus measured by regressor $h$.

This can be written using matrix algebra as,

$$y_i = X \beta_i + u_i$$

where $y_i$ is the $T$ element observation vector for voxel $i$, $X$ the $T \times k$ input matrix, $u_i$ the $T$ element error vector, and $\beta_i$ the $k$ element coefficient vector. There is a different regression model for each voxel but all models have a common regressor matrix.

The error for each voxel equation is assumed to have zero mean, be serially independent and homoscedastic, but correlated across equations.

That is, $E(u_i) = 0$ for all $i$ and $E(u_i u_j') = \sigma_{ij} I_T$ for all $i$ and $j$.

This can be written more compactly as:

$$y = Z\beta + u, E(u) = 0, E(uu') = \Omega,$$
where

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_n
\end{pmatrix}, \begin{pmatrix}
u_1 \\
u_2 \\
\vdots \\
u_n
\end{pmatrix}, \begin{pmatrix}
\beta_1 \\
\beta_2 \\
\vdots \\
\beta_n
\end{pmatrix}, \begin{pmatrix}
X & 0 & \cdots & 0 \\
0 & X & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & X
\end{pmatrix} = I_n \otimes X,
\]

\[
\begin{pmatrix}
\sigma_{11} I_T & \sigma_{12} I_T & \cdots & \sigma_{1n} I_T \\
\sigma_{12} I_T & \sigma_{22} I_T & \cdots & \sigma_{2n} I_T \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{1n} I_T & \sigma_{2n} I_T & \cdots & \sigma_{nn} I_T
\end{pmatrix} = \Sigma \otimes I_T, \text{ and } \Sigma = \begin{pmatrix}
\sigma_{11} & \sigma_{12} & \cdots & \sigma_{1n} \\
\sigma_{12} & \sigma_{22} & \cdots & \sigma_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{1n} & \sigma_{2n} & \cdots & \sigma_{nn}
\end{pmatrix}.
\]

It is well known (Zellner 1962) that, when there is a common set of regressors, the correlation of the errors in different equations can be ignored in coefficient estimation and least squares applied separately to each equation. That is, the efficient estimator of the complete system is:

\[
\hat{\beta} = (Z'Z)^{-1}Z'y, \text{ and therefore } \hat{\beta}_i = (X'X)^{-1}X'y_i. \tag{5}
\]

The covariance matrix of \( \hat{\beta} \) is

\[
V(\hat{\beta}) = (Z'Z)^{-1}Z'\Omega Z(Z'Z)^{-1}. \tag{6}
\]

Noting that

\[
Z'Z = [I_n \otimes X'] [I_n \otimes X] = I_n \otimes X'X, \text{ and hence that } (Z'Z)^{-1} = I_n \otimes (X'X)^{-1},
\]

and that

\[
Z'\Omega Z = [I_n \otimes X'] [\Sigma \otimes I_T] [I_n \otimes X] = \Sigma \otimes (X'X),
\]

we can rewrite (6) as

\[
V(\hat{\beta}) = [I_n \otimes (X'X)^{-1}] [\Sigma \otimes (X'X)] [I_n \otimes (X'X)^{-1}] = \Sigma \otimes W, \tag{7}
\]

where \((X'X)^{-1} = W\). From this we obtain the covariance between any pair of estimated coefficients as

\[
\text{Cov}(\hat{\beta}_{gi}, \hat{\beta}_{hj}) = \sigma_{ij} w_{gh} \tag{8}
\]

for all voxels \( i, j = 1, ..., n \), and all regression coefficients \( g, h = 1, ..., k \).
3.2 Inference

We are interested in testing a set of linear restrictions on coefficients across the separate equations for each voxel. In general there are $g$ homogeneous restrictions written as $R\beta = 0$ where $R$ is a $g \times nk$ matrix of given constants of rank $g$. In the next two subsections we use this framework to derive tests for the following restrictions: (1) that a coefficient of a particular stimulus is equal to zero in all voxels, and (2) that two effects are equal in all voxels.

If the equation errors $u_{it}$ are gaussian then the efficient estimator of $\beta$ given in equation (5) is normally distributed and the well known (see for example Rao and Rao 1973) inferential procedures for generalised linear regression models are available based on the covariance matrix in equation (6), (7) or (8). This only holds exactly if $\Sigma$ is known and does not have to be estimated. The alternative approach, a Wald test adopted here, is to use large sample procedures based on the asymptotic normality of $\hat{\beta}$ (which does not depend on any particular assumption about the form of the distribution of the random errors) and the use of a consistent estimator of $\Sigma$. (See for example Greene (2003).)

The null hypothesis of interest is written as

$$H_0 : R\beta = 0.$$  \hspace{1cm} (9)

Letting $R\beta = \delta$ this can be written as $H_0 : \delta = 0$. Now let $R\hat{\beta} = \hat{\delta}$. Then $\hat{\delta}$ is asymptotically normally distributed with expectation $E(\hat{\delta}) = 0$ and covariance matrix $V(\hat{\delta}) = RV(\hat{\beta})R'$. We call the test statistic $\Delta$, given by

$$\Delta = \hat{\delta}'[RV(\hat{\beta})R']^{-1}\hat{\delta}$$  \hspace{1cm} (10)

which has an asymptotic $\chi^2$ distribution with $g$ degrees of freedom if $H_0$ is true.

Testing a single coefficient value

Let us consider testing the null hypothesis that one particular coefficient is zero in all voxel equations. We assume that the coefficient is indexed number 1 in each voxel equation.

The null hypothesis is:

$$H_0 : \beta_{1i} = 0 \text{ for } i = 1, \ldots, n,$$

which can be written in vector notation as

$$H_0 : \beta^1 = 0$$
where

$$\beta^1 = \begin{pmatrix} \beta_{11} \\ \beta_{12} \\ \vdots \\ \beta_{1n} \end{pmatrix}.$$  

These coefficients can also be written as linear functions of the complete coefficient vector as,

$$\beta^1 = [I_n \otimes e_1'] \beta$$

where $e_1'$ is a $k$-element vector whose first element is 1 and all others zeros: the first row of $I_k$. Here we can write $R = I_n \otimes e_1', \delta = \beta^1$.

We can thus obtain the covariance matrix of $\hat{\beta}^1$ from that of $\hat{\beta}$ and use it with the standard theory of testing linear restrictions. We know that

$$V(\hat{\beta}^1) = [I_n \otimes e_1']V(\hat{\beta})[I_n \otimes e_1] = [I_n \otimes e_1'][\Sigma \otimes W][I_n \otimes e_1](from\ (7))$$

$$= \Sigma \otimes e_1'W e_1 = w_{11} \Sigma.$$  

(12)

This assumes that the elements of $\Sigma$ are known. They can be estimated consistently from the residuals, using,

$$\hat{\sigma}_{ij} = (y_i - X\hat{\beta}_i)'(y_j - X\hat{\beta}_j)/T$$  

(13)

We can therefore test the null hypothesis using the likelihood ratio statistic,

$$\Delta_1 = \hat{\beta}^1'\hat{\Sigma}^{-1}\hat{\beta}^1/w_{11}$$  

(14)

which, for large $T$, is distributed as $\chi^2$ with $n$ degrees of freedom on $H_0$. We could also have obtained the covariance matrix of $\beta^1$ directly from expression (8).

**Testing coefficient equality**

A common hypothesis in fMRI data is to test if two coefficients are equal. This can be extended to the multivoxel case by testing the restriction that two coefficients are equal in every equation. That is that the effects of two simultaneous stimuli are equal in each voxel regardless of their signs or magnitudes. Thus, assuming the two stimuli are regressors $x_1$
and \( x_2 \), we test a set of linear restrictions in the null hypothesis

\[
H_0 : \beta_{1i} = \beta_{2i} \text{ for } i = 1, 2, ..., n. \tag{15}
\]

We can write these restrictions, in vector notation, as:

\[
H_0 : \beta^1 - \beta^2 = 0
\]

where \( \beta^2 = [I_n \otimes e'_2]\beta \) and \( e_2 \) is defined, analogously to \( e_1 \), as a vector of all zeros except for element 2 which equals 1.

Letting \( \delta_i = \beta_{1i} - \beta_{2i} \) for each \( i \) and \( \delta = \beta^1 - \beta^2 = \left( \begin{array}{c} \beta_{11} - \beta_{21} \\ \beta_{12} - \beta_{22} \\ \vdots \\ \beta_{1n} - \beta_{2n} \end{array} \right) \), we can write

\[
\delta = [I_n \otimes (e_1 - e_2)']\beta.
\]

In this case we have \( R = I_n \otimes (e_1 - e_2)' \).

Therefore the covariance matrix of \( \delta \) is

\[
V(\delta) = [I_n \otimes (e_1 - e_2)'][\Sigma \otimes W][I_n \otimes (e_1 - e_2)] = \Sigma \otimes (e_1 - e_2)'W(e_1 - e_2) = (w_{11} + w_{22} - 2w_{12})\Sigma
\]

The test statistic is then

\[
\Delta_2 = \delta\hat{\Sigma}^{-1}\hat{\delta}/(w_{11} + w_{22} - 2w_{12}) \tag{17}
\]

with asymptotic null distribution \( \chi^2 \) with \( n \) degrees of freedom.

The statistic in equation (17) is the Mahalanobis distance measure between the vectors \( \hat{\beta}^1 - \hat{\beta}^2 \) (Mahalanobis 1936).

**Computation by data transformation and reparameterisation**

\( \Delta_2 \) in equation (17) can be computed easily using a simple data transformation before fitting the regression and then using \( \Delta_1 \) to test one coefficient in the transformed regression.

Rewriting equation (2) for voxel \( i \),

\[
y_{it} = \sum_{h=1}^{k} \beta_{hi} x_{ht} + u_{it}
\]
\[
y_{i,t} = \beta_1 x_{1t} + \beta_2 x_{2t} + \ldots,
\]
to highlight the two coefficients of interest, then adding and subtracting the same term on the RHS enables us to derive a new equation with a transformed coefficient and a transformed variable. Thus,
\[
y_{i,t} = \beta_1 x_{1t} + \beta_2 x_{2t} - \beta_2 x_{1t} + \beta_2 x_{1t} + \ldots = (\beta_1 - \beta_2) x_{1t} + \beta_2(x_{1t} + x_{2t}) + \ldots
\]
Therefore the regression equation can be written:
\[
y_{i,t} = \delta_i x_{1t} + \beta_2 s_t + \ldots
\]
and the coefficient on \(x_{1t}\) becomes \(\delta_i\) defined above as a result of the simple data transformation of replacing \(x_{2t}\) by a new variable \(s_t\) defined as the sum of \(x_{1t}\) and \(x_{2t}\).

This is computationally very simple but does require running two regressions if we wish to test both sets of restrictions (11) and (15).

4 Example: single subject fMRI data

We applied this method to fMRI data acquired from a single subject. This allowed comparisons of the Mahalanobis distance statistic (i.e., 17) using different inference methods (both the analytic method described and using resampling).

4.1 fMRI experiment

The fMRI data was acquired from a pilot subject in an experiment investigating bilingual speech production. The subject was a 32-year old neurologically healthy, right-handed male and gave informed consent according to local ethics procedures. The subject viewed color and black and white pictures and was asked to describe the pictures in either his native (English) language or proficient non-native (Spanish) language. A third condition involved a picture prompting the subject to silently move his tongue. The rest baseline involved observing a color picture while remaining silent and still.

The fMRI data was acquired with a Philips Intera 3.0 Tesla scanner using dual gradients and a phased array head coil. Images were obtained using a T2*-weighted, gradient-echo, echoplanar imaging (EPI) sequence with whole-brain coverage (TE, 30 ms; flip angle, 90°). Thirty-two axial slices were acquired with a slice thickness of 3.25 mm and an interslice gap of 0.75 mm (resolution 2.19 × 2.19 × 4.0 mm; field of view, 280 × 224 × 128 mm). Quadratic shim gradients corrected for inhomogeneities in the magnetic field. E-Prime
software (Psychology Software Tools) was used to present stimuli using the IFIS-SA system (In Vivo Corporation).

A sparse fMRI design was used to minimize movement- and respiratory-related artifact commonly associated with speech production. Each TR lasted 10 seconds including 2 seconds of image acquisition followed by a seven seconds of speech production and one second of rest. The subject was scanned twice with 72 TRs in each 12 minute run.

4.2 fMRI analysis

All images were registered to the middle functional image of the first run using 3dvolreg (AFNI toolbox, Cox et al. 1996). A single time series was created by concatenating the images from the first and second runs. No other preprocessing was carried out.

We restricted all our analysis to a broad anatomically defined region of interest, to reduce the computational requirements of resampling methods used to validate the parametric evaluation of the Mahalanobis distance. The region of interest was defined in MNI152 space using the probabilistic Harvard-Oxford anatomical atlas from fsview. The region of interest contained the inferior frontal gyrus (pars opercularis and pars triangularis); these regions have been reported in previous studies comparing speech production in different languages (e.g., Hernandez et al. 2001). To allow a spread of voxel activation patterns, the region of interest also included the superior frontal gyrus, less likely to be involved in bilingualism based on previous imaging studies. The region of interest was warped into the subject’s functional space and registered to the subject’s functional scans using FLIRT (Jenkinson and Smith 2001).

A general linear model was fitted to the unsmoothed time series for each voxel in matlab (Mathworks, 2007b). The GLM estimated nine parameters for each voxel: three parameters of interest (speaking in native language, non-native language and tongue movement), as well as three parameters for each run to account for mean, linear and quadratic trends. To account for the hemodynamic delay, the labels for each image (i.e., native language, non-native language, tongue movement and rest) were temporally shifted one timepoint (this is equivalent to convolving the dataset with the canonical hemodynamic function in AFNI).

4.2.1 Multivoxel parametric inference

Subsequent to fitting the GLM for each voxel, the second step involved passing a spherical "searchlight" over all voxels in the regions of interest. The spherical "searchlight" had a radius of 2 voxels, with a maximum extent of 33 voxels. Within each sphere, the Mahalanobis distance was calculated and compared to a distribution of unactivated voxels.
lanobis distance between native and non-native speech production was calculated using equation (17) which was evaluated with reference to the χ² distribution. The resulting p-value were then assigned to the center voxel.

4.2.2 Multivoxel nonparametric inference

We also assessed significance of the statistic in equation (17) using nonparametric randomized resampling methods. A null-distribution of test-statistics was calculated for each voxel by shuffling the labels (native, non-native, tongue) of each non-baseline block a 1000 times. Each of these 1000 randomized time courses was then analyzed as above. The distribution of randomized test statistics was then sorted and the rank order (divided by 1000) of the unpermuted test statistic provided a p-value.

4.2.3 Univoxel parametric inference

We also aimed to replicate the findings of (Kriegeskorte et al. 2006) regarding the power of the information-based approach over more traditional activation-based analyses. To this end, we reran the GLM for each voxel, but following spatial averaging across all voxels within the spherical searchlight (to increase signal to noise). We subsequently calculated t-statistics at each voxel for the contrast comparing native language with non-native language.

4.3 Results

4.3.1 Validating the parametric measure

To validate that the multivoxel parametric inference is comparable to the resampling approach proposed by (Kriegeskorte et al. 2006), we compared the p-values derived from equation (17) with p-values derived from resampling (following the method employed Kriegeskorte et al). Figure 1 compares the two inference methods at each voxel across the region of interest, indicating a strong correlation between the resulting p-values from the two methods (Pearson’s r=0.90, Spearman’s rho = 0.96). Figure 1 also indicates that the parametric inference method produces more significant p-values than the randomization method for every voxel in the region of interest. Thus, the two inference measures appear to agree on the spatial characteristics of the underlying signal, but the parametric approach appears to be more sensitive.

To illustrate this increased sensitivity, the parametric approach although more sensitive than the randomization approach, produces highly similar spatial patterns of voxels. Figure 2 contrasts the statistical maps derived using both inference methods. The randomization-derived map (in red) shows voxels thresholded at p<0.05 (uncorrected for
multiple comparisons). This map is nearly identical to the parametric-derived map that is thresholded at the far more stringent \( p < 0.003 \).

### 4.3.2 Multivoxel parametric inference and univoxel \( t \)-statistic

Figure 3 demonstrates the substantial increase in signal detection for the multivoxel parametric inference over the more traditional univoxel \( t \)-statistics map. Figure 1A and Figure 1B both display voxels thresholded at the same \( p \)-value - determined by applying false discovery rate (FDR, \( q < 0.05 \) Genovese et al. 2002) to the \( p \)-value map derived from the univoxel \( t \)-statistics. In total, there were 10226 voxels in the region of interest, of these 6367 voxels were superthreshold for the multivoxel parametric inference. For the equivalent univoxel \( t \)-statistics, only 1756 voxels survived FDR correction. There were 1515 (22.9\%) superthreshold voxels common to both analyses, with 4852 (73.4\%) unique to the multivoxel parametric analysis, and 241 (3.65\%) unique to the \( t \)-statistic analysis. This pattern of results is qualitatively similar to Kriegeskorte et al. (2006), who found the Mahalanobis distance statistic revealed more significant differences across local neighborhoods of voxels than the smoothed univoxel \( t \)-statistic.
Figure 2: Comparison of parametric (in blue) and randomization (in red) derived p-values. The parametric map is thresholded at $p<0.003$; the randomization map is thresholded at $p<0.05$. The statistical maps have been projected onto the MNI152 2mm $\times$ 2mm $\times$ 2mm average brain.
Figure 3: A: superthreshold voxels determined using multivoxel parametric inference calculated across 2 voxel radius spherical searchlights, on unsmoothed data, thresholded at $p<0.0086$; B: Superthreshold voxels associated with smoothed data and a univoxel t-test, thresholded at the same $p<0.0086$ (fdr corrected, $q<0.05$).
5 Discussion

In this paper, we have demonstrated how multivoxel information-based inference can be accomplished parametrically by extending the general linear model. We have shown how an instantiation of the multivoxel Mahalanobis distance statistic proposed for fMRI by Kriegeskorte et al. (2006) can be evaluated with the $\chi^2$ distribution. Parametric inference is a more powerful and more computationally efficient alternative to the resampling inference methods used previously. This is a potentially highly efficient and powerful approach to detect differences in blood oxygenation levels with high spatial frequency of the kind that are likely to occur in many cognitive and perceptual tasks.

The proposed approach has two principal benefits over randomization resampling inference methods used for multivariate statistics: 1) efficiency; and 2) sensitivity. Efficiency: the parametric inference involves fitting one model to each voxel, rather than fitting >1000 models to generate a null distribution. As such, this method is at least three orders of magnitude more computationally efficient than randomization inference, making information analyses more feasible for many fMRI experiments, including analyses involving the whole brain. Sensitivity: as with parametric approaches in general when distributional assumptions are met, we find that the parametric inference method detects significant voxels at a much lower thresholds when compared to randomization-based inference. Furthermore, with the example fMRI dataset analysed here we confirm previous studies, suggesting that the Mahalanobis distance method has considerably greater sensitivity to detect a signal than univoxel analyses following spatial smoothing.

The proposed multivoxel parametric inference can also be adapted for group fMRI analyses. The Mahalanobis distance can be calculated for each subject and then the statistical maps can be warped into standard space and compared across subjects. Since independent $\chi^2$ statistics are additive, the statistical maps of $\chi^2$ values can be combined across subjects to create a group statistic that can be evaluated on the $\chi^2$ distribution with the summed degrees of freedom. This is a parametric version of the randomization approach taken by (Kriegeskorte et al. 2007).

One of the central attractions of the proposed inference method is its relationship to the class of general linear models commonly used for univoxel modeling of fMRI data (Friston et al. 1994). As such, the multivoxel parametric inference proposed here can be applied to any fMRI datasets that can be analyzed using the GLM. Furthermore, many of the advantages of the GLM can also be applied with multivoxel parametric inference. For example, pre-whitening of the data (Woolrich et al. 2001) to account for autocorrelation of errors in the fMRI time series can be applied as with single voxel analysis.
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