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RGB-T Salient Object Detection via Fusing Multi-level CNN Features

Qiang Zhang, Nianchang Huang, Lin Yao, Dingwen Zhang,
Caifeng Shan, Senior Member, IEEE, and Jungong Han

Abstract—RGB-induced salient object detection has recently witnessed substantial progress, which is attributed to the superior feature learning capability of deep convolutional neural networks (CNNs). However, such detections suffer from challenging scenarios characterized by cluttered backgrounds, low-light conditions and variations in illumination. Instead of improving RGB based saliency detection, this paper takes advantage of the complementary benefits of RGB and thermal infrared images. Specifically, we propose a novel end-to-end network for multi-modal salient object detection, which turns the challenge of RGB-T saliency detection to a CNN feature fusion problem. To this end, a backbone network (e.g., VGG-16) is first adopted to extract the coarse features from each RGB or thermal infrared image individually, and then several adjacent-depth feature combination (ADFC) modules are designed to extract multi-level refined features for each single-modal input image, considering that features captured at different depths differ in semantic information and visual details. Subsequently, a multi-branch group fusion (MGF) module is employed to capture the cross-modal features by fusing those features from ADFC modules for a RGB-T image pair at each level. Finally, a joint attention guided bi-directional message passing (JABMP) module undertakes the task of saliency prediction via integrating the multi-level fused features from MGF modules. Experimental results on several public RGB-T salient object detection datasets demonstrate the superiorities of our proposed algorithm over the state-of-the-art approaches, especially under challenging conditions, such as poor illumination, complex background and low contrast.

Index Terms—RGB-T salient object detection, Adjacent-depth feature combination, Multi-branch group fusion, Joint attention guided bi-directional message passing

I. INTRODUCTION

SALIENT object detection aims to identify the most visually distinctive objects or regions in an image, and has attracted lots of attention in recent years. As a preprocessing step, salient object detection plays a critical role in many computer vision tasks, including visual tracking [1], [2], recognition [3], [4], content based image compression [5], [6], image fusion [7], [8] and so on.

While numerous salient object detection methods have been presented [9]–[25], most of them are designed for RGB images only, which may fail to distinguish salient objects from backgrounds when being exposed to challenging conditions, such as poor illumination, complex background, and low contrast. To address such issues, we advocate a multi-modal salient object detection method by fusing RGB and thermal infrared (RGB-T) images considering the popularity of thermal infrared sensors. More specifically, we present an end-to-end RGB-T salient detection model by using the recently developed deep convolutional neural networks (CNNs).

Unlike RGB cameras, thermal infrared cameras are a kind of passive sensors that capture the thermal infrared radiation emitted by all objects with a temperature above absolute zeros, meaning that thermal infrared images are invariant to illumination conditions [26]–[28]. As a result, when applied to salient object detection, thermal images tend to provide additional saliency cues to boost the saliency detection performance. Fig. 1 illustrates the validity of integrating RGB-T images for salient object detection under challenging conditions.

In fact, RGB-T images have shown significant superiorities over RGB images in many computer vision tasks, such as face recognition [29] and video surveillance [26], [30]. Motivated by that, a few works have already exploited RGB-T images to boost the saliency detection performance. For example, Li et al. [27] presented a robust salient object detection method based on multi-task manifold ranking with cross-modality consistency. Although the experimental results demonstrated its performance superiority over the traditional RGB-induced saliency detection methods, using low-level hand-crafted features might be a bottleneck for further performance improvement in [27]. In [28], a deep CNNs based RGB-T salient object detection method was developed, in which the saliency map of each modality, i.e., RGB and thermal infrared, was independently induced at the first stage. Afterwards, the saliency map for each RGB or thermal infrared image was first independently induced by using the deep CNNs. Then the saliency maps of these two modalities were fused to derive the final saliency map. However, such a fusion at the saliency map level does not seem to well explore the complementary information/features across RGB and thermal images. In addition, the deep CNNs in [28] were pre-trained for image classification on ImageNet dataset [31], rather than for salient object detection, meaning that the saliency cues might not be well explored.
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Fig. 1. Illustration of the validity for salient object detection by integrating RGB-T images. (a) RGB images; (b) Thermal infrared images; (c) Saliency maps induced from the RGB images by [16]; (d) Saliency maps induced from the thermal images by [16]; (e) Saliency maps induced from the RGB-T images by [27]; (f) Ground truth. The saliency maps in (c), (d) and (e) clearly demonstrate that thermal infrared images can provide complementary saliency cues for RGB images under challenging scenes with poor illumination (the first row) or complex background (the second row).

In this paper, rather than integrating RGB-T information only at the saliency map level [28], which might be already too late, we propose a novel end-to-end deep neural network for RGB-T salient object detection by fusing multi-modal information at various stages. The proposed method turns the challenging RGB-T salient object detection into a CNN feature fusion problem, which covers the following three subproblems: 1) How to effectively extract the single-modal features from the input RGB or thermal infrared images; 2) How to fuse the extracted multi-modal features in a comprehensive way; and 3) How to infer the final saliency map using the fused features.

To address the first problem, we adopt a backbone network (i.e., VGG-16 net [32] or Res-Net [33]) to extract the features from each single-modal input image. Afterwards, an adjacent-depth features combination (ADFC) module is employed to capture the multi-level features of single-modal images, considering that different-depth features capture varieties of semantic information and fine visual details.

With respect to the second problem, motivated by the group convolution in [34], a multi-branch group fusion (MGF) module is put in place to fuse the features of RGB-T image pairs, which consists of two branches at each level. One branch contains several paths via group convolutions to reduce the network parameters while the other branch has just one path to capture the wholly cross-modal features. As a result, MGF module is expected to capture the cross-modal features between RGB and thermal infrared images effectively but at a considerably lower computational complexity.

For the third problem, we introduce a joint attention guided bi-directional message passing (JABMP) module for saliency prediction via integrating the multi-level fused features obtained from MGF modules. With the proposed JABMP module, high-level semantic information in deeper layers will be passed to shallower layers, and low-level spatial details contained in shallower layers will also be passed to deeper layers. Accordingly, the cross-level complementary information among the fused features will be well captured by using the proposed module. Moreover, a joint channel-spatial attention (JCSA) block, different from the gate function in [35], is adopted to control the message passing in JABMP module. By using JCSA, some important features with higher channel attention as well as spatial attention will be selected and propagated to the next level, and some superfluous features will be suppressed during the message passing, which will enhance the feature discriminability for the final RGB-T saliency prediction.

In summary, the main contributions of this work are as follows:

1) An end-to-end CNN based RGB-T salient object detection method is proposed, which achieves the state-of-the-art performance on several datasets, including [26], [27]. To the best of our knowledge, it is the first end-to-end CNN established for RGB-T salient object detection.

2) An ADFC module is dedicated to extract each single-modal image features. By using multiple ADFC modules, multi-level features of input images containing rich spatial details as well as semantic information, rather than one specific level of features as in the traditional methods [36]–[38], are extracted for the subsequent fusion and saliency prediction modules.

3) A MGF module, instead of the simple concatenation, is presented to capture the cross-modal complementary information between each RGB-T image pairs and reduce the number of network parameters.

4) In order to effectively capture the cross-level complementary information among the fused features, a JABMP module is employed for the final saliency prediction in the proposed network. Especially, a JCSA block, rather than a gate function as in [35], is adopted to control the message passing in the proposed bi-directional message passing module.

The rest of the paper is organized as follows. Section II briefly reviews some related work, and Section III illustrates the proposed multi-modal salient object detection model in detail. Experimental results and conclusions are given in Section IV and Section V, respectively.
II. RELATED WORK

A. RGB salient object detection

Over the past two decades, a considerable number of RGB salient object detection methods have been developed [11]–[25]. Early salient object detection methods utilized low-level hand-crafted features with specific statistical priors, such as color contrast [11], [12], object prior [13], [14], and background prior [15]–[17], to model and approximate human saliency. A complete survey on RGB salient object detection methods is beyond the scope of this paper and we refer the readers to a recent survey paper [18] for details.

Recently, to extract more sophisticated features, tremendous deep learning based saliency detectors have been proposed [19]–[25], [39]–[41], and achieved substantially better performance than those previous methods. For example, Lee et al. [24] proposed to first encode low-level distance map and high-level semantic features of deep CNNs to form a new feature vector, and then evaluate saliency by a multi-level fully connected neural network classifier. Hou et al. [24] presented a salient object detection method by introducing a series of short connections between shallower and deeper side-output layers. Zhang et al. [25] introduced a generic aggregating multi-level convolutional feature framework for salient object detection, which first integrated multi-level feature maps into multiple resolutions and then adaptively learned to combine these feature maps at each resolution to predict the saliency maps. In [39], two pooling based modules, i.e., a global guidance module (GGM) and a feature aggregation module (FAM), aided to improve the performance for salient object detection. A novel recurrent residual refinement network (R3Net) equipped with residual refinement blocks (RRBs) was presented in [40] to detect salient regions from an input image more accurately.

However, most of these studies focus on the RGB salient object detection. Under some challenging conditions, such as poor illumination, complex background or low contrast, these models may fail to distinguish salient objects from backgrounds, as shown in Fig. 1 (c).

B. RGB-D salient object detection

As a departure from RGB images, depth images provide affluent spatial structures and 3D information for salient objects and backgrounds, which benefit the salient object detection [42]. Therefore, RGB-D salient object detection has attracted much attention in recent years. So far, a variety of RGB-D salient object detection models have been presented to boost the performance of saliency detection [42]–[48]. For examples, Chen et al. [42] presented a progressively complementarity-aware fusion network for RGB-D salient object detection by adding the cross-level complementarity in the process of cross-modal fusion. In [45], two saliency maps were first pre-deduced from the source RGB and depth images via a two-streamed CNN, respectively. Then a switch map was generated by using a saliency fusion module to adaptively fuse the two saliency maps. In [44], the depth information was first enhanced by utilizing contrast prior into a CNNs based architecture. Then the enhanced depth cues were integrated with RGB features for salient object detection by using a fluid pyramid integration.

C. RGB-T salient object detection

Recently, considering their complementary benefits, a few works also attempted to exploit RGB-T images to boost the saliency detection performance. For example, Li et al. [27] proposed a robust multi-task manifold ranking based RGB-T salient object detection method with cross-modality consistency. Ma et al. [28] presented an adaptive RGB-T saliency detection method by learning multiscale deep CNN features and SVM regressors. In [49], a novel collaborative graph learning algorithm was presented for RGB-T image saliency detection. Specifically, superpixels were taken as graph nodes, and hierarchical deep features were collaboratively used to jointly learn the graph affinity and node saliency in a unified optimization framework.

Although CNN based RGB-T salient object detection algorithms are not well investigated yet, a large number of deep neural networks with RGB-T inputs have been presented for some other computer vision or image processing tasks, such as pedestrian detection [36]–[38], image fusion [50], object tracking [51]–[53]. For example, Wagner et al. [37] presented an RGB-T pedestrian detection method by fusing information with CNNs, where information from the RGB and thermal infrared images was integrated via an early-fusion and a late-fusion based CNN architecture. In addition to early-fusion (also called low-level fusion in [38]) and late-fusion (also called high-level fusion in [38]), another two CNN architectures for information fusion, i.e., middle-level fusion and confidence-level fusion, were explored for RGB-T pedestrian detection. Their experimental results revealed that the middle-level fusion provides the best performance among the four fusion models on RGB-T pedestrian detection.

III. PROPOSED RGB-T SALIENT OBJECT DETECTION MODEL WITH MULTI-LEVEL CNN FEATURE FUSION

In this section, we will discuss the proposed RGB-T salient object detection model in detail. Fig. 2 shows the diagram of the proposed network, which is composed of three components: single-modal image feature extraction, multi-modal image feature fusion, and saliency map prediction. These will be described in detail in the following subsections.

A. Multi-level feature extraction for each single-modal image using ADFC modules

The RGB-T salient object detection network may be incorporated with any basic network, such as VGG-16 net [32] and Res-Net [33]. Here, we employ the VGG-16 net as the backbone network to carry out the feature extraction from RGB and thermal infrared branches, which is well known for its elegance, simplicity, and good generalization. For saliency detection, we make two modifications on the VGG-16 net i.e., removal of all the fully-connected layers and skip of the
pool5 layer to maintain more spatial information for the input image. The modified VGG-16 net includes five convolutional blocks.

After the RGB image or thermal infrared image is fed into the backbone network, features at different levels/depths are extracted for each single-modal input image, which capture various semantic information and visual details. Shallower-level features contain more visual details but lack some semantic information, while deeper levels of features carry more semantic information but are limited when it comes to details. Therefore, features from different levels in the backbone networks are complementary to each other.

In this work, we propose an adjacent-depth feature combination (ADFC) module to integrate the multi-level features of single-modal images. We select some middle-level features from the backbone networks for each single-modal input image by using multiple proposed ADFC modules to obtain multi-level features and reduce the burden of network parameters. More specifically, we first extract five layers of RGB or thermal infrared image features from different depths of VGG-16 net: conv1-2 (containing 64 feature maps of size $256 \times 256$, denoted by $F_0^1$), conv2-2 (128 feature maps of size $128 \times 128$, denoted by $F_1^2$), conv3-3 (256 feature maps of size $64 \times 64$, denoted by $F_2^3$), conv4-3 (256 feature maps of size $32 \times 32$, denoted by $F_3^4$) and conv5-3 (512 feature maps of size $16 \times 16$, denoted by $F_4^5$). Here, $n=1$ or 2 denotes RGB or thermal infrared image, respectively.

Given the five layers of features, three levels of new features $\{H^n_0|d=1,2,3; n=1,2\}$ for each single-modal RGB or thermal infrared image are obtained by using the proposed ADFC modules, where $d$ denotes the level number. The three levels of features $\{H^n_0|d=1,2,3; n=1,2\}$ contain the same number of channels but vary in spatial resolutions. And each level feature $H^n_0$ is constructed by the following three layers of features from the VGG-16 net, i.e., $F_d^{n-1}$, $F_d^n$ and $F_d^{n+1}$.

Fig. 3 illustrates the details of ADFC module for generating the first level of RGB features $H_1^1$. Likewise, other levels of features can be generated in a similar way. As shown in Fig. 3, each ADFC module contains three convolutional blocks and one deconvolutional block. More specifically, for the $d$-th level, a $3 \times 3$ convolutional layer $C(\ast, \theta_d^n, 1, 2)$, $\frac{1}{2}$ a $1 \times 1$ convolutional layer $C(\ast, \theta_d^n, 2, 1)$, and a $2 \times 2$ deconvolutional layer $D(\ast, \gamma_d^n, 1/2)$ are first performed on $F_{d-1}^n$, $F_d^n$ and $F_{d+1}^n$, respectively, to ensure the outputs of the three layers have the same number of channels (i.e., 128) and the same spatial

---

**Fig. 2.** The overall architecture of our proposed RGB-T salient object detection. Each colorful box is considered as a feature block. The solid arrows between blocks indicate the information streams. RGB-T input images are assumed to have been well registered in advance and have been rescaled to the fixed sizes (e.g., $256 \times 256$ in this paper). The RGB image and thermal infrared image are first fed into the backbone network, i.e., VGG-16 net, respectively. Based on that, multi-level features are further generated for each RGB or thermal infrared image by using the proposed ADFC modules. Then the features from ADFC modules that correspond to the same level in the two branches are fused by using MGF module. After that, JABMP module is performed on the fused multi-level features to obtain the final saliency map, where a JCSA block is adopted to control the message passing.

**Fig. 3.** Generation of the first level features $H_1^1$ for RGB image by using ADFC module.
resolutions (e.g., $128 \times 128$ for $d=1$). Then, the features from the three layers are concatenated. Finally, a $1 \times 1$ convolutional layer $C(\phi_d^{n,3}, 1)$ is performed on the concatenated features to obtain the $d$-th level of features $\mathbf{H}^n_d$. Mathematically, ADFC module can be expressed by

$$\mathbf{H}^n_d = \phi(C(\phi(C(F^n_{d-1}; \theta_d^{n,1}, 2)), \phi(C(F^n_d; \theta_d^{n,2}, 1)),$$  

$$\phi(D(F^n_{d+1}; \gamma_d, 1/2)) ; \theta_d^{n,3}), 1)), \quad (1)$$

where $\text{Cat}(\cdot)$ denotes the cross-channel concatenation, and $\phi(\cdot)$ is a ReLU activation function [54].

As discussed above, the $d$-th level of constructed features $\mathbf{H}^n_d$ contains the features $\mathbf{F}^n_d$ as well as those from its adjacent layers $\mathbf{F}^n_{d-1}$ and $\mathbf{F}^n_{d+1}$, which means that $\mathbf{H}^n_d$ contains more rich and accurate semantics because it integrates different-resolution information. In addition, $\mathbf{H}^n_d$ has much less amount of data than the simple combination of $\mathbf{F}^n_{d-1}, \mathbf{F}^n_d$ and $\mathbf{F}^n_{d+1}$ . As a result, the redundancy among $\mathbf{F}^n_{d-1}, \mathbf{F}^n_d$ and $\mathbf{F}^n_{d+1}$ are reduced from $\mathbf{H}^n_d$ by using the proposed ADFC module.

Finally, it should be noted that the idea of ADFC is similar to those of the feature pyramid network (FPN) [55] and the hierarchical feature integration mechanism (HIFI) [56]. All of the three modules investigate the integration of multi-level features to improve the saliency detection performance. But in HIFI, the features from all convolutional layers of different levels are integrated. While, in ADFC and FPN, only the features from the last convolutional layers of different levels are integrated, considering that the features from the deepest layer of each level are the strongest [55]. As a result, HIFI has much more to-be-learned parameters than ADFC and FPN, and thus has higher computational complexity. In addition, the integration of large numbers of features by HIFI will also introduce much more redundant information and degrade the subsequent saliency detection performance. In FPN, only the features from two adjacent levels (i.e., the current level and its deeper level) are integrated. Differently, in ADFC, features from three adjacent levels (i.e., the current level, its deeper level and its shallower level) are integrated. Accordingly, more spatial details will be captured by ADFC than by FPN, which will improve the subsequent salient detection results. This will be verified in the later experimental part.

B. Fusion of multi-modal image features using MGF modules

Given the features $\{\mathbf{H}^n_d|d=1,2,3; n=1,2\}$ of RGB and thermal infrared images generated from ADFC modules, most of existing models capture the cross-modal features between the two modalities by first simply concatenating $\mathbf{H}^n_d$ and $\mathbf{H}^n_d$ at the same level $d$ and then performing the Conv+ReLU operators on the concatenated features, as shown in Fig. 4. This may well capture the wholly cross-modal correlations among the concatenated features. However, some salient features from individual single-modal image may also be drowned in the concatenated features because of the large numbers of features, which will diminish the discriminability of the subsequent fused features [57]. In addition, under the premise of multi-level features, direct concatenation may increase the network parameters, which is not desirable for the training of multi-modal methods.

Such problems can be solved by using group convolution, which may date back to the AlexNet [58] or even earlier and is supported by Caffe [59], PyTorch [60], and so on. The basic idea behind group convolution is split-transform-merge, similar to the Inception models [61]–[63]. In group convolution, the input features are first divided into a few small groups along the channel. Then, a set of regular $3 \times 3$ or $5 \times 5$ convolutions are performed on these small groups. All of the outputs from these small groups are concatenated as the final output. But different from Inception models, where each path may be carefully customized, group convolution shares the same topology among all the paths. More specifically, Xie et al. [34] proposed to use stacked group convolutions in the process of transformation to reduce complexity and model sizes. Although group convolution may greatly reduce parameters, it can only capture the partly cross-modal correlations among the features within the same group, which may weaken the cross-modal correlations among all of the feature maps.

In this work, we propose a multi-branch group fusion (MGF) module to fuse the features $\{\mathbf{H}^n_d|d=1,2,3\}$ and $\{\mathbf{H}^n_d|d=1,2,3\}$. MGF is expected to effectively capture the cross-modal features between RGB and thermal infrared images but at a considerably lower computational complexity.

As shown in Fig. 5, the proposed MGF consists of two branches for feature fusion at each level. One branch (named multi-group fusion branch) has $M$ (e.g., $M=8$ in this paper) paths via group convolutions to reduce the network parameters while the other branch (named single-group fusion branch) has just one path to capture the wholly cross-modal features as in the traditional fusion module in Fig. 4. The two branches produce the same number of feature maps (e.g., 64 in this paper), so the number of the finally fused feature maps is doubled (e.g., 128 in this paper).

The details of the proposed MGF module are described as follows. In the multi-group fusion branch, the input single-modal features $\mathbf{H}^n_d, \mathbf{H}^n_d$ are first divided into $M$ groups along the channel, resulting in two sets of features $\{\mathbf{H}^1_{d,m}|m=1,2,...,M\}$ and $\{\mathbf{H}^2_{d,m}|m=1,2,...,M\}$ with the same number of channels (i.e., $8/M$), respectively. Then the features $\mathbf{H}^1_{d,m}$ and $\mathbf{H}^2_{d,m}$ with the same group index $m$ are concatenated and fused by two stacked convolution layers , i.e., a $1 \times 1$ convolutional layer with $64/M$ channels followed by a $3 \times 3$ convolutional layer with $64/M$ channels. Both layers
adopt a ReLU activation function. Finally, the outputs from the M groups are concatenated to obtain the fused features $H_{1,d}$ via the multi-group fusion branch. Mathematically, the multi-group fusion branch is expressed as

$$H_{1,d} = \text{Cat} \left( Z_1 \left( \text{Cat} \left( H_{d,1}^1, H_{d,1}^2 \right); \varphi_{d,1} \right), \ldots, Z_M \left( \text{Cat} \left( H_{d,M}^1, H_{d,M}^2 \right); \varphi_{d,M} \right) \right),$$  

(2)

where $Z_m(\ast, \varphi_{d,m})$ denotes the stacked convolutions with ReLU activation function mentioned above, and $\varphi_{d,m}$ denotes the network parameters in the $m$-th path.

The single-group fusion branch in MGF module can be seen as a special case of the multi-group fusion branch with $M = 1$. Therefore, the single-group fusion branch can be simply expressed by

$$H_{2,d} = Z^* \left( \text{Cat} \left( H_{d,1}^1, H_{d,1}^2 \right); \varphi_{d}^* \right),$$  

(3)

where $H_{2,d}$ is the $d$-th level of fused features from the single-group fusion branch, and $Z^*(\ast, \varphi_{d}^*)$ consists of two stacked convolution layers (a $1 \times 1$ convolutional layer with 64 channels followed by a $3 \times 3$ convolutional layer with 64 channels). Similarly, the two convolutional layers also have a ReLU activation function. $\varphi_{d}^*$ denotes the network parameters for $Z^*$.

The final fused features $H_d$ for the $d$-th level are obtained by simply concatenating $H_{1,d}$ and $H_{2,d}$ i.e.,

$$H_d = \text{Cat} \left( H_{1,d}, H_{2,d} \right).$$  

(4)

As discussed above, MGF module can capture the wholly cross-modal correlations among the features of RGB-T images via the single-group fusion branch. As well, it can extract more salient features from each single-modal input image via the multi-group fusion branch. As a result, the proposed MGF module can potentially better capture the cross-modal features of RGB-T images than those exiting fusion methods [36]–[38]. By using multiple MGF modules, different levels of fused features containing semantic information as well as visual details can be extracted for RGB-T salient object detection. More importantly, due to the employed group convolution, MGF module requires much fewer network parameters than the traditional fusion method shown in Fig. 4, which first concatenates $H_{1}^d$ and $H_{2}^d$ and then performs a $1 \times 1$ convolutional layer with 128 channels and a $3 \times 3$ convolutional layer with 128 channels.

C. Saliency map prediction using JABMP module

With multiple MGF modules, three levels of fused features $\{H_d|d = 1, 2, 3\}$ are obtained, which will be used to predict the final saliency map. A straightforward method is to perform the side output on each level $H_d$ independently, and then derive the final saliency map by adding a new convolutional layer

$$2$$

Assume that 128-channels of fused features are generated by using two sets of 128 channels of single-modal features. The number of parameters in traditional fusion method is $a_1 = (128 + 128)^2 \times 128 \times 1 \times 1 + 128 \times 128 \times 3 \times 3 = 180224$, and the number of parameters in MGF is $a_2 = 8 \times (128 + 128) / 8 \times 1 \times 1 \times 1 + 64 / 8 \times 3 \times 3 + 64 / 8 \times 1 \times 1 = 54080$. For each level fusion, the number of parameters is reduced by about 130000.

![Diagram](image_url)
to fuse these side outputs of different levels. Although this method can detect salient objects with features at different levels, the inner correlations among different levels of features are missing. As a result, the prediction may not be optimal, and some post-processing may be further needed as in [64]. To facilitate the interaction among multiple predictions, a series of connections from deeper side output layers to shallower ones were suggested in [24]. This method only considered the information transmitted from deeper layers to shallower ones, but ignored the information flow from shallower layers to deeper ones. Thus, the deep side outputs still lack the low-level details contained in the shallow layers. For that, Zhang et al. [25] proposed a bi-directional message passing module for salient object detection by concatenating feature maps from both high levels and low levels. However, their module just used simple concatenation operations to integrate multi-level features without considering their importance. As the multi-level features are not always equally useful for every input image, this aggregation method would lead to information redundancy. Considering that, a gated bi-directional message passing module was presented in [35], where a gate function was employed to transmit the useful features and suppress the superfluous features.

Inspired by the work in [35], we propose a joint attention guided bi-directional message passing (JABMP) module for saliency map prediction by effectively integrating the multi-level features from MGF modules. The module can capture the cross-level complementarity among the fused features in two directions. With the proposed module, high-level semantic information in deeper layers will be passed to shallower layers and low-level spatial details contained in shallower layers will also be passed to deeper layers. As is well known, each convolutional layer has multiple channels of feature maps. But not all these channels are effective for saliency prediction. Similarly, in each feature map, features from different spatial positions may play different roles in salient object detection. Therefore, a joint channel-spatial attention (JCSA) block, instead of a gate function as in [35], is introduced to control the message passing in the proposed JABMP module.

Fig. 6 illustrates the architecture of the proposed JABMP module, which consists of two directional connections. One is the bottom-up information stream, where the features from the current level and the weighted features from the previous level are integrated to produce the current level of attentive features via the JCSA block. The other is the top-down information stream, where we hierarchically propagate the predictions from higher-level to lower-level to obtain more accurate side outputs. Next, we discuss each step in detail.

1) Bottom-up information stream with joint channel-spatial attention: Given the multi-level fused features \( \{ H_d \} _{d=1}^3 \) from MGF modules, the attentive features at different levels are sequentially generated by using the introduced JCSA block. Mathematically, the process of the message passing from shallower layer to deeper layer is described by

\[
\bar{H}_d = \left\{ \begin{array}{ll}
A \left( \left( H_d + \phi \left( C \left( H_{d-1}; \theta_d, 2 \right) \right) \right), s, \tau \right), & d = 2, 3 \\
A \left( H_d, s, \tau \right), & d = 1
\end{array} \right.
\]

where \( C \left( *, \theta_d, 2 \right) \) denotes a \( 3 \times 3 \) convolutional layer to ensure the adjacent-level features have the same number of channels (i.e., 128) and the same spatial resolutions. \( \phi(\cdot) \) is a ReLU activation. \( A(\cdot, s, \tau) \) is the joint attention function to weight the features. \( s = [s_1, s_2, \ldots, s_Q]^T \in \mathbb{R}^Q \) is a set of channel-wise weights, and \( \tau \in \mathbb{R}^{W \times H} \) denotes the importance of each local spatial position in the feature maps. \( Q, W, \) and \( H \) represent the number of channels, width and length of the input features for the JCSA block, respectively. Detailed implementation of JCSA will be described as follows.

As shown in the bottom of Fig. 6, the proposed JCSA block consists of a “Squeeze-and-Excitation” (SE) block [65] and a “Spatial Attention” (SA) block [66]. The SE block reflects the global channel-wise importance of each feature map by introducing some channel-dependent weights, and the SA block indicates the local spatial importance of features by introducing some position-dependent weights.

Suppose that the input features \( H = [h_1, h_2, \ldots, h_Q] \in \mathbb{R}^{W \times H \times Q} \) for JCSA contain \( Q \) channels of feature maps, and \( h_q \in \mathbb{R}^{W \times H} \) is the \( q \)-th feature map. \( \tilde{H} = [\tilde{h}_1, \tilde{h}_2, \ldots, \tilde{h}_Q] \in \mathbb{R}^{W \times H \times Q} \) is the output of JCSA, i.e., \( \tilde{H} = A \left( H, s, \tau \right) \).

Similar to that in [65], a global average pooling is first performed on \( H \) to generate a set of channel-wise statistical features \( v = [v_1, v_2, \ldots, v_Q]^T \in \mathbb{R}^Q \) in the SE block. Then two fully connected (FC) layers and a simple sigmoid activation function are performed on \( v \), and a set of channel-wise weights \( s \) are obtained. The output \( H' = [h'_1, h'_2, \ldots, h'_Q] \in \mathbb{R}^{W \times H \times Q} \) of the SE block can be obtained by the following channel-wise multiplication

\[
h'_q = s_q \times h_q,
\]

where \( s_q \) is the \( q \)-th element of \( s \), and \( h'_q \) is the \( q \)-th feature map in \( H' \).

The output \( H' \) of the SE block is further fed into the subsequent SA block. More specifically, in the SA block, a \( 1 \times 1 \) convolutional operation and a simple sigmoid activation function are performed on \( H' \) to obtain the spatial weight map \( \tau \). Then the output of the SA block, i.e., the final output \( \tilde{H} = [\tilde{h}_1, \tilde{h}_2, \ldots, \tilde{h}_Q] \) of JCSA block, is obtained by the element-wise product between each feature map in \( H' \) and the spatial weights (or importance) , i.e.,

\[
\tilde{h}_q = \tau \circ h'_q,
\]

where \( \circ \) represents element-wise product, and \( \tilde{h}_q \) is the \( q \)-th feature map in \( \tilde{H} \).

As shown in Eq. (6) and Eq. (7), some important features with higher channel attention (or weights) as well as spatial attention (or weights) will be selected and transmitted to the next level, and some superfluous features will be suppressed in the bottom-up information stream by using the proposed
The proposed model is trained end to end using the cross-side output maps, and they can be computed by 
\[ \sigma_i \] respectively. It should be noted that all of the side convolutional layers, which are used to fuse features and obtain 
features when predicting the saliency maps.

JCSA block. This will boost the discriminability of the fused 
tentive features to ensure the features to be fused have the same spatial 
resolutions as the input images because of the employed deconvolution layers.

Saliency map prediction: Let \( \{ S_d | d = 1, 2, 3 \} \) denote the 
side output maps, and they can be computed by \( S_d = \sigma(P_d) \), \( \sigma(\cdot) \) is a sigmoid activation function.

These side outputs are further fused to obtain the fusion output \( P_0 \) by using a \( 1 \times 1 \) convolutional layer \( C(\ast; \theta_0^1, 1) \), i.e.,
\[
P_0 = C(\text{Cat}(P_1, P_2, P_3); \theta_0^1, 1).
\]

Thus, the fusion output map \( S \) can be computed by \( S_0 = \sigma(P_0) \), and we take \( S_0 \) as the final saliency map of our model. Then, the proposed model is trained end to end using the cross-entropy loss \( L \) between the ground truth and the predicted results \( \{ S_t | t = 0, 1, 2, 3 \} \), which is defined as [67]
\[
L = -\beta \sum_{i=0}^{3} \sum_{ij} G(i,j) \log (S_t(i,j)) 
- (1 - \beta) \sum_{i=0}^{3} \sum_{ij} (1 - G(i,j)) \log (1 - S_t(i,j)),
\]

where \( G(i,j) \in \{0, 1\} \) is the label of the pixel \( (i,j) \) in the ground truth, and \( S_t(i,j) \) is the probability of pixel \( (i,j) \) belonging to the foreground in the predicted saliency map \( S_t \). To increase the detection accuracy for salient objects of various sizes, a class-balancing weight \( \beta \) is used to balance the foreground and background, and is set to the ratio of the number of background pixels to that of all the pixels in the ground truth.

IV. EXPERIMENTS

In this section, we first describe the experimental setup and the employed evaluation metrics. Afterwards, we compare the proposed RGB-T salient object detection model with the state-of-the-art (SOTA) methods on some publicly available datasets. Finally, we perform several sets of ablation experiments to show the validity of each component in our proposed saliency detection model.

A. Experimental setup

1) Datasets: We train and evaluate our approach on three public datasets, including RGB-thermal dataset [27], Grayscale-thermal dataset [26] and MSRA-B dataset [68]. RGB-thermal dataset [27] contains 821 aligned RGB-T image pairs under different conditions to ensure the diversity
and richness of data scenarios, such as multiple salient objects, low illumination, and similar appearances.

**Grayscale-thermal dataset** [26] includes 25 aligned grayscale-thermal video pairs with high diversity. However, this dataset is collected for object tracking rather than for salient object detection. For object tracking, only moving objects need to be detected, while for salient object detection, stationary objects may also be salient. Moreover, moving objects sometimes are too small or occluded so that they may not be salient objects. Considering these, we selected 843 pairs of images from the dataset in our experiments, which can be divided into two sets, i.e., a pedestrian set with 537 frame pairs from 10 aligned video pairs and a car set with 306 frame pairs from another 10 aligned video pairs.

**MSRA-B dataset** [68] contains 5000 RGB images (2500 images as training set and 2500 images as testing set) and is widely used for single-modal image salient object detection.

2) **Training:** We start with the backbone VGG-16 nets in our proposed model, whose convolutional layers are initialized with the weights that are pre-trained on the ImageNet dataset [31]. Then we adopt a 3-step training strategy to ensure that our proposed network is converged quickly. First, we train the RGB branch by using the cross entropy loss between the predicted saliency map and the ground truth. For that, we remove the MGF modules from the whole network, i.e., the outputs from the ADFC modules in the RGB branch model are directly fed into the JCSC block in the proposed JABMP module for saliency prediction. Secondly, we train the thermal infrared branch in a similar way as that in the training of RGB branch. Finally, the whole multi-modal salient object detection model is trained, where the network parameters for each single-modal feature extraction branch, including the VGG-16 net and the ADFC modules, are initialized by using their corresponding pre-trained ones in the first two steps.

Due to the lack of large RGB-thermal image datasets, we have to use different training data during the network training, which is similar to that in [36] [37]. Concretely, we randomly select 410 RGB-thermal image pairs from the RGB-thermal dataset and 200 RGB-thermal image pairs from the selected Grayscale-thermal dataset (i.e., the car and pedestrian sets) as the training set. The rest of RGB-thermal image pairs in RGB-thermal dataset and Grayscale-thermal dataset are used as the testing set. Then, 830 samples are randomly selected from the training set of the MSRA-B as an auxiliary set to train the RGB/thermal branch of the proposed model.

Subsequently, in the first training step, the RGB images in the training set and those in the auxiliary set are employed to fine-tune the RGB branch model. In the second training step, the thermal images in the training set and the red color channels of RGB images in the auxiliary set are used to fine-tune the thermal infrared branch model. In the third training step, the RGB-thermal image pairs in training set are used to fine-tune the whole multi-modal saliency detection network.

3) **Implementation:** The proposed network model is implemented on the MATLAB R2014b platform with the Caffe toolbox [59] and a NVIDIA 1080Ti GPU (with 11G memory). The stochastic gradient descent (SGD) method is adopted to train the proposed network with a momentum 0.9 and a weight decay 0.0001. The base learning rate is set to $10^{-8}$, and then turned into a tenth of the previous set when the training loss reaches a flat. During training and testing, all the input images are rescaled to the spatial resolution of $256 \times 256$.

**B. Evaluation metrics**

We adopt six widely used metrics [11]–[25], including the precision-recall (PR) curves, F-measure curves, average F-measure ($F_{ave}$), mean absolute error (MAE), S-measure ($S_{o}$) [69] and weighted $F_{\beta}$-measure ($F_{\beta}^{w}$) [70], to objectively evaluate different saliency detection models.

Given a predicted saliency map $S$ of size $W \times H$, a binary mask $B$ is first obtained by using a threshold. Then precision and recall can be, respectively, computed by $Precision = |B \cap G|/|B|$ and $Recall = |B \cap G|/|G|$, where $G$ is the ground-truth and $|$ denotes the non-zero entries in a mask. F-measure is a weighted harmonic mean of precision and recall, and is defined by

$$F_{\beta} = \frac{(1 + \beta^2) \times Precision \times Recall}{\beta^2 \times Precision + \beta^2 \times Recall},$$

where $\beta^2$ is set to 0.3 as suggested in [16] and [25]. With different thresholds, the PR and F-Measure curves are thus obtained. $F_{ave}$ is the mean of all the $F_{\beta}$ values obtained by different thresholds.

Weighted $F_{\beta}^{w}$-measure ($F_{\beta}^{w}$) is an intuitive generalization of the F-measure, which is computed by

$$F_{\beta}^{w} = (1 + \beta^2) \times \frac{Precision^\omega \cdot Recall^\omega}{\beta^2 \times Precision^\omega + \beta^2 \times Recall^\omega},$$

where $Precision^\omega$ and $Recall^\omega$ are weighted precision and recall, respectively. Here, $\beta^2$ is also set to 0.3 as default. More details are seen in [70].

MAE is computed by

$$MAE = \frac{1}{W \times H} \sum_{i=1}^{W} \sum_{j=1}^{H} |S(i,j) - G(i,j)|.$$

S-measure ($S_{o}$) [69] is employed for the important structure information evaluation, which combines a region-aware ($S_{r}$) and an object-aware ($S_{o}$) structural similarity as their final structure metric:

$$S_{\alpha} = \alpha \cdot S_{o} + (1 - \alpha) \cdot S_{r},$$

where $\alpha \in [0, 1]$ is the balance parameter and is set to 0.5 as default.

**C. Comparison with the state-of-the-art methods**

To validate the proposed RGB-T salient detection model, we compare our model with 10 SOTA methods, which are further divided into three types, i.e., (1)RGB salient object detection methods: PoolNet [39], R3Net [40], and CPDNet [41]; (2) RGB-D salient object detection methods: AFNet [45], TSAA [46], PDNet [47], and SSRC [48]; and (3) RGB-T salient object detection methods: MFSR [28], GCL [49], and MRCM [27].
For fair comparisons, we modify these RGB and RGB-D salient object detection methods for RGB-T saliency detection. For those RGB methods, their original networks are seen as single-modal branches for RGB or thermal infrared image feature extraction. The outputs before the final saliency predictions in these networks for RGB and thermal infrared images are first concatenated and then fed into the saliency prediction layers to obtain the final multi-modal saliency maps. Those RGB-D methods are also re-trained for RGB-T saliency detection, where the input channels of depth images are replaced by the thermal images. These multi-modal versions (PoolNet+, R3Net+, and CPDNet+, for short, respectively) modified from the RGB models and those re-trained RGB-D models are fine-tuned in the same way as described in Subsection IV-A.

1) Visual Evaluation: Fig. 7 illustrates some saliency detection results by those RGB methods and their multi-modal versions. As shown in Fig. 7, compared with those single-modal salient detection methods for RGB images, their multi-modal counterparts generally perform better, especially when the input RGB images have poor visual quality (e.g., low contrast or much more noise). This further indicates that the use of the complementary information between the input RGB-T image pairs can improve the saliency detection performance.

Fig. 8 illustrates some visual comparisons of different methods in various cases, including large objects, small objects, simple background, complex background, poor illumination, and low contrast. As shown in the first four rows of Fig. 8, under the condition of simple background and sufficient illumination, most of these methods work well for small salient objects, but poorly for large objects. Differently, our method can detect objects of various sizes effectively. Comparing the results in the fifth and sixth rows, we can also see that our method can effectively capture saliency information from RGB-T images when the infrared image or the RGB image has low contrast. As shown in the last four rows of Fig. 8, for those images with poor illumination and complex background, some SOTA methods cannot achieve desirable results. For example, some salient objects are not uniformly detected and even mistakenly detected. Parts of the backgrounds are not well suppressed during the saliency detection. In contrast, our proposed method still works well for these images. This may be attributed to the good collaborations among the different modules in our proposed network, i.e., ADFC for multi-level feature extraction of each single-modal image, MGF for cross-modal feature fusion of RGB-T images, and JABMP for final saliency prediction.

2) Quantitative Evaluation: PR and F-measure curves of different methods are shown in Fig. 9. $F_{\alpha}$, $F_{\beta}$, $S_{\alpha}$, and $\text{MAE}$ values of different methods are listed in Table I. In Table I, the type of ‘RGB’ means that these methods are specifically designed for RGB salient object detection, which have been fine-tuned by using the RGB images in our RGB-T datasets. The evaluation values for these methods are obtained by performing these RGB salient object detection methods just on the RGB images in our RGB-T datasets. The type of ‘RGB→RGB-T’ means that these methods are modified from the RGB salient detection methods, as discussed previously. The type of ‘RGB-D→RGB-T’ means that these methods are re-trained versions of those RGB-D salient detection methods. Finally, the type of ‘RGB-T’ means that these methods are designed for RGB-T salient object detection. As shown in Fig. 9, the proposed method scores the best on both PR and F-measure curves among these methods. Similar conclusions can also be drawn from Table I. It can also be found from Table I that their multi-modal versions of those RGB salient object detection methods significantly outperform their original versions that are designed for RGB images. In addition, the processing time of different methods is also provided in Table I, which indicates that the computational complexity of the proposed method is acceptable. Especially, it has the highest computational efficiency among the four RGB-T salient detection methods.

D. Ablation analysis

1) Validity of multi-level feature extraction using ADFC: As shown in Fig. 3, multiple levels of features can be extracted from each single-modal input image by using several ADFC modules. In order to verify the validity of multiple levels of extracted features for saliency detection, we compare our proposal with another six schemes with different numbers of...
Fig. 8. Visual comparisons of different methods. From left to right: (a) RGB images; (b) Thermal infrared images; (c) R3Net+; (d) PoolNet+; (e) CPDNet+; (f) AFNet; (g) PDNet; (h) TSAA; (i) SSRC; (j) MRCMC; (k) MFSR; (l) CGL; (m) Ours; (n) Ground truth.

Fig. 9. Quantitative comparisons between the proposed algorithm and the other state-of-the-art methods. The first and second rows are the PR curves and F-measure curves of different methods on different data sets, respectively.
In order to verify the validity of the proposed MGF module, we compare the proposed ADFC module with other feature extraction modules mentioned above, while the proposed methods are compared by replacing ADFC with the saliency inference modules. Then several versions of our module in [56] and FPN in [55]. For that, we first design several SOTA feature extraction modules for RGB images, including resolution based feature combination (RFC) structure in Amulet [25], Hierarchical feature integration(HIFI) module in [56] and FPN in [55].

Adf modules in our proposed network. Seven schemes as well as their corresponding saliency detection results on the RGB-thermal dataset are listed in Table II. In the first three schemes, only a pair of ADFC modules are employed. One is used to extract a specific level of features from RGB images (e.g., $H_1$), and the other is used to extract the corresponding level of features from thermal infrared images (e.g., $H_2$).

In the fourth, fifth and sixth schemes, two pairs of ADFC modules are employed to extract two specific levels of features from RGB images (e.g., $H_1$ and $H_2$) and thermal infrared images (e.g., $H_3$ and $H_4$), respectively. In the last scheme, i.e., the scheme employed in our proposed network, three pairs of ADFC modules are employed to extract the RGB image features (e.g., $H_1$, $H_2$, and $H_3$) and thermal infrared image features (e.g., $H_4$, $H_5$, and $H_6$), respectively.

From the experimental results in Table II, it can be concluded that higher saliency detection performance can be obtained by those schemes extracting multiple levels of features than those just extracting one specific level of features. Especially, the proposed scheme that extracts three levels of features achieves the best performance among the schemes mentioned here.

Furthermore, we compare the proposed ADFC module with several SOTA feature extraction modules for RGB images, including resolution based feature combination (RFC) structure in Amulet [25]. Hierarchical feature integration(HIFI) module in [56] and FPN in [55]. For that, we first design a baseline method, where the ADFC modules are removed from our proposed method and the features from the backbone networks are directly fed into the subsequent feature fusion and saliency inference modules. Then several versions of our proposed methods are compared by replacing ADFC with the other feature extraction modules mentioned above, while the rest modules in our proposed method are kept unchanged. The experimental results in Table III demonstrate that the saliency detection performance can be improved via performing multi-level feature extraction modules on the backbone networks. In addition, the proposed ADFC module achieves higher saliency detection performance than the other feature extraction modules. It also has the highest computational efficiency among the four feature extraction modules.

2) Validity of multi-modal image feature fusion using MGF: In order to verify the validity of the proposed MGF module, we also provide six fusion schemes for multi-modal image features. Specifically, in the first two schemes (ADD and MGF1, for short, respectively), only the single-group fusion branch...
is employed. Simple element-wise addition and concatenation are first performed on the features from the input images, respectively, in the two schemes. Then the regular convolution is applied to obtain the fused features. In the third scheme (MGF2, for short), only the multi-group fusion branch with $M=8$ is employed. In the rest of schemes, the two branches are jointly employed but with different numbers of groups (MGF_4 with $M=4$, MGF_8 with $M=8$, MGF_16 with $M=16$ and MGF_32 with $M=32$, for short, respectively). The output channels of these models are all set to 128 for fair comparison.

The performance of different schemes is given in Table IV. By comparing ADD and MGF1, it can be easily found that the simple concatenation fusion strategy significantly outperforms the element-wise addition fusion strategy for multi-modal RGB-T images salient object detection. This may be attributed to the fact that simple element-wise addition may easily weaken the discriminability of the fused features because of the polarity inverse between the RGB and thermal image intensities. The experiment also demonstrates that multi-group fusion schemes can obtain better results than the traditional single-group fusion schemes. The performance can be further improved by combining the two schemes. Especially, when the number of groups $M$ is set to 8 in the proposed MGF module, the best saliency detection performance can be obtained. As discussed in [57], some salient features from individual single-modal image may be easily drowned in the concatenated features because of the large number of features. It is hard for single-group fusion scheme (i.e., the regular convolution) to boost those salient features from all of the input features. When the group numbers are too large (e.g., $M > 8$), the correlations among the feature maps will be weaken, since fewer channels of input features will be fed into each convolutional filter. This will also diminish the discriminability of the subsequent fused features [71]. Therefore, in our proposed MGF module, $M$ is set 8.

3) Validity of the proposed JCSA block for saliency prediction: In this part, five versions (No_Bi, Bi_NA, Bi_CA, Bi_SA, Bi_JCSA, for short, respectively) of the proposed bi-directional message passing module are compared to test the validity of the JCSA block. In No_Bi, the proposed JABMP is removed from our proposed network. Instead, as in [55], simple up-sampling and concatenation strategies are employed to integrates the multi-level fused features for the final saliency prediction in a coarser-to-finer way. In Bi_NA, no attention guidance is employed in the bi-directional message passing module. In Bi_CA, only the channel-wise attention mechanism (i.e., SE block in [65]) is employed to control message passing in the bi-directional message passing model. Similarly, only the spatial attention mechanism (i.e., CA block in [66]) is employed in Bi_SA, and the joint channel-spatial attention (JCSA) mechanism is employed in Bi_JCSA (i.e., the proposed attention guided bi-directional message passing module, shown in Fig. 6). The experimental results in Table V indicate that the attention mechanism, especially the joint channel-spatial attention mechanism, can greatly improve the saliency detection results.

V. CONCLUSION

In this paper, we have presented a novel end-to-end deep neural network model for RGB-T salient object detection, where the multi-modal saliency detection is formulated as a CNN feature fusion problem. The proposed model consists of three components, i.e., multi-level feature extraction of single-modal images using multiple adjacent-depth feature combination (ADFC) modules, cross-modal feature fusion of RGB-T image pairs using multi-branch group fusion (MGF) modules, and saliency prediction using a joint attention guided bi-directional message passing (JABMP) module. A joint channel-spatial attention (JCSA) mechanism is further employed in the proposed message passing module to focus on those important features with high channel attention as well as spatial attention but suppress those superfluous features. Experimental results demonstrate that the proposed RGB-T salient object detection method performs better than the state-of-the-art methods, especially for those challenging scenes with poor illumination, complex background or low contrast. One possible future work is to apply our saliency detector to industrial applications, such as image classification [72], object tracking [73], [74] and instance-level object retrieval [75], [76].
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