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Nonstationary Nonseparable Random Fields
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Abstract

We describe a framework for constructing nonstationary nonseparable random fields based on an infinite mixture of convolved stochastic processes. When the mixing process is stationary but the convolution function is nonstationary we arrive at nonseparable kernels with constant nonseparability that are available in closed form. When the mixing is nonstationary and the convolution function is stationary we arrive at nonseparable random fields that have varying nonseparability and better preserve local structure. These fields have natural interpretations through the spectral representation of stochastic differential equations (SDEs) and are demonstrated on a range of synthetic benchmarks and spatio-temporal applications in geostatistics and machine learning. We show how a single Gaussian process (GP) with these random fields can computationally and statistically outperform both separable and existing nonstationary nonseparable approaches such as treed GPs and deep GP constructions.

1. Introduction

Kernel-based methods (Scholkopf & Smola, 2001) have a long history in both machine learning and spatial statistics (Cressie, 1990) across frequentist and Bayesian paradigms. Standard covariance (kernel) functions, such as the Gaussian and Matérn, are stationary (translation invariant) and separable. Although these covariance functions admit tractable forms they are unrealistic for modelling real world phenomena that are non-stationary and exhibit strong dependencies.

In this work we focus on spatio-temporal random fields in \( \mathbb{R}^D \) as our motivation for proposing nonstationary nonseparable covariance functions. However, the methodology is applicable to general \( \mathbb{R}^D \) input spaces. Consider a spatio-temporal stochastic process \( Z(s, t) \) that has a stationary and separable structure, where \( s \in \mathbb{R}^2 \) indicates the spatial coordinates and \( t \in \mathbb{R} \) indicates a temporal dimension. Stationarity implies that the covariance function depends only on the distance of the observations \( C(s, t, s', t') = C(s-s', t-t') \) but not on their specific location. Separability implies independence between input dimensions, for example between space and time as \( C(s, t, s', t') = C(s, s')C(t, t') \). A non-separable covariance function captures dependencies between the dimensions; when that dependency is constant it can be expressed as \( C(s, t, s', t') = \rho C(s, s')C(t, t') \) we have constant nonseparability whereas when the dependency itself is changing across input space, we define it as varying nonseparability. Fig. 1 illustrates these different levels of separability and stationarity.

Nonstationary Separable: There is a significant body of work in nonstationary covariance functions either through hierarchical constructions (Paciorek & Schervish, 2004; Remes et al., 2017; Heinonen et al., 2016), compositional (deep) models (Damianou & Lawrence, 2013; Monterrubio-Gómez et al., 2018), input space partitioning approaches (Gramacy & Lee, 2008) or spectral representations (Stein, 2005; Remes et al., 2017).

As shown by Paciorek & Schervish (2004) any stationary covariance function can be used to construct a nonstationary one, where input dependent local-lengthscales are used to define the correlation between two points. This has been extended by Remes et al. (2017); Heinonen et al. (2016) by placing GP priors on the (log) of the lengthscales. These functions are very flexible but suffer from identifiability issues, inefficient inference procedures, and an increased computational burden (Paciorek & Schervish, 2006). Cortes et al. (2009) studies the general problem of kernel learning with a polynomial (potentially non-linear) combination of base kernels that can handle non-stationary data when the combination is location-dependent.

Remes et al. (2017) extend the spectral mixture (SM) kernel (Wilson & Adams, 2013) to a nonstationary one but the spectral representation is unavailable hence it is unclear how it evolves across input space. Similar to the Paciorek & Schervish (2004) construction, the nonstationary SM kernel suffers from identifiability issues. Reece et al. (2015)
Figure 1. Illustration of samples from 2D Gaussian processes with varying levels of stationarity (a/c,b/d,e) and separability (a/b,c/d,e). Nonstationary fields (b,d) exhibit varying levels of smoothness, changing from top left to bottom right. Higher levels of nonseparability express progressively more complex dependencies: from independence (a) to linear dependency structure (c,d) and varying local correlation structure (e), between the input dimensions. In (e) the smoothness of the process is fixed and the nonstationarity comes from the varying dependency structure.

We offer a Stochastic Process Mixing (SPM) framework that results in closed form nonseparable nonstationary covariance functions when the mixing process is stationary. The SPM is based on an infinite mixture of convolved stochastic processes and when the mixing process is nonstationary it enables us to better capture local correlation structure that changes across the domain. We focus on a Bayesian nonparametric setting, typical in spatial statistics, and demonstrate the capabilities of the resulting covariance functions within a Gaussian process (GP) framework and against other GP based approaches and compositions.
Nonstationarity: It is often easier to specify the convolving kernel functions rather than the resulting covariance function directly. When \( K \) is a stationary function then the resulting \( Z(x) \) will also be stationary. When \( K \) is nonstationary or \( \Phi \) has the form of a nonstationary stochastic process \( \tilde{\Phi} \) then the resulting field is also nonstationary (Paciorek & Schervish, 2004; Fuentes & Smith, 2001):

\[
Z(x) = \int K_x(x-u)\Phi_u(x) \, du
\]

where we have used subscripts to denote dependence on the input location and latent variables. Note that when \( \Phi_u(x) \) is a GP then \( Z \) will also be a GP. Typically the process \( Z \) will depend on some parameters, either from the kernel or the latent \( \Phi_u(x) \). Placing a prior over these we can define the marginal process:

\[
Z(x) = \int K_x(x-u|a)\Phi(x|a)p_u(a) \, da \, du
\]

that is difficult to get in closed form. If the mixing process \( p(a) \) does not depend on the latent variable \( u \), we have:

\[
Z(x) = \int K_x(x-u|a)\Phi(x|a)p(a) \, da \, du = \mathbb{E}_{p(a)}[Z(x|a)]
\]

Thus, the marginal process \( Z(x) \) can be regarded as an infinite mixture of stochastic processes \( Z(x|a) \) with parameters distributed \( a \sim p_u(a) \). If these \( Z(x|a) \) are stationary and \( p_u(a) = p(a) \), the resulting process is also stationary. When the mixing distribution changes with the latent variable \( u \), the resulting process \( Z(x) \) will be nonstationary, even if \( Z(x|a) \) is stationary.

Nonseparability: Using the construction of Eq. 4, a nonseparable spatio-temporal process can be written as a convolution of local separable processes. We have:

\[
Z_{\tilde{S}_a}(s,t) = \int \int \int K(s-u|a)K(t-v|b) \Phi_u(s|a)\Phi_v(t|b)p_{u,v}(a,b) \, da \, db \, du \, dv
\]

When \( p(a,b) = p(a)p(b) \) the resulting process \( Z(s,t) = Z(s)Z(t) \) will be a separable process. Instead, if \( a \) and \( b \) are dependent then the resulting process will be nonseparable. When \( p(a,b) \) is not changing with location of \( u \) and \( v \), the process \( Z(s,t) \) will be a stationary process.

Thus, the resulting covariance function will be:

\[
C(s,t,s',t') = \int \int \int K(s-u|a)K(t-v|b) \Phi_u(s|a)\Phi_v(t|b)p_{u,v}(a,b) \, da \, db \, du \, dv
\]

Where the local covariance depend on the zero-mean latent process \( C_u(s,s'|a) = \mathbb{E}[\Phi_u(s|a)\Phi_u(s'|a)] \) and \( C_v(t,t'|b) = \mathbb{E}[\Phi_v(t|b)\Phi_v(t'|b)] \). This approach incorporates both nonstationary convolution and nonstationary mixing for locally stationary processes, which results in increased number of hyper-parameters and raises the computational complexity. Furthermore, the flexibility of learning the dynamics either through the convolution or the mixing function causes identifiability issues. This leads us to consider two different approaches by constraining a different component each time.

3. SPMs through Nonstationary Convolution

In our first construction, we assume we have a stochastic function with constant nonseparability as seen in Fig. 1. In other words, the mixing distribution \( p(a, b) \) is not changing with location \( u \). The nonstationarity of the process is handled using the convolution function via Eq. 3. Thus, the general construction of Eq. 6 becomes:

\[
Z_{\tilde{S}_a}(s,t) = \mathbb{E}_{p(a,b)} \left[ \int K(s-u|a)\Phi_u(s|a) \, du \right] \int K(t-v|b)\Phi_v(t|b) \, dv \\
= \mathbb{E}_{p(a,b)} \left[ Z_{\tilde{S}_a}(s|a)Z_{\tilde{S}_a}(t|b) \right]
\]

Note that the mixing does not add any extra nonstationarity. From Eq. 8, we understand that the integral for the mixing is not related to the convolution mixing. When calculating the covariance function, Eq. 7, we could do the convolution first to generate the nonstationary separable process and handle the nonseparability using the process mixing. If the convolution function is separable, we have:

\[
C(s,s',t,t') = \int \left[ \int K(s-u|a)K_v(s'-u|a)C_u(s,s') \, du \right] \int K(t-v|b)K_v(t'-v|b)C_v(t,t') \, dv \, d\mu(a,b) \\
= \int C_{\tilde{S}_a}(s,s'|a)C_{\tilde{S}_a}(t,t'|b) \, d\mu(a,b)
\]

Where \( C_{\tilde{S}_a}(t,t'|b) \) and \( C_{\tilde{S}_a}(s,s'|a) \) are the covariances for the separable nonstationary process with scale mixture parameters \( a, b \). We could simplify the construction of Eq. 8 by conditioning either the convolution function or the latent process w.r.t the mixing parameters. In any case, we always arrive at the nonseparable covariance using the mixture distribution and the conditional separable covariance.
Special cases with closed forms

From Eq. 9, we see that to get the closed form of the random field, we need the closed forms of the component separable nonstationary covariance functions. We now assign the mixing parameter to the convolution function:

\[
\begin{align*}
C_\xi(s, s'|a) &= \int K_\nu(s - u|a)C_\nu(s, s')K_\nu(s' - u|a)du \\
&= \int K_\nu(s - u|a)C_\nu(s, s')K_\nu(s' - u|a)du
\end{align*}
\] (10)

Any closed form nonstationary construction can be used to generate \(C_\xi(s, s'|a)\). For simplicity, we assume the latent variable \(u\) is affected by a scalar random variable \(a\). We present more complex mixing in our applications. When we set the convolution function to:

\[
K_\nu(s - u|a) = \exp(-a(s - u)\Sigma(s)^{-1}(s - u)^T)
\]

and the latent covariance as \(C_\nu(s, s') = \sigma(s)\sigma(s')\) we arrive at Paciorek & Schervish (2006) nonstationary covariance function: \(C_{\xi,\nu}(s, s'|a) = A(s, s') \exp(-a(s - s')^T \Sigma(s) + \Sigma(s'))^{-1} (s - s')^T\)

Where \(A(s, s') = \sigma(s)\sigma(s')\Sigma(s)^{-1}(s - s')^T\). By setting:

\[
\begin{align*}
Q_{s,s'} &= (s - s')^T \Sigma(s) + \Sigma(s')^{-1} (s - s')^T \\
Q_{t,t'} &= (t - t')^T \Sigma(t) + \Sigma(t')^{-1} (t - t')^T
\end{align*}
\]

and defining \(R(s, s'|a) = \exp(-aQ_{s,s'})\) and \(R(t, t'|b) = \exp(-bQ_{t,t'})\) as the exponential part of the covariance function, we can marginalize \(a\) and \(b\) as:

\[
R(s, s', t, t') = \mathbb{E}_{a,b}[R(s, s'|a)R(t, t'|b)] = \mathbb{E}_{a,b}[\exp(-aQ_{s,s'})]\mathbb{E}_{a,b}[\exp(-bQ_{t,t'})]
\]

\[
M_a(-Q_{s,s'})M_b(-Q_{t,t'})
\]

Where \(M_a(.)\) and \(M_b(.)\) are the moment generation functions (MGF). Using the properties of MGFs, if we set the random variable \(a\) and \(b\) as linear combinations of independent random variables: \(a = \lambda_0 + \lambda_1\) and \(b = \lambda_0 + \lambda_2\) we can then rewrite the MGF as:

\[
M_a(-Q_{s,s'})M_b(-Q_{t,t'})
\]

\[
= M_{\lambda_0}(-Q_{s,s'} + Q_{t,t'})M_{\lambda_1}(-Q_{s,s'})M_{\lambda_2}(-Q_{t,t'})
\]

With specific distributions on \(\lambda_0, \lambda_1, \lambda_2\), we finally arrive at different closed forms for nonseparable nonstationary functions. For example, when \(\lambda_0 \sim \text{Ga}(\beta_0, 1), \lambda_1 \sim \text{Ga}(\beta_1, 1), \lambda_2 \sim \text{Ga}(\beta_2, 1)\) we have \(R(s, s', t, t') = (1 + Q_{s,s'} + Q_{t,t'})^{\beta_0}(1 + Q_{s,s'})^{\beta_1}(1 + Q_{t,t'})^{\beta_2}\)

When \(\lambda_0 \sim \text{IGa}(\beta_0, 1/4), \lambda_1 \sim \text{IGa}(\beta_1, 1/4), \lambda_2 \sim \text{IGa}(\beta_2, 1/4)\) we arrive at:

\[
R(s, s', t, t') = R'_{\beta_0}(Q_{s,s'} + Q_{t,t'})R'_{\beta_1}(Q_{s,s'})R'_{\beta_2}(Q_{t,t'})
\]

\[
R'_{\beta}(Q) = \frac{1}{\Gamma(\beta)2^{\beta-1}} \left(\sqrt{2/\beta Q}\right)^{\beta} K_{\beta}(\sqrt{2/\beta Q})
\]

4. SPMs through Nonstationary Mixing

In an alternative approach, we fix the convolution function and make the mixing function vary amongst locations. Fonseca & Steel (2011a) developed the nonstationary convolution based on the spatial dimension:

\[
C(s, s', t, t') = \int K(s - u)K(s' - u)du \int C_\nu(s, s'|a)C(t, t'|b)da db du
\]

However, the covariance amongst time is not handled by this function. It is possible to develop a fully space-time mixture kernel. Construct an SPM as:

\[
Z_{\xi,\nu}(s, t) = \int \int \int K(s - u)K(s' - u)du \int \int \int C_\nu(s, s'|a)C(t, t'|b)da db du dv
\]

If the mixing distribution \(p_\nu(a, b)\) is nonstationary between locations \(\{u, v\}\), we cannot get a general closed form for the marginal process \(Z_{\xi,\nu}(s, t)\). However, we can write down the covariance function when \(\Phi_\nu(s|a), \Phi_\nu(t|b)\) are independent for location \(\{u, v\}\):

\[
C(s, s', t, t') = \int \int K(s - u)K(s' - u)K(t - v)K(t' - v)du dv \int \int C_\nu(s, s'|a)C(t, t'|b)da db du dv
\]

As we can see, this is a special case of the general construction of Eq. 7. This construction ensures the smoothing of the convolution will be in each of the dimension while the mixing is nonstationary in each of the location amongst the space-time location. This makes the full covariance structure difficult to derive in closed form. However, we are still able to get the closed form of \(C_\nu(s, s', t, t')\) under each location:

\[
C_{\nu,v}(s, s', t, t') = \mathbb{E}_{p_\nu(a,b)}[C(s, s'|a)C(t, t'|b)]
\]

The covariance function \(C_{\nu,v}(s, s', t, t')\) presents the local nonseparable structure. Any nonseparable covariance function can be used here. For a closed form local covariance, we could use the special cases generated in §3.
As shown in the general construction in Eq. 6, the mixing parameter can be included in the convolution function:

$$Z_{S,S'}(s, t) = \int \int \int K(s - u|a)K(t - v|b) \Phi(s)\Phi(t)\rho_{a,v}(a, b)\, da\, db\, du\, dv$$

(20)

Thus, the covariance function can be written using a non-separable convolution: $C(s, s', t, t') = \int \int \int K(s' - u|a)K(t' - v|b)\, d\mu(a, b)\, du\, dv$.

(21)

Both mixing approaches in Eq. 19 and Eq. 21 handle non-stationarity and nonseparability through the mixing distribution. There is no significant qualitative difference between the two constructions but in some situations, it is easier to calculate using Eq. 19 rather than Eq. 21 and vice versa.

**Example: SPM through Nonstationary Mixing** We generate the covariance function using nonstationary mixing:

$$C(s, s', t, t') = \int \int K(s - u)K(s' - u)K(t - v)\, d\mu(a, b)\, du\, dv$$

(22)

For the convolution functions $K(s - u), K(t - v)$, we assume they are stationary and use an exponential convolution. We assume the local stationary processes follow the covariance:

$$C'(s, s'|a)C'(t, t'|b(v)) = \exp\left(-a(u)\frac{(s - s')^2}{\ell_s}\right)\exp\left(-b(v)\frac{(t - t')^2}{\ell_t}\right)$$

(23)

Thus, we can construct the nonstationary mixing via a linear function and independent variables. Assume $\lambda_0 \sim \text{Ga}(\beta_0, 1), \lambda_0 \sim \text{Ga}(\beta_1(u), 1)$ and $\lambda_2 \sim \text{Ga}(\beta_2(v), 1)$, we have $a(u) = \lambda_0 + \lambda_1$ and $b(v) = \lambda_0 + \lambda_2$, where $\beta_1(u)$ and $\beta_2(v)$ are the polynomial functions related to the location $u$ and $v$. Thus, we have:

$$C_{u,v}(s, s', t, t') = \mathbb{E}_u, b(C(s, s'|a(u))C(t, t'|b(v)) = C_{\beta_0}(Q_s + Q_v)\beta_1(u)(Q_s)\beta_2(v)(Q_t)$$

(24)

where $Q_s = (s - s')^2/\ell_s$ and $C_{\beta}(Q) = (1 + Q)^{-\beta}$. We demonstrate this SPM in a synthetic setting at §6.1.

**5. SDE informed SPMs**

For most random fields the optimal form of the convolution is generally unknown. Hence practitioners typically fall back on the Gaussian convolution. Although this provides appealing properties, unbiased estimates and closed form kernel functions, the Gaussian kernel does not provide any additional information and simply acts as a smoother. However, in many cases the observed process can be described as the solution to a stochastic differential equation (SDE):

$$a_pZ^{(p)}(t) + a_{p-1}Z^{(p-1)}(t) + \ldots + a_0Z(t) = \phi(t)$$

(25)

where $Z^{(p)}(t)$ is $p$-th derivative of $Z(t)$ and $\phi(t)$ is the forcing term that brings uncertainty into the process. In general the forcing term can be any stochastic process but is typically assumed to be a white noise process.

![Figure 2. The true 2D heat kernel surface is plotted in the top left and red points denote observation locations. Top right and bottom left show a GP prediction using a squared exponential kernel across varying sample sizes. Bottom right shows that our SDE informed SPM better recovers the true surface, even on a small sample size, because it can encode the physical behaviour of the process.](image)

Instead of solving Eq. 25 directly, we can find the corresponding Green’s function and rewrite the process of interest as a convolution against this:

$$Z(t) = \int G(t - u)\phi_u(t)\, du$$

(26)

where $G(t - u)$ is the Green’s function for the SDE in Eq. 25. Through this form we are injecting physical/mechanistic structure into our prior that will allow us to learn the process $Z(\cdot)$ more effectively. By viewing the SDE as arising from a convolution we can cast it into both our nonstationary convolution and nonstationary mixing framework.
Nonstationary SDEs We can simply create a nonstationary process by mixing the SDE with a nonstationary distribution. Following Sec. 4 we have:

\[
Z(t) = \int Z(t|b) d\mu(b) = \int\int G(t-u|b)\phi_u(t|b) d\mu(b) du, \tag{27}
\]

where \(\mu(b)\) is the probability measure for random variable \(b\). For the marginal process \(Z(t)\), it is hard to find a corresponding SDE. However, we can find the SDE representation on the conditional process \(Z(t|b)\). When \(b\) is the random variable varying on the input space, we can define the involving structure for each location of the input space via the Green’s function of the SDE. When the input space is high dimensional, the correlation of the random variables captures the dependency structure of the input space.

For a separable SDE, \(Z(s,t) = Z^*(s|a)Z^*(t|b)\), the process is the solution to the following SDE:

\[
\sum_i a_i \frac{\partial^2 Z^*(s|a)}{\partial s^2} + a_0 Z^*(s|a) = \phi(s|a),
\]

\[
\sum_j b_j \frac{\partial^2 Z^*(t|b)}{\partial t^2} + b_0 Z^*(t|b) = \phi(t|b). \tag{28}
\]

We have seen in our Nonstationary mixing framework (§4), that we can induce correlation between the input dimensions. Let \(a = \{a_0, \ldots a_I\}\), \(b = \{b_0, \ldots b_J\}\) be random variables from the joint distribution \(\rho(a, b)\) that mix the above SDE. We can induce a nonstationary, nonseparable process, even when the latent SDEs are stationary:

\[
Z_{\bar{S}_p}(s,t) = \int \int \int G(s-u)G'(t-v) \Phi(s|a)\Phi(t|b) p_{a,v}(a,b) da db du dv \tag{29}
\]

\[
E_{p_{a,v}(a,b)}[\Phi(s|a)\Phi(t|b)] da db du dv
\]

We can also handle a nonstationary mixture using Green’s function; the process will then be constructed as:

\[
Z_{\bar{S}_p}(s,t) = \int \int \int G(s-u|a)G'(t-v|b) \Phi(s|a)\Phi(t|b) p_{a,v}(a,b) da db du dv \tag{30}
\]

Nonstationary Nonseparable Random Fields

We will instantiate this in §6.2 as a benchmark problem. For computational simplicity, we assume only space dependency exists in the local structure, i.e. \(C_{u_x_1, u_x_2,v}(x_1,x_2,t,x'_1,x'_2,t') = C_{u_x_1, u_x_2,v}(x_1,x_2,x'_1,x'_2)C(t,t')\). We use the construction of Eq. 24 as our space mixture. Although the variance of time is assumed to be separable in the local covariance, the final covariance of \(f(x_1,x_2,t)\) is still purely nonseparable since the convolution operator \(K(x_1-u_1,x_2-u_2,t-v)\) is nonseparable across space-time.

Example: Spatio-temporal Heat Equation

The spatio-temporal heat equation:

\[
\begin{align*}
\frac{df(x_1,x_2,t)}{dt} - D \frac{d^2 f(x_1,x_2,t)}{dx_1^2} - D \frac{d^2 f(x_1,x_2,t)}{dx_2^2} &= \phi(x_1,x_2,t) \\
\end{align*}
\]

is an SDE that defines the dispersion of heat through an object. The fundamental solution is given by:

\[
G(x_1,x_2,t) = \frac{1}{(4\pi Dt)^{d/2}} \exp \left( -\frac{x_1^2 + x_2^2}{4Dt} \right) \tag{32}
\]

We can construct the covariance function for \(f(x_1,x_2,t)\) as:

\[
C(x_1,x_2,t,x'_1,x'_2,t') = \int \int G(x_1-u_1,x_2-u_2,t-v) G(x_1'-u_1,x_2'-u_2,t'-v) C_{u_x_1, u_x_2,v}(x_1,x_2,x'_1,x'_2,t) du_1 du_2 dv
\]

6. Experiments

To demonstrate our SPMs we apply them on two synthetic datasets ([§6.1 Compound function, §6.2 Heat equation], on the well-studied Irish wind dataset that is nonseparable and on a challenging setting of forecasting NO2 across London. We compare against nonstationary separable (Paciorek & Schervish, 2004) kernels denoted as \(GP(S_p,S_p)\), and stationary nonseparable (Fonseca & Steel, 2011a) kernels denoted as \(GP(S,S_p)\) as well as a Treed GPs (Gramacy & Lee, 2008) and a two-layer Deep Gaussian process (DGP) (Damianou & Lawrence, 2013) with the doubly stochastic framework introduced by Salimbeni & Deisenroth (2017). We denote the SPM:nonstationary convolution (SPM:NC) as \(GP(S,S_p) : NC\) and the SPM:nonstationary mixing (SPM:NM) as \(GP(S,S_p) : NM\).
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Figure 3. Predictive mean surface of spatio-temporal heat equation for different time points. The training data is only available at \( t = 0 \) to \( t = 0.1 \). With enough training data at \( t = 0 \), all the covariance functions predict well. For \( t = 0.25 \), only the nonstationary mixing with SDE convolution keeps all the structure. However, the SMP:NC still captures the change of the function using the hierarchical nonstationary nonseparable structure and predicts better than other competing approaches.

6.1. Nonseparable compound function

In our first toy example we are interested in recovering the following non-stationary non-separable surface:

\[
\begin{align*}
    f(s, t) &= \sin \left(3 \cdot (s_1^2 + s_1 \cdot (2 - s_2)^2 + t) \right) + 2 \\
    y(s, t) &= f(g(s), t) + \epsilon
\end{align*}
\]

(34)

where \( s_1, s_2 \) are the first and second input dimensions of \( s \) respectively, \( g(s) = \Sigma z_s \) is the input warping function that provides additional non-seperability, \( \Sigma = \begin{bmatrix} 1 & 0.3 \\ 0.3 & 1 \end{bmatrix} \) and \( \epsilon \sim \mathcal{N}(0, 0.1) \).

To measure the amount of non-separability we calculate the empirical non-separability index ratio (0.58)(De Iaco & Posa, 2013) and run the augmented Dickey–Fuller test (-2.27) for stationarity (Lobato & Velasco, 2007), which indicates that the dataset is nonstationary and nonseparable. We generate 7 data sets with varying sample sizes using 10, 20, 30, 50, 100, 200 and 500 randomly selected observations. We expect our proposed constructions to have pronounced improvements when the sample size is small relative to the complexity of the field. For each dataset we repeat the comparison 3 times using a different random seed. We fit GP for all covariance functions. For all models, except the DGP, we optimise the hyper parameters through the marginal likelihood. To make the DGP experiment fair we use as many inducing points as input observations. We found that the single GP models were easy to fit and robust to initialization whereas the DGP has a tendency to explain the observations as noise; this required us to first hold the noise variance constant and release it half way through optimisation.

We find that all models start off with a high MSE (as to be
expected with only 10 observations) and find that all non-separable kernels converge to the lowest MSE the quickest. For all the covariance function trained in the experiments, when we have enough observations, the corresponding GP can fit the data quite well. However, when we have less evidence, the predictive accuracy of the separable kernel drops faster than the nonstationary nonseparable kernel as the covariance function fails to learn the correlations amongst inputs as shown in Fig. 6.

6.2. Spatio-temporal Heat equation

We are now interested in recovering a specific solution to the spatio-temporal heat equation, Eq. 31:

\[
\begin{align*}
  f(s,t) &= 0.1 \cdot [50 - (x) \cdot \sin(\pi \cdot (x)/3)] \cdot \exp(-5t) \\
  y(s,t) &= f(g(s),t) + \epsilon
\end{align*}
\]

where \( x = s_1^2 + s_2^2 \), \( \epsilon \sim \mathcal{N}(0, 0.1) \) and \( g(s) = \Sigma \) s. We generate a \( 20 \times 20 \times 5 \) uniform grid between \([-5, -5, 0] \) and \([5, 5, 0.3] \) for input \( s_1, s_2, t \). We take the first two time slices as our training set and then predict on the remaining slices. For all models we follow the same training regime as described in Sec. 6.1. The results are shown in Fig. 3 and Table 1. In the first time step all models are able to fit to the data well but in the final slice all models apart from our SDE kernel have quickly returned to the prior mean (note that DGP returns to the mean of the data). By encoding the SDE into our prior and mixing over the parameters of the convolution we are able to forecast accurately.

6.3. Air Pollution in London

We model NO\(_2\) across London using observations from the London air quality network and 34 sensors recording every hour. The levels of NO\(_2\) are impacted by both global factors like weather and external air pollution sources as well as local factors such as industry and traffic. Hence we expect the correlations between sensors to be very dynamic, depending on both local and global factors. For comparison we fit the data with a single GP with separable squared exponential (SQE) covariance functions. We use the construction of Eq. 23 to handle nonseparability. To construct the mixture, we simplify the spatiotemporal random mixture as:

\[
\begin{align*}
  u_{s_1} &= \lambda_0 + \lambda_1 + \lambda_2, \\
  u_{s_2} &= \lambda_0 + \lambda_1 + \lambda_3 \\
  v_t &= \lambda_0 + \lambda_4.
\end{align*}
\]

Thus, we can use the nonseparable construction in Eq. 23 and the exponential convolution kernel (Eq. 3). For the nonstationary convolution approach, we assume all parameters in the convolution are a linear function related to the location. For the nonstationary mixing, we assume \( \lambda_0, ..., \lambda_4 \).
6.4. Irish Wind

The Irish wind data is well known for exhibiting nonseparability. It measures daily average wind speed for 12 different locations in Ireland. After standardizing the data, we run a separability test (De Iaco & Posa, 2013) on the data that results in a separability of 0.38, while the separability ratio over two individual stations is also around 0.38. This indicates shared structure amongst all stations. We observe this in the results; the SPM:NM and SPM:NC are similar to each other (Fig. 7), as the final covariance functions all converge into a surface with constant nonseparability.

7. Conclusion

We have generalized process convolution kernels using stochastic mixing to handle both nonstationarity and nonseparability in the data. We demonstrate improved estimates and forecasts as the underlying GP model gains from both the nonstationarity and nonseparability properties of the kernels. As the form of the convolution kernel is generally unknown, we can motivate our convolution function from stochastic differential equations. Thus, any additional physical information can be brought into the covariance function. We illustrate in §6.2 that the SDE informed convolution can reach better prediction with less observations. Finally, we show that our SMP:NM captures local varying structure which is crucial in real world spatio-temporal problems.
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