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Computation over MAC: Achievable Function Rate Maximization in Wireless Networks
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Abstract — The next generation wireless network is expected to connect billions of nodes, which brings up the bottleneck on the communication speed for distributed data fusion. To overcome this challenge, computation over multiple access channel (CoMAC) was recently developed to compute the desired functions with a summation structure (e.g., sum, norm, etc.) by using the superposition property of wireless channels. This work aims to maximize the achievable function rate of reliable CoMAC in wireless networks. More specifically, considering channel fading and transceiver design, we derive the achievable function rate adopting the quantization and the nested lattice coding, which is determined by the number of nodes, the maximum value of messages and the quantization error threshold. Based on the derived result, the transceiver design is optimized to maximize the achievable function rate of the network. We first study a single cluster network without inter-cluster interference (ICI). Then, a multi-cluster network is further analyzed in which the clusters work in the same channel with ICI. In order to avoid the global channel state information (CSI) aggregation during the optimization, a low-complexity signaling procedure irrelevant with the number of nodes is proposed utilizing the channel reciprocity and the defined effective CSI.

Index Terms — Computation, interference, multiple access channel, MIMO, signaling procedure, transceiver design

I. INTRODUCTION

Both communication and computation are important for the next generation wireless networks. As the communication speed is growing rapidly, the communication speed of the air interface has become a bottleneck, especially for large-scale networks. For example, the 5G cellular network is predicted to provide an Internet of Things (IoT) that interconnects up to 1 trillion devices, and a million connections per square kilometer [1]. Traditional “communicate-then-compute” principle attempts to avoid the multi-node interference through orthogonal multiple access channel (MAC), which will result in an extensive air interface latency with limited radio resources [2].

In order to overcome this bottleneck, computation over MAC (CoMAC) provides a promising design to integrate communication and computation. It utilizes the superposition property of wireless channel to compute a class of functions with a summation structure (e.g., sum, norm, etc.) directly. CoMAC allows simultaneous transmission of multiple nodes instead of traditional orthogonal access, which dramatically reduces the air interface latency. The study on CoMAC can be tracked back to the pioneer work in information theory. B. Nazer and M. Gastpar first pointed out that it was beneficial to utilize the superposition property of wireless channels to compute some target functions with a similar structure [3].

From the implementation point of view, uncoded analog function computation is the most direct way to realize CoMAC. Uncoded transmission where the node’s channel input is merely a scaled version of its noisy observation has been proved to be optimal for a standard Gaussian multiple-access channel in [4]. The analog CoMAC for a generalized network consisting of multiple fusion centers was studied in [5], where the network was divided into several clusters with independent target functions computed. Various experiment platforms have been built to verify the idea of the analog CoMAC in [6], [7].

Furthermore, several practical issues were discussed during the implementation of the analog CoMAC. Considering the imperfect synchronization between different nodes, a robust analog function computation scheme was proposed in [8], where the synchronization error has been transferred into an additive noise through random sequences. Modeling the channel uncertainty with the worst-case model, a robust design problem for parallel analog function computation was formulated and optimized in [9], [10]. In [11], a uniform forcing transceiver design for analog CoMAC was proposed to compensate the non-uniform fading of different nodes. More complicated multiple-input and multiple-output (MIMO) transceiver designs were provided in [12] for the analog CoMAC, which realized multiple functions computed over MAC with antenna arrays. The objective of all these designs is to minimize the computation error measured by mean squared error (MSE) between the target function and the computed one. However, the reliable computation cannot be guaranteed by the analog CoMAC.

In order to achieve reliable CoMAC, digital CoMAC was further developed. Using channel coding to compute the noisy modulo sum was investigated in [13] based on the linear property of nested lattice coding [14]. Inspired by the idea of recovering the linear combination first, various compute-and-forward schemes based on nested lattice coding have been proposed to improve the communication rate [15]–[17], where the integer coefficient of linear combination should be chosen to be close to the channel coefficient [18], [19]. M. Goldenbaum et al. first proposed a unified digital scheme to compute...
structured functions over MAC in [20], where the achievable function rate was first provided assuming the uniform fading of different nodes. With non-uniform fading considered, the work in [21] found that the achievable function decreased as the number of nodes increases, and eventually went to zero due to fading MAC. They also proposed an opportunistic CoMAC to achieve a non-vanishing computation rate in [22], where a subset of nodes opportunistically participated in the transmission at each time slot. A wide-band CoMAC based on orthogonal frequency division multiplexing (OFDM) was studied in [23], where functions were transmitted like bit sequences through division and reconstruction.

However, the afore-mentioned works of digital CoMAC do not consider the transceiver optimization to maximize the achievable function rate. This motivates our work to derive the achievable function rate considering the channel fading and the transceiver design, and then maximize the achievable function rate in wireless networks. Actually, MIMO transceiver optimization to maximize the communication rate is a classical topic that has been extensively studied for information-centric networks [24]–[26]. The objective of the existing MIMO transceiver optimization for information-centric networks is maximizing the communication rate [27]. It is often achieved by decoupling the messages of multiple nodes and suppressing the interference between different nodes. In contrast to traditional networks, the digital CoMAC network is function-centric and the objective of MIMO transceiver design is to maximize the achievable function rate through compensating the non-uniform fading and suppressing the receive noise or interference. Thus, the traditional MIMO transceiver design cannot be used for the CoMAC network.

In this work, we study the transceiver optimization for digital CoMAC in wireless networks. Each node quantizes its reading and then encodes the quantized vector. After transmit beamforming, all nodes transmit the message concurrently. The fusion center (FC) receives the estimate of the target function directly. After receive beamforming and channel decoding, the target function can be recovered reliably. The corresponding achievable function rate is derived, which is defined as functions per channel use. Then the MIMO transceiver is optimized to maximize the derived achievable function rate for single-cluster network without inter-cluster interference (ICI) and multi-cluster network with ICI. The optimization depends on the global CSI of the network, which incurs a massive CSI aggregation. A low-complexity signaling procedure is further proposed using the channel reciprocity and the defined effective CSI. The main contributions of this work are summarized as follows.

- **The achievable function rate.** As mentioned, the existing works of digital CoMAC do not provide the achievable function rate considering both the channel fading and the transceiver design. This work derives the corresponding achievable function rate, which is determined by the number of nodes, the maximum value of messages and the quantization error threshold.

- **The CoMAC transceiver design.** Based on the derived results, we formulate the problem to maximize the achievable function rate of the CoMAC network under the power constraint at each node. Both single cluster networks and multi-cluster networks are studied based on the definition of the effective noise.

- **A low-complexity signaling procedure.** Because the traditional signaling procedure of the transceiver optimization requires the global CSI of the network, it incurs a high time-complexity. We propose a low-complexity signaling procedure irrelevant with the number of nodes to avoid individual CSI aggregation based on the channel reciprocity and the defined effective CSI.

The remainder of the paper is organized as follows. Section II presents the system model. Section III derives the achievable function rate. The transceiver optimization and the corresponding signaling procedure design are studied in Section IV. The study is further extended to multi-cluster networks in Section V. Simulation results are provided in Section VI, followed by concluding remarks in Section VII.

Notation: $\mathcal{R}$ denotes the reals, and $\mathcal{F}_q$ denotes the finite field of size $q$ with the corresponding subset of the integers $\{0, \cdots, q-1\}$. $\oplus$ stands for the modulo summation over the finite field. We use boldface lowercase letter to denote column vectors and boldface uppercase letters to denote matrices.

### II. System Model

We consider a wireless network composed of an FC and $K$ nodes indexed by $k \in \{1, 2, \cdots, K\}$. The $t$-th reading of the node $k$ is $s_{k,t}$, where $t \in \{1, \cdots, T\}$. The network is assumed to be function-centric. That is the FC does not care about the individual reading of each node but the target function thereof $f_k(s_{k,1}, \cdots, s_{k,T})$. Furthermore, the target function is assumed to be Nomografic function, which is defined as follows

**Definition 1.** (Nomografic function [20]) The Nomografic function is represented as

$$f_k = \psi \left[ \sum_{k=1}^{K} \phi_k(s_{k,t}) \right],$$

where $\psi(\cdot)$ is the post-processing function of the FC, and $\phi_k(\cdot)$ is the pre-processing function of the node $k$. Some common Nomografic functions are listed in Table I.
Due to the summation structure of the target function, there are two schemes to recover it at the FC.

- **Communication over MAC**: As illustrated in Fig. 1(a), communication over MAC is a communication and computation separated scheme, where the FC first recovers the individual reading \( \{s_{k,t}\} \) of all nodes through orthogonal MAC, and then computes the target function \( f_t \) thereof. In order to avoid inter-node interference, orthogonal multiple access, e.g., TDMA, should be adopted, which incurs a high latency.

- **Computation over MAC**: As illustrated in Fig. 1(b), computation over MAC is a communication and computation integrated scheme, which utilizes the superposition property of the wireless channel to receive the summation part of the target function \( \{\sum_{k=1}^{K} \varphi_k(s_{k,t})\} \) with all nodes’ concurrent transmission. It harnesses the inter-node interference rather than avoiding it, which is promising for a large network.

In order to achieve reliable computation, data processing flow including quantization and channel coding is required at both the node \( k \) and the FC.

For the node \( k \), the data processing flow is given as

\[
\{s_{k,t}\} \rightarrow \{\varphi_k(s_{k,t})\} \rightarrow \{v_{k,t}\} \rightarrow \{q_k\} \rightarrow \{x_k\},
\]

where the reading \( s_{k,t} \) is first processed by the pre-processing function \( \varphi_k(\cdot) \), the pre-processed reading \( \varphi_k(s_{k,t}) \) is then quantized into a length \( v \) binary vector \( \{v_{k,t}\} \) is then mapped into a length \( m \) \( q \)-ary vector \( \{q_k\} \in \mathbb{F}_q^m \), and the quantized vector \( q_k \) is encoded into a length \( M \) dithered nested lattice codeword \( x_k \in \mathbb{R}^M \) finally.

After transmit beamforming, all nodes concurrently transmit with symbol-level synchronization assumed. Then, the received signal after receive beamforming of the FC is

\[
u = a^T \sum_{k=1}^{K} H_k b_k x_k + a^T n
= \sum_{k=1}^{K} x_k + \sum_{k=1}^{K} (a^T H_k b_k - 1) x_k + a^T n,
\]

where \( a \in \mathbb{R}^{N_r} \) is the transmit beamforming vector of the FC, \( b_k \in \mathbb{R}^{N_r \times N_t} \) is the transmit beamforming vector of the node \( k \), \( H_k \in \mathbb{R}^{N_r \times N_t} \) is the channel matrix between the node \( k \) and the FC, which is assumed to be block-fading and keeps constant during the transmission of \( x_k \), and \( n \in \mathbb{R}^{N_r} \) is the noise vector with each element distributed as \( \mathcal{N}(0, \sigma^2_n) \). It can be seen that the effective noise of CoMAC is composed of the distortion caused by the non-uniform fading and the received noise, which is different from the traditional transmission noise.

For the FC, the data processing flow is given as

\[
u^2 \rightarrow \sum_{k=1}^{K} q_k \rightarrow \sum_{k=1}^{K} v_{k,t} \rightarrow \sum_{k=1}^{K} \varphi_k(s_{k,t}) \rightarrow \{f_t\},
\]

where the received signal \( \nu \) is first decoded into the sum of the quantized vector \( \sum_{k=1}^{K} q_k \) after removing the dithers, \( \{\sum_{k=1}^{K} v_{k,t}\} \) and \( \{\sum_{k=1}^{K} \varphi_k(s_{k,t})\} \) are then recovered, and the target functions \( \{f_t\} \) are computed by the post-processing function \( \psi(\cdot) \).

In the following discussion, we adopt the achievable function rate as the performance metric, which specifies how many functions can be computed per channel use with predefined quantization error and decoding error, i.e.,

**Definition 2.** (Achievable function rate) Let \( \Delta \) be quantization error threshold of \( \varphi_k(s_{k,t}) \rightarrow q_k \), \( \varepsilon \) decoding accuracy of \( \nu \rightarrow \{\sum_{k=1}^{K} v_{k,t}\} \). Then \( R_C \) is said to be an achievable function rate with fixed quantization error \( \Delta > 0 \), if for every rate \( R' = T/M \leq R_C \) and every \( \delta > 0 \), the decoding error satisfies

\[
\Pr \left( \bigcup_{t=1}^{T} \{|\hat{g}_t - g_t| > \varepsilon\} < \delta \right) \text{ with sufficiently large channel uses } M, \text{ where } g_t = \sum_{k=1}^{K} v_{k,t} \text{ and } \hat{g}_t \text{ is its corresponding estimate at the FC.}
\]

**III. ACHIEVABLE FUNCTION RATE**

In this section, we first derive the achievable function rate as the performance metric, where both the channel fading and the transceiver design are considered.

We adopt nested lattice coding as channel coding, and the most attractive property of nested lattice coding is its linear property [28]. That is

\[2\]At the FC, the received signal after receive beamforming removes the dithers, and then is mapped to the estimate of the sum.
\[
\sum_{k=1}^{K} x_k \mod \Lambda_c \in \mathcal{L}^M, \tag{5}
\]
where \(\mathcal{L}^M\) is an \(M\)-dimensional nested lattice codebook, and a summation of nested lattice codewords \(x_k \in \mathcal{L}^M\) modulo the coarse lattice \(\Lambda_c\) only takes values on the codebook \(\mathcal{L}^M\). Thus, the nested lattice coding can be adopted to protect a modulo-\(q\) sum of the quantized vectors, i.e., \(v = \bigoplus_{k=1}^{K} q_k\).

**Lemma 1.** (The achievable rate to decode modulo-\(q\) sum) Given the received signal of the FC in (3), the modulo-\(q\) sum is decoded as \(D(u)\). The corresponding decoding error is \(\varepsilon\). With sufficiently large number of channel uses \(M\), the following rate is achievable for arbitrary \(\varepsilon > 0\) with nested lattice coding

\[
R_C \leq \frac{1}{2} \log_2 \left( \frac{P_0}{\sum_{k=1}^{K} \|a^T H_k b_k - 1\|^2 + \|a\|^2 \sigma_n^2} \right), \tag{6}
\]
where \(\log_2^+ (\cdot) = \max \{\log_2 (\cdot), 0\}\), \(P_0\) is the average transmit power constraint, and

\[
\Gamma = \sum_{k=1}^{K} \|a^T H_k b_k - 1\|^2 + \|a\|^2 \sigma_n^2 \tag{7}
\]
is the MSE of the effective noise of CoMAC.

**Proof.** The proof follows from Theorem 1 in [13] and Theorem 2 in [29], which provide the achievable rate to decode modulo-\(q\) sum for single antenna MAC and multi-antenna MAC.

For compute-and-forward scheme, the target function of the relay is the modulo sum of transmitted messages with arbitrary coefficients, i.e., \(v = \bigoplus_{k=1}^{K} a_k q_k\), where \(\{a_k\}\) are coefficients and \(\{q_k\}\) are transmitted messages. And the corresponding wrapping around is inevitable. However, the goal of CoMAC is to recover the function in (1). The desired function of the FC is the sum of transmitted messages with uniform coefficients, i.e., \(v = \sum_{k=1}^{K} q_k\). Further, in order to compute \(v = \sum_{k=1}^{K} q_k\), we adopt the nested lattice coding, which has been adopted to compute \(v = \bigoplus_{k=1}^{K} a_k q_k\) in compute-and-forward scheme. Thus, the challenge of CoMAC is that the message vector \(q_k\) should be carefully designed to avoid the wrapping around of modulo sum. Thus, the length of quantization vector \(q_k\) should satisfy the following lemma.

**Lemma 2.** (The length of quantization vector) Without loss of generality, we assume that \(\varphi_k (s_k) \in (0, \varphi_{\max})\). The quantization process is \(\{\varphi_k (s_k, t)\} \rightarrow \{v_{k,t}\} \rightarrow q_k\). The length of \(q_k\) should satisfy

\[
m \geq \frac{T (\log_2 K + \log_2 \varphi_{\max} - \log_2 \Delta)}{\log_2 p}. \tag{8}
\]

**Proof.** First, we consider the process of \(\{\varphi_k (s_k, t)\} \rightarrow \{v_{k,t}\}\). The most significant bit of \(v_{k,t} v_m\) should satisfy \(2^m \geq \varphi_{\max}\), and the least significant bit of \(v_{k,t} v_l\) should satisfy \(2^{-v_l} \leq \Delta\). Thus, the length of \(v_{k,t}\) satisfies

\[
v = v_m + v_l \geq \log_2 \varphi_{\max} - \log_2 \Delta. \tag{9}
\]

Then, we consider the process of \(\{v_{k,t}\} \rightarrow q_k\). The mapping process can be expressed as

\[
q_k = \left( \sum_{t=1}^{\tau} v_{k,t} q^{t-1}, \cdots, \sum_{t=1}^{\tau} v_{k,t+(m-1)} q^{t-1} \right), \tag{10}
\]
where \(m \tau = T\). In order to avoid wrapping around during the modulo sum, one has

\[
\sum_{k=1}^{K} v_{k,t} \leq K \varphi_{\max} \Delta \leq q, \tag{11}
\]
and then

\[
\sum_{k=1}^{K} \sum_{t=1}^{\tau} v_{k,t} q^{t-1} = \sum_{t=1}^{\tau} \sum_{k=1}^{K} v_{k,t} q^{t-1} \leq q^{\tau} - 1. \tag{12}
\]
Thus, for fixed \(q\), the alphabet size of nested lattice coding \(p\) should satisfy \(q^{\tau} - 1 \leq p - 1\), and we have

\[
\tau \leq \frac{\log_2 p}{\log_2 q} \leq \frac{\log_2 p}{\log_2 K + \log_2 \varphi_{\max} - \log_2 \Delta}. \tag{13}
\]
Because \(m \tau = T\), the length of \(q_k\) should satisfy (8), which completes the proof.

According to Lemma 1 and Lemma 2, the achievable function rate of CoMAC considering the channel fading and the transceiver design is given as follows.

**Proposition 1.** (The achievable function rate) The achievable function rate of CoMAC (functions per channel use) in Definition 2 can be given by

\[
R_L \leq \frac{1}{M \log_2 p} \left( \sum_{k=1}^{K} \log_2 (\varphi_{\max}) - \log_2 \Delta \right)
\]

\[
\frac{1}{2} \log_2 \left( \frac{P_0}{\Gamma} \right), \tag{14}
\]
where \(\Gamma\) is given in (7).

**Proof.** Given the alphabet size \(p\), the message rate of nested lattice coding is

\[
R_L = \frac{m \log_2 p}{M} \leq \frac{T (\log_2 K + \log_2 \varphi_{\max} - \log_2 \Delta)}{M}, \tag{15}
\]
where the procedure (a) is due to Lemma 2. Thus, one has

\[
\frac{T}{M} \leq \frac{R_L}{\log_2 K + \log_2 \varphi_{\max} - \log_2 \Delta}. \tag{16}
\]
According to \(R_L\) given in Lemma 1 and \(R_C\) defined in Definition 2, it completes the proof.

**IV. TRANSCIEVER DESIGN AND SIGNALING PROCEDURE**

In this section, we discuss the transceiver design to maximize the achievable function rate. Furthermore, a low-complexity signaling procedure is provided to avoid massive CSI aggregation.
A. Transceiver design

Since the power constraints of the transmit beamforming vector for each node satisfy \( \|b_k\| \leq 1, \forall k \), the transceiver optimization problem to maximize the achievable function rate can thus be formulated as

\[
\begin{align*}
\max_{a_k(b_k)} & \quad R_C \\
\text{s.t.} & \quad \|b_k\|^2 \leq 1, \forall k
\end{align*}
\]  \hspace{1cm} (P1)

According to the expression of \( R_C \) given in Proposition 1, \( P1 \) can be further transformed into the equivalent problem to minimize the MSE of the effective noise of CoMAC. That is

\[
\begin{align*}
\min_{a_k(b_k)} & \quad \Gamma \\
\text{s.t.} & \quad \|b_k\|^2 \leq 1, \forall k
\end{align*}
\]  \hspace{1cm} (P2)

where \( \Gamma \) is given in (7). MSE measures the distortion between the received signal and the target signal. Minimizing the MSE of analog CoMAC is essentially different from maximizing the achievable function rate from the physical point of view. Because the MSE measures the distortion between the received signal and the target signal in an analog way, but the achievable function rate measures how many reliable functions can be computed per channel use in a digital way. We can utilize the equivalence of minimizing the MSE and maximizing the achievable function rate from the mathematical point of view. Then the Lagrangian dual objective of the problem \( P2 \) is

\[
\mathcal{L}_1 = \sum_{k=1}^{K} \|a^T H_k b_k - 1\|^2 P_0 + \|a\|^2 \sigma_n^2 + \sum_{k=1}^{K} \lambda_k \left( \|b_k\|^2 - 1 \right),
\]

(19)

where \( \lambda_k \) is the Lagrange multiplier associated with the power constraint of the node \( k \).

Taking the partial derivative of \( \mathcal{L}_1 \) with respect to \( a \), the optimal receive beamforming vector can be obtained as

\[
a = \left( \sum_{k=1}^{K} H_k b_k b_k^T H_k^T + \gamma^{-1} I \right)^{-1} \sum_{k=1}^{K} H_k b_k,
\]

(20)

where \( \gamma = P_0 / \sigma_n^2 \) is the transmit SNR, \( H = [H_1, H_2, \ldots, H_K] \), \( B = \text{diag}\{b_1, b_2, \ldots, b_K\} \), and \( I \) is a length \( K \) vector with all elements being 1. The above obtained receiver is also the MMSE receiver of the effective noise, and the corresponding MSE is

\[
\Gamma = \left( a^T H B \sum_{k=1}^{K} H_k^T H_k + \gamma^{-1} I \right) a - 2a^T \sum_{k=1}^{K} H_k^T b_k P_0 + a^T \sigma_n^2
\]

\[
= K P_0 - 2B^T H \left( H B \sum_{k=1}^{K} H_k^T H_k + \gamma^{-1} I \right)^{-1} H B^T P_0,
\]

(21)

where the procedure (a) is because of the matrix inversion lemma \( (M_1 + M_2 M_3 M_4)^{-1} = M_1^{-1} - M_1^{-1} M_2 (M_3^{-1} + M_4 M_1^{-1} M_2)^{-1} M_4 M_1^{-1}. \)

Algorithm 1 Traditional transceiver optimization of CoMAC

Initialize \( b_k^{(0)} \), the convergence threshold \( \varepsilon \), and \( i = 0 \). The FC estimates the CSI \( H_k \) of all nodes. The FC computes the corresponding MSE \( \Gamma^{(0)} \) according to (21).

repeat

The FC optimizes the receive beamforming vector \( a^{(i+1)} \) according to (20).

The FC computes the corresponding MSE \( \Gamma^{(i+1)} \) according to (21).

until \( |\Gamma^{(i+1)} - \Gamma^{(i)}| \leq \varepsilon \)

The FC transmits the optimized \( b_k^{(i+1)} \) to each node in turn.

Taking the partial derivative of \( L_1 \) with respect to \( b_k \), the optimal transmit beamforming vector can be obtained as

\[
b_k = \left( H_k^T a a^T H_k + \lambda_k I \right)^{-1} H_k^T a,
\]

(22)

where \( \lambda_k \) can be found with the one dimensional numerical search as

\[
\|b_k\|^2 = \text{Tr} \left[ \left( H_k^T a a^T H_k + \lambda_k I \right)^{-2} H_k^T a a^T H_k \right] = \text{Tr} \left[ \left( \Sigma_k + \lambda_k I \right)^{-2} U_k \Sigma_k H_k^T a a^T H_k U_k \right]
\]

\[
= \sum_{i=1}^{N_t} \frac{\lambda_k (i, i)}{[\Sigma_k (i, i) + \lambda_k]^2} \leq 1
\]

where SVD \( (H_k^T a a^T H_k) = U_k \Sigma_k U_k^H \), and \( \lambda_k = U_k^H H_k^T a a^T H_k U_k. \)

Since the problem \( P2 \) is convex over \( a \) or \( b_k \) but not jointly, a standard technique to solve the problem is to use alternating optimization. Since iterations of \( a \) and \( b_k \) optimization can decrease the MSE relative to that of the last iteration and the MSE is lower bounded, the convergence of the iterations is guaranteed. Although the global convergence is not guaranteed in general, it ensures local convergence and often leads to a good suboptimal design with proper initial values.

B. Low-complexity signaling procedure

The traditional transceiver optimization algorithm is given in Algorithm 1, where the CSI of all nodes is aggregated at the FC and then the optimized \( b_k \) is transmitted back to each node after alternating optimization.

The detailed signaling procedure of Algorithm 1 is illustrated in Fig. 2(a). The advantage of CoMAC is to avoid the distributed data aggregation by computing the desired function directly. However, the transceiver optimization above requires the global CSI aggregated at the FC. This will incur a great signaling cost and outweigh the advantage of CoMAC. The corresponding time complexity of Algorithm 1 is provided as follows.
Nodes and the defined effective CSI. In order to avoid massive CSI aggregation, we propose a low-complexity signaling procedure based on channel reciprocity to allow each node to measure its channel to the FC with very low overhead.

Thus, we can propose Algorithm 2 that has a low-complexity signaling procedure, where each node requires its own CSI and the FC requires the effective CSI in (24) and (25). The transmitter $b_k$ is optimized at the node $k$ and receiver $a$ is optimized at the FC in an iterative way. The detailed signaling procedure of Algorithm 2 is illustrated in Fig. 2(b), where the time complexity is given as follows.

**Proposition 2.** (The time complexity of the traditional signaling procedure) Without considering the time consumption of the optimization, the time complexity of the traditional signaling procedure of CoMAC requires $2N_tK$ symbol slots.

Proof. Each node transmits a pilot matrix to the FC in turn, and the pilot matrix of each node should be no smaller than an $N_t \times N_t$ matrix. Thus, it takes at least $N_t \times K$ symbol slots to complete the channel training process. After alternating optimization at the FC, the optimized $b_k$ is transmitted back to each node in turn, which is an $N_t$-length vector. Thus, it takes at least $N_t \times K$ symbol slots to complete the feedback process, which completes the proof.

One sees that the time complexity of the traditional signaling procedure linearly increases with the number of devices $K$. In order to avoid massive CSI aggregation, we propose a low-complexity signaling procedure based on channel reciprocity and the defined effective CSI.

The optimized receiver $a$ in (20) can be regarded as a function of the CSI $H_k$. Instead of collecting the global CSI of the network, it only requires the effective CSI defined as follows.

$$\text{effective CSI 1: } \sum_{k=1}^{K} H_k b_k,$$

which can be obtained by the FC when all nodes concurrently transmit 1 with beamforming vector $b_k$.

$$\text{effective CSI 2: } \sum_{k=1}^{K} H_k b_k b_k^T H_k^T,$$

which can be obtained by the FC when all nodes concurrently transmit $(H_k b_k)^T$ with beamforming vector $b_k$.

Also, the optimized transmitter of the node $k$ in (22) can be regarded as a function of its own CSI $H_k$. We can use channel reciprocity to allow each node to measure its channel to the FC with very low overhead.

Thus, we can propose Algorithm 2 that has a low-complexity signaling procedure, where each node requires its own CSI and the FC requires the effective CSI in (24) and (25). The transmitter $b_k$ is optimized at the node $k$ and receiver $a$ is optimized at the FC in an iterative way. The detailed signaling procedure of Algorithm 2 is illustrated in Fig. 2(b), where the time complexity is given as follows.

**Algorithm 2 Proposed transceiver optimization of CoMAC**

Initialize $b_k^{(0)}$, the convergence threshold $\varepsilon$, and $i = 0$. Each device estimates its own CSI $H_k$ based on the broadcasting pilots.

The FC computes the corresponding MSE $\Gamma^{(0)}$ according to (21).

repeat

- The FC estimates the effective CSI 1 in (24).
- The FC estimates the effective CSI 2 in (25).
- The FC optimizes $a^{(i+1)}$ according to (20).
- The FC broadcasts $a^{(i+1)}$ to all nodes.
- The FC computes the corresponding MSE $\Gamma^{(i+1)}$ according to (21).

The node $k$ optimizes the transmit beamforming vector $b_k^{(i+1)}$ according to (22).

until $|\Gamma^{(i+1)} - \Gamma^{(i)}| \leq \varepsilon$

Proof. The pilot matrix broadcasted to each node for estimating their own CSI should be no smaller than $N_r \times N_r$ matrix.
Thus, it takes at least \( N_r \) symbol slots. For each iteration, it takes 1 symbol slot for the FC to estimate the effective CSI 1 in (24) and \( N_r \) symbol slots to estimate the effective CSI 2 in (25). After \( \mathbf{a} \) is optimized at the FC, it takes \( N_r \) symbol slots to broadcast the \( N_r \)-length \( \mathbf{a} \) to all devices. Assuming the number of iterations is \( N_{\text{iter}} \), it takes \( N_r + (1 + 2N_r)N_{\text{iter}} \) symbol slots, which completes the proof.

**Remark 1.** (Comparison between the traditional signaling procedure and the proposed one) In order to illustrate the low complexity of the proposed signaling procedure, we consider a typical dense network composed of \( K = 100 \) nodes. The node and the FC has \( N_t = N_r = 2 \) antennas. The symbol slots required for the traditional signaling procedure is \( 2N_tK = 400 \). According to the simulation results in Section VI, the average number of iteration is about \( N_{\text{iter}} = 10 \). The symbol slots required for the proposed signaling procedure is \( N_r + (1 + 2N_r)N_{\text{iter}} = 52 \), which is 13% of the time complexity of the traditional signaling procedure.

Intuitively, the complexity of the proposed signaling procedure decreases due to two reasons. The one is the use of the broadcasting property and the channel reciprocity property of the wireless channel to estimate each node’s own CSI. The other is the use of the superposition property of the wireless channel to obtain the effective CSI with a summation structure.

### C. Robust design with imperfect CSI

Further, we present the transceiver design for handling CSI uncertainty in a robust manner with the traditional signaling procedure and the proposed signaling procedure. We only consider the CSI error at the FC, and the signaling and the pilots broadcast from FC are noiseless.

In the traditional signaling procedure, CSI is represented by the individual estimated channel for each node, i.e.,

\[
\mathbf{H}_k = \hat{\mathbf{H}}_k + \Delta \mathbf{H}_k, \forall k
\]

where \( \mathbf{H}_k \) denotes the nominally global CSI available at both sides, and \( \Delta \mathbf{H}_k \) is the estimated channel uncertainty at FC.

Thus, the MSE of effective noise of CoMAC in the Problem P2 can be rewritten as

\[
\begin{align*}
\min_{\mathbf{a}, \{\mathbf{b}_k\}} & \quad \Gamma |\hat{\mathbf{H}}_k| \\
\text{s.t.} & \quad \|\mathbf{b}_k\|^2 \leq 1, \forall k,
\end{align*}
\]

where

\[
\Gamma |\hat{\mathbf{H}}_k| = \sum_{k=1}^{K} \|\mathbf{a}^T\mathbf{H}_k\mathbf{b}_k - 1\|^2 + \sigma_n^2\|\mathbf{a}^T\|^2
\]

and \( \Delta \mathbf{H}_k \) satisfies \( \mathbb{E}\{\Delta \mathbf{H}_k\} = \mathbf{0}_{N_r \times N_r} \), the second-order statistics of \( \Delta \mathbf{H}_k \) satisfies \( \mathbb{E}\{\Delta \mathbf{H}_k \cdot \Delta \mathbf{H}_k^T\} = \sigma_n^2\mathbf{I}_{N_r} \), and

\[
\mathbb{E}\{\Delta \mathbf{H}_k \cdot \Delta \mathbf{H}_k^T\} = \mathbf{0}_{N_r \times N_r}, k \neq j.
\]

Taking the partial derivation of the Lagrangian dual objective of the Problem P2.1, the optimal transceiver can be given by

\[
\mathbf{a} = \left[ \sigma_n^2 \mathbf{I} + \sum_{k=1}^{K} (\mathbf{H}_k \mathbf{b}_k \mathbf{b}_k^T \mathbf{H}_k^T + \sigma_n^2 \mathbf{b}_k \mathbf{b}_k^T) \right]^{-1} \sum_{k=1}^{K} \mathbf{H}_k \mathbf{b}_k,
\]

\[
\mathbf{b}_k = (\mathbf{H}_k^T \mathbf{a} \mathbf{a}^T \mathbf{H}_k + \mu_k \mathbf{I} + \sigma_n^2 \mathbf{a}^T \mathbf{a})^{-1} \mathbf{H}_k^T \mathbf{a}, k = 1, 2, ..., K,
\]

where \( \mu_k \) is the Lagrange multiplier associated with the power constraint of the node \( k \).

In the proposed signaling procedure, the estimated uncertainty of the effective CSI can be expressed as

\[
g = \sum_{k=1}^{K} \mathbf{H}_k \mathbf{b}_k + \Delta \mathbf{g} = \hat{\mathbf{g}} + \Delta \mathbf{g},
\]

and

\[
\mathbf{F} = \sum_{k=1}^{K} \mathbf{H}_k \mathbf{b}_k \mathbf{b}_k^T \mathbf{H}_k^T + \Delta \mathbf{F} = \hat{\mathbf{F}} + \Delta \mathbf{F},
\]

where \( \hat{\mathbf{F}} \) and \( \hat{\mathbf{g}} \) are the nominal effective CSI available at the FC, and \( \Delta \mathbf{F} \), \( \Delta \mathbf{g} \) represent the estimated uncertainty at the FC.

Thus, the MSE of effective noise of CoMAC in the Problem P2 can be rewritten as

\[
\min_{\mathbf{a}, \{\mathbf{b}_k\}} \Gamma |\hat{\mathbf{g}}, \hat{\mathbf{F}}| \\
\text{s.t.} \quad \|\mathbf{b}_k\|^2 \leq 1, \forall k,
\]

where

\[
\Gamma |\hat{\mathbf{g}}, \hat{\mathbf{F}}| = \mathbb{E}\{\mathbf{a}^T \hat{\mathbf{F}} \mathbf{a} - \mathbf{a}^T \hat{\mathbf{g}} - \mathbf{a}^T (\hat{\mathbf{F}} + \Delta \mathbf{F}) \} = \mathbf{a}^T \hat{\mathbf{F}} \mathbf{a} - \mathbf{a}^T \hat{\mathbf{g}} - \mathbf{a}^T (\hat{\mathbf{F}} + \Delta \mathbf{F}) + \mathbb{E}\{\sum_{i=1}^{N_r} \mathbf{a}^T \Delta \mathbf{F}_i \mathbf{a}_i - \mathbf{a}^T \Delta \mathbf{g} - \mathbf{a}^T \Delta \mathbf{g}^T\},
\]

and \( \Delta \mathbf{F}_i \) is the \( i \)-th column vector of matrix \( \Delta \mathbf{F} \), \( \mathbf{a}_i \) is the \( i \)-th element of vector \( \mathbf{a} \), \( \mathbb{E}\{\Delta \mathbf{F}_i\} = \mathbb{E}\{\Delta \mathbf{g}\} = \mathbf{0}_{N_r \times 1} \), \( \mathbb{E}\{\Delta \mathbf{F}_i \cdot \Delta \mathbf{F}_j^T\} = \mathbb{E}\{\Delta \mathbf{g} \cdot \Delta \mathbf{g}^T\} = \sigma_n^2\mathbf{I}_{N_r} \), and \( \mathbb{E}\{\Delta \mathbf{F}_i \cdot \Delta \mathbf{F}_j^T\} = \mathbf{0}_{N_r \times N_r}, i \neq j \). So that \( \Gamma |\hat{\mathbf{g}}, \hat{\mathbf{F}}| \) can be calculated as

\[
\Gamma |\hat{\mathbf{g}}, \hat{\mathbf{F}}| = \mathbf{a}^T \hat{\mathbf{F}} \mathbf{a} - \mathbf{a}^T \hat{\mathbf{g}} - \mathbf{a}^T (\hat{\mathbf{F}} + \Delta \mathbf{F}) + \mathbb{E}\{\sum_{i=1}^{N_r} \mathbf{a}^T \Delta \mathbf{F}_i \mathbf{a}_i - \mathbf{a}^T \Delta \mathbf{g} - \mathbf{a}^T \Delta \mathbf{g}^T\},
\]

which is the same with that of the Problem P2, and the transceiver design with perfect CSI in (20) and (22) is applicable to that with imperfect CSI for the proposed signaling procedure.

### V. DISCUSSION FOR MULTI-CLUSTER NETWORKS

In this section, we extend our study to multi-cluster networks, which are more complicated due to ICI. Both transceiver design to maximize the sum achievable function rate and a low-complexity signaling procedure are discussed.

As illustrated in Fig. 3, the network is composed of \( L \) clusters indexed by \( l \in \{1, \cdots, L\} \). The cluster \( l \) is composed of \( K_l \) nodes and an FC \( l \). The node set of the cluster \( l \) is
is the MSE of the effective noise of CoMAC in the cluster $l$.

**Proof.** The proof is similar to that of the Proposition 1, which is omitted for conciseness. \hfill $\square$

### A. Transceiver design

The achievable function rate of the network is the sum of the achievable function rate of each cluster $R_{C,l}$. And the transceiver optimization to maximize the achievable function rate of the network is formulated as

$$
(P3) \quad \max_{\{a_k\}, \{b_k\}} \sum_{l=1}^{L} R_{C,l} \quad \text{s.t.} \quad \|b_k\| \leq 1, \forall k
$$

Since $a_l$ of the FC $l$ is not related to the other clusters, it is designed to maximize $R_{C,l}$, which can be further transformed into the MMSE receiver of the effective noise of CoMAC in the cluster $l$.

Taking the partial derivative of $\Gamma_l$ in (39) to $a_l$, the optimal receive beamforming vector of the FC $l$ can be obtained as

$$
a_l = \left( \sum_{k \in C_l} H_{k,l} b_k b_k^T H_{k,l}^T + \gamma^{-1} I \right)^{-1} \sum_{k \in C_l} H_{k,l} b_k,
$$

where $G_l = \left[ H_{1,l}, H_{2,l}, \ldots, H_{K,l} \right]$, $B = \text{diag} \{b_1, b_2, \ldots, b_K\}$, and $d_l = \{d_1, d_2, \ldots, d_K\}$ is a length-$K$ vector with $K_l$ elements corresponding to the nodes belonging to the cluster $l$ being 1 and the other elements being 0, that is $d_k = 1, k \in C_l$ and $d_k = 0, k \notin C_l$. The corresponding MSE of the effective noise of CoMAC in the cluster $l$ can be calculated as

$$
\Gamma_l = \left( a_l^T G_l B B^T G_l^T a_l - 2 \sum_{k \in C_l} a_l^T H_{k,l} b_k + \gamma^{-1} I \right) P_0 + a_l^T a_l \sigma_n^2
$$

$$
= \left( K_l - d_l^T B^T G_l^T (G_l B B^T G_l^T + \gamma^{-1} I)^{-1} G_l B d_l^T \right) P_0,
$$

$$
= d_l \left( I + \gamma B^T G_l^T G_l B \right)^{-1} d_l^T P_0
$$

where the procedure (a) is also due to the matrix inversion lemma as that in (21).

In order to optimize the transmit beamforming vector for each node, we utilize the relationship between the sum rate maximization and the weighted sum MSE minimization. We first establish the relationship between the achievable function rate and the weighted sum MSE of CoMAC, which is formulated as

$$
(P4) \quad \max_{\{b_k\}} \sum_{l=1}^{L} w_l \Gamma_l \quad \text{s.t.} \quad \|b_k\| \leq 1, \forall k
$$

where $w_l$ is an adaptive weight associated with the cluster $l$. This argument is similar to that given for MIMO interference channel [30] and MIMO full-duplex interference channel [31].
Proposition 5. (The relationship between sum rate and weighted sum MSE of CoMAC) The gradient of sum rate problem and the gradient of weighted sum MSE problem are equal if the adaptive weight \( w_l \) is chosen as
\[
w_l = \frac{P_0}{2 \ln 2 \left[ \log (K_l) + \log (\varphi_{\max}) - \log (\Delta_l) \right] \Gamma_l},
\]
where \( \Gamma_l \) is given in (39). Then we can solve the sum rate maximization of the problem P3 through solving the weighted sum MSE minimization of the problem P4.

Proof. The Lagrangian functions of the optimization problems P3 and P4 can be given as
\[
L_2 = - \sum_{l=1}^{L} R_{C,l} + \sum_{k=1}^{K} \lambda_k \left( \|b_k\|^2 - 1 \right)
\]
and
\[
L_3 = \sum_{l=1}^{L} w_l \Gamma_l + \sum_{k=1}^{K} \lambda_k \left( \|b_k\|^2 - 1 \right)
\]
respectively. The gradients of both Lagrangian functions with respect to \( b_k \) can be calculated as
\[
\frac{\partial L_2}{\partial b_k} = - \sum_{l=1}^{L} \frac{\partial R_{C,l}}{\partial b_k} + \lambda_k b_k,
\]
and
\[
\frac{\partial L_3}{\partial b_k} = \sum_{l=1}^{L} w_l \Gamma_l \frac{\partial b_k}{\partial b_k} + \lambda_k b_k.
\]
Then the KKT conditions of the problem P3 and the problem P4 can be satisfied simultaneously with the choice of the weight in (44), which completes the proof.

The optimal \( b_k \) of the Problem P4 can be calculated as
\[
b_k = \left( \sum_{j=1}^{L} w_j H_{k,j}^T a_j a_j^T H_{k,j} + \lambda_k I \right)^{-1} w_l H_{k,l}^T a_l,
\]
where \( l \) is the index of the cluster that the node \( k \) belongs to, and \( \lambda_k \) is Lagrange multiplier associated with the power constraint of the node \( k \), which can be found with the following one dimensional numerical search.
\[
\|b_k\|^2 = \text{Tr} \left( (\Sigma_k + \lambda_k I)^{-2} w_l^2 U_k H_{k,l}^T a_l a_l^T H_{k,l} U_k \right)
= \frac{\sum_{i=1}^{L} \left( \Sigma_k (i,i) + \lambda_k \right)^2}{\sum_{i=1}^{L} \Sigma_k (i,i)} \leq 1,
\]
where SVD \( \left( \sum_{j=1}^{L} w_j H_{k,j}^T a_j a_j^T H_{k,j} \right) = U_k \Sigma_k U_k^H \), \( \Sigma_k = U_k H_{k,l}^T a_l a_l^T H_{k,l} U_k \).

Since the problem P4 is also convex over \( a_l \) and \( b_k \) with fixed \( w_l \) but not jointly, a standard technique to solve the problem is using alternating optimizing of \( a_l \) and \( b_k \) with adaptive weight \( w_l \). The convergence of the iterations with adaptive \( w_l \) is proved as follows.

Proposition 6. (The convergence of the iterations with adaptive \( w_l \)) The iterations of \( b_k, a_l \) optimization with adaptive \( w_l \) ensure local convergence.

Proof. Because the sum CoMAC rate is a convex function of the MSE of the effective noise, we have
\[
\sum_{l=1}^{L} R_{C,l} [\Gamma_l (i + 1)] \geq \sum_{l=1}^{L} R_{C,l} [\Gamma_l (i)]
+ \sum_{l=1}^{L} \frac{\partial R_{C,l} [\Gamma_l (i)]}{\partial \Gamma_l (i)} [\Gamma_l (i + 1) - \Gamma_l (i)],
\]
where \( \Gamma_l (i) \) is the MSE of the effective noise in the \( i \)-th iteration. According to \( R_{C,l} (\Gamma_l) \) in (38), we have
\[
\frac{\partial R_{C,l} (\Gamma_l)}{\partial \Gamma_l} = -w_l.
\]
Thus,
\[
\sum_{l=1}^{L} R_{C,l} [\Gamma_l (i + 1)] \geq \sum_{l=1}^{L} R_{C,l} [\Gamma_l (i)]
- \sum_{l=1}^{L} w_l (i) [\Gamma_l (i + 1) - \Gamma_l (i)],
\]
where (a) is because the rate \( R_{C,l} [\Gamma_l (i)] \) is a convex function of the MSE \( \Gamma_l (i) \), and (b) is because the iteration optimization of \( b_k, a_l \) with fixed \( w_l \) is to minimize the weighted sum MSE in P3.

It can be seen that the iterations of \( b_k, a_l \) and \( w_l \) optimization will increase the sum rate relative to that of the last iteration. Because the sum rate is upper bounded, the convergence can be guaranteed, which completes the proof.

B. Low-complexity signaling procedure

The traditional transceiver optimization algorithm is given in Algorithm 3, where the CSI of all nodes is aggregated at a central FC and then the optimized \( b_k \) is transmitted back to each node after alternating optimization.

The detailed signaling procedure of Algorithm 1 is illustrated in Fig. 4(a). It will not only incur a high signaling cost for a large-scale network but also require the information interaction between different FCs. The corresponding time complexity of Algorithm 3 is provided as follows.

Proposition 7. (The time complexity of the traditional signaling procedure) Without considering the time complexity of the optimization and the information interaction between different FCs, the time complexity of the traditional signaling procedure in multi-cluster networks requires \( (L + 1)N_f K \) symbol slots.
Thus, we can propose Algorithm 4 with a novel signaling procedure, where each node requires the CSI between itself and all FCs. We can use channel reciprocity to allow each node to measure its channel to all FCs with very low overhead.

The time complexity of the traditional signaling procedure linearly increases with the number of nodes $K$ even without considering the time complexity of the information interaction between different FCs. Following a similar idea of Algorithm 2, we propose a signaling procedure based on the channel reciprocity and the defined effective CSI.

The optimized receiver $\mathbf{a}_l$ in (41) can be also regarded as a function of the CSI $\mathbf{H}_{k,l}$, $k \in C$. Instead of collecting the global CSI of the network, it only requires the effective CSI defined as follows.

\[
effective\text{ CSI 3:} \sum_{k \in C} \mathbf{H}_{k,l} \mathbf{b}_k, \forall l, \tag{54}
\]

which can be obtained by the FC $l$ when all nodes of the cluster $l$ concurrently transmit $1$ with beamforming vector $\mathbf{b}_k$.

\[
effective\text{ CSI 4:} \sum_{k \in C} \mathbf{H}_{k,l} \mathbf{b}_k \mathbf{b}_k^T \mathbf{H}_{k,l}^T, \forall l, \tag{55}
\]

which can be obtained by the FC $l$ when all nodes of the network concurrently transmit $(\mathbf{H}_{k,l} \mathbf{b}_k)^T$ with beamforming vector $\mathbf{b}_k$.

Algorithm 3 Traditional transceiver optimization of CoMAC with ICI.

Initialize $\mathbf{a}^{(0)}_l$, convergence threshold $\varepsilon$, $i = 0$, and the sum computation rate $\sum_{l=1}^L R_{C,l}^{(0)}$.

Each FC estimates the CSI between itself to all devices. The central FC aggregates the global CSI via inter-cluster interaction.

\[\text{repeat}\]

The central FC optimizes $\mathbf{b}^{(i+1)}_l$ according to (49).

The central FC optimizes $\mathbf{a}^{(i+1)}_l$ according to (41).

The central FC updates $w_l^{(i+1)}$ according to (44).

The central FC computes the corresponding sum computation rate $\sum_{l=1}^L R_{C,l}^{(i+1)}$.

\[\text{until } \left\| \sum_{l=1}^L R_{C,l}^{(i+1)} - \sum_{l=1}^L R_{C,l}^{(i)} \right\| \leq \varepsilon\]

The central FC transmits the optimized $\mathbf{a}_l$ to the other FCs via inter-cluster information interaction.

The central FC transmits back the optimized $\mathbf{b}_k$ to each node in turn.

**Proof.** For the cluster $l$, it takes at least $N_t \times K$ symbol slots for estimating the CSI between all nodes and the FC $l$. Thus, $L$ clusters require $L \times N_t \times K$ symbol slots to complete the channel training process. After optimization at the central FC, it takes at least $N_t \times K$ symbol slots to transmit the optimized $\mathbf{b}_k$ to each node in turn. Without considering the time complexity of the optimization and the information interaction between different FCs, it completes the proof.

The time complexity of the traditional signaling procedure requires the effective CSI in (54) to be obtained by the FC $l$ when all nodes of the cluster $l$ concurrently transmit $1$ with beamforming vector $\mathbf{b}_k$.
Algorithm 4 Proposed transceiver optimization of CoMAC with ICI.

Initialize $a_l^{(0)}$, convergence threshold $\varepsilon$, $i = 0$, and the sum computation rate $\sum_{l=1}^{L} R_{C,l}^{(0)}$.

Each node estimates the CSI $H_{k,l}$, for all $l$ between itself and the FC $l$ based on the broadcasting pilots.

repeat

Each node optimizes $b_k^{(i+1)}$ based on (49).
Each FC estimates the effective CSI 3 in (54) in turn.
Each FC estimates the effective CSI 4 in (55) in turn.
Each FC optimizes $a_l^{(i+1)}$ based on (41).
Each FC optimizes $w_l^{(i+1)}$ based on (44).
Each FC transmits back $a_l^{(i+1)}$ and $w_l^{(i+1)}$ to all nodes in turn.

The central FC computes the corresponding sum computation rate $\sum_{l=1}^{L} R_{C,l}^{(i+1)}$.

until $\left\| \sum_{l=1}^{L} R_{C,l}^{(i+1)} - \sum_{l=1}^{L} R_{C,l}^{(i)} \right\| \leq \varepsilon$

and (55). The transmitter $b_k$ is optimized at the node $k$ and the receiver $a_l$ is optimized at the FC $l$ in an iterative way. The signaling procedure of Algorithm 4 is illustrated in Fig. 4(b), where the time complexity is given as follows.

Proposition 8. (The complexity of the proposed signaling procedure) Assuming the number of iterations is $N_{\text{iter}}$, the total symbol slots of the proposed signaling procedure in multi-cluster networks is $L(N_c + 2(N_c + 1)N_{\text{iter}})$.

Proof. Each FC broadcasts $N_r \times N_r$ pilot matrix in turn for each node to estimate the CSI $H_{k,l}$, for all $l$ between itself and each FC, which takes $N_r \times L$ symbol slots. For each iteration, it takes 1 symbol slot for the FC $l$ to estimate the effective CSI 3 in (54) and $N_r$ symbol slots to estimate the effective CSI 4 in (55). After optimization at the FC $l$, it takes $(N_r + 1)$ symbol slots to broadcast $a_l$ and $w_l$ to all devices. In order to avoid interference, each cluster follows the signaling procedure in turn, it takes $2L(N_r + 1)$ for all clusters. Assuming the number of iterations is $N_{\text{iter}}$, it takes totally $2L(N_r + 1)N_{\text{iter}}$ for the signaling iteration, which completes the proof.

Remark 2. (Comparison between the traditional signaling procedure and the proposed one) In order to illustrate the low complexity of the proposed signaling procedure, we consider a typical dense network composed of $L = 4$ clusters. Each cluster has 50 devices and the network has $K = 200$ devices. Each node and each FC has $N_f = N_r = 2$ antennas. The symbol slots required for the traditional signaling procedure is $(L + 1)N_fK = 1000$ even without considering the time complexity of inter-cluster information interaction. According to the simulation results in Section VI, the number of iteration is about $N_{\text{iter}} = 10$. The symbol slots required for the proposed signaling procedure is $L(N_c + 2(N_c + 1)N_{\text{iter}}) = 208$, which is 26.8% of the complexity of the traditional signaling procedure. Besides, the proposed signaling procedure does not require inter-cluster information interaction.

VI. SIMULATION RESULTS AND DISCUSSION

In this section, we provide some simulation results to illustrate the performances of the new designs. Both single cluster networks without ICI and multi-cluster networks with ICI are discussed. The simulation parameters are set as follows unless specified otherwise. For multi-cluster networks, the network is composed of $L = 2$ clusters and the number of nodes in each clusters $K_l$ is the same. The elements of the channel matrices are generated as i.i.d. Gaussian random variables $\mathcal{N}(0, \sigma_h^2)$. For the channel between the nodes and their own FC, we assume that $\sigma_h^2 = 0dB$. For the channel between the nodes and the other FC, we assume that $\sigma_h^2 = -20dB$, where the ICI is limited due to the cluster distribution. All numerical results are obtained using $10^{5}$ Monte-Carlo simulations.

A. Convergence and power consumption

The convergence properties of the proposed transceiver optimization in single cluster network and multi-cluster network are shown in Fig. 5. The transmit SNR is $\gamma = 20dB$. We adopt a random channel realization for both figures, where the convergence results of the sum computation rate with different numbers of nodes $K = 20$, 40 and 60 are provided. Although the convergence speed varies for the different channel realizations, the results indicate that the number of iterations achieving convergence is around 10 in all cases. The convergence speed slightly decreases with the increase of the number of nodes $K$. That is because the searching space of the optimization increases with the increase of the number of nodes $K$.

The power consumption comparison between the traditional and the proposed signaling procedure is illustrated in Fig. 6. The signaling power is $P_{\text{sig}} = \gamma_{\text{sig}}N_oW$, where $\gamma_{\text{sig}}$ is the signaling SNR, signaling bandwidth $W = 10$ kHz, and Thermal noise power $N_o = -141$ dBW/MHz. The circuit power of each node is assumed to be 100 mW. Assuming the time duration of signaling slot is 10 ms. For the traditional signaling procedure, the total power consumption increases almost linearly with the number of nodes. This is because the time complexity of traditional signaling procedure increases linearly with the number of nodes. Both the transmit power consumption and the static circuit power consumption depend on the time complexity of the signaling procedure. For the proposed signaling procedure, the increasing rate of the total power consumption is much smaller. Although all nodes are required to transmit signaling for the proposed signaling procedure, the signaling power will be superposed coherently. Thus, the signaling power of each node is much smaller than that of the traditional signaling procedure. Also, the time complexity of the proposed signaling procedure is much smaller than that of the traditional signaling procedure. Thus, the transmit power and static circuit power consumption decrease correspondingly.

B. Achievable function rate

The achievable function rate of the network versus the transmit SNR ranging from 0dB to 20dB is illustrated in Fig. 7 for single cluster network and in Fig. 8 for multi-cluster network, respectively. The number of nodes is $K = 20$. 
Different numbers of transmit antennas $N_t = 1, 2$ and receive antennas $N_r = 1, 2, 3$ are considered. Firstly, the sum achievable function rate increases with the increase of the transmit SNR $\gamma$ for both scenarios, where the increasing rate slightly increases with the number of the transmit antennas $N_t$ and the number of the receive antennas $N_r$. That can be explained as the increase of the multi-antenna diversity $^3$. Compared the achievable function rate in Fig. 7 with that in Fig. 8, it can be seen that the sum achievable function rate for multi-cluster network is higher than that for single cluster network. That is because the design with ICI will optimize the achievable function rate in a joint way.

The achievable function rate of the network versus different number of the nodes ranging from 10 to 100 is shown in Fig. 9 for single cluster network and in Fig. 10 for multi-cluster network, respectively. The transmit SNR is $\gamma = 20dB$. Different numbers of transmit antennas $N_t = 1, 2$ and receive antennas $N_r = 1, 2, 3$ are considered. Firstly, the achievable function rate decreases with the increase of the number of nodes $K$ for both scenarios. That is because the increase of the number of nodes will incur a larger distortion error caused by the non-uniform fading between different nodes. And the corresponding effective noise of the CoMAC will also increases, which will decrease the achievable function rate. Also, the achievable function rate also increases with the number of antennas for both scenarios due to the increase of the multi-antenna diversity, and the achievable function rate in multi-cluster network is higher than that in single cluster network due to the benefit of joint optimization when the interference between different clusters is limited.

### C. CSI error and synchronization phase offsets

We compare the achievable function rate between the proposed signaling procedure and the traditional signaling proce-
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Figure 9. The achievable function rate versus different number of nodes in single cluster network.

Figure 10. The achievable function rate versus different number of nodes in multi-cluster network.

Figure 11. The achievable function rate versus different number of nodes in multi-cluster network.

Figure 12. The achievable function rate versus different number of nodes in multi-cluster network.

We have studied the transceiver design of CoMAC in wireless networks. The achievable function rate of CoMAC considering both the channel fading and the transceiver design has been derived using the quantization and the nested lattice coding. Based on the derived results, we have first maximized the achievable function rate through the transceiver optimization in single cluster network. Then a more complicated multi-cluster network has been further analyzed, where ICI has been considered. In order to avoid massive
CSI aggregation during the optimization and reduce the time-complexity, low-complexity signaling procedures have been proposed for both scenarios by using the channel reciprocity and the defined effective CSI. The work has provided a novel design for the MIMO transceiver design in function-centric networks that is different from the traditional one in information-centric networks.
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