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Abstract

Effective potentials are an essential ingredient of classical molecular dynamics simulations. Little is understood of the errors incurred in representing the complex energy landscape of an atomic configuration by an effective potential containing considerably fewer parameters. This thesis details the introduction of an uncertainty quantification framework into the potential fitting process within the potfit force matching code. The probabilistic sloppy model method has been implemented within potfit as a means to quantify the uncertainties in analytic potential parameters, and in subsequent quantities measured using the fitted potential. Uncertainties in the effective potential are propagated through molecular dynamics simulations to obtain uncertainties in quantities of interest, which are a measure of the confidence in the model predictions.

The implementation has been designed to fit flexibly within the existing potfit workflow, and is generalised to work with any potential model or material. The uncertainty quantification software contains a variety of controllable parameters, which provide the user with diagnostic capabilities to understand the nature of the fitting landscape defined by their potential model and reference data. The implementation is available for use by the materials modelling community as part of the open source potfit software.

The uncertainty quantification technique is demonstrated using three potentials for nickel: two simple pair potentials, Lennard-Jones and Morse, and a local density dependent EAM potential. A sloppy model fit to ab initio reference data is constructed for each potential to calculate the uncertainties in lattice constants, elastic constants and thermal expansion. These can be used to show the unsuitability of pair potentials for nickel. In contrast, with EAM we observe a decreased uncertainty in the model predictions. This shows that our method can capture the effects of the error incurred in the potential generation process without resorting to comparison with experiment or ab initio calculations, which is an essential part to assess the predictive power of molecular dynamics simulations.
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<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFT</td>
<td>Density Functional Theory</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular Dynamics</td>
</tr>
<tr>
<td>MC</td>
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</tr>
<tr>
<td>FM</td>
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<tr>
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</tr>
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<td>PBE</td>
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<tr>
<td>pbc</td>
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</tr>
<tr>
<td>MP</td>
<td>Monkhurst-Pack (grid)</td>
</tr>
<tr>
<td>PAW</td>
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</tr>
<tr>
<td>GAP</td>
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</tr>
<tr>
<td>PES</td>
<td>Potential Energy Surface</td>
</tr>
<tr>
<td>LJ</td>
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</tr>
<tr>
<td>EAM</td>
<td>Embedded Atom Method</td>
</tr>
<tr>
<td>k-ART</td>
<td>Kinetic Activation-Relaxation Technique</td>
</tr>
<tr>
<td>AIRSS</td>
<td><em>Ab initio</em> Random Structure Searching</td>
</tr>
<tr>
<td>PCA</td>
<td>Principle Component Analysis</td>
</tr>
<tr>
<td>MCMC</td>
<td>Markov Chain Monte Carlo</td>
</tr>
<tr>
<td>ASE</td>
<td>Atomic Simulation Environment</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>LAMMPS</td>
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</tr>
<tr>
<td>LAPACK</td>
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<td>IQR</td>
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</tr>
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<td>GPR</td>
<td>Gaussian Process Regression</td>
</tr>
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Introduction

“Truth is much too complicated to allow anything but approximations.”

– John von Neumann

Materials modelling is an important tool used to predict and understand physical phenomena and to verify the underlying theories through comparison with experiment. Such simulations also allow us to predict new properties and structures which can then be reproduced experimentally. In order to facilitate the modelling, interatomic potentials have long been used to circumvent the limitations on simulation timescales and system size of costly first principles calculations, by eliminating electronic degrees of freedom and specifying the energy dependence solely upon the atomic positions. This functional representation is a key constituent of molecular dynamics (MD) simulations, where the quality of the output relies predominantly on the potential employed. Currently, the systematic error incurred in using an interatomic potential is generally unknown, as is the resulting effect on the quantities of interest it is used to predict, therein forming the motivation for this work.

Figure 1.1 illustrates the methods used to access simulations on a given timescale
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Figure 1.1: The material modelling methods used to simulate increasing system sizes for longer timescales.

and order of system size. Moving through the methods in figure [1.1] from left to right, each subsequent approach contains a greater level of approximation to the true physics of a system than the method preceding it. Ideally, all simulations would involve the exact solving of the Schrödinger equation, for all electrons in the system, with minimal approximations (i.e. an all electron, all nuclei, fully interacting treatment). As the computation of a fully quantum mechanical treatment scales unfavourably for more than a handful of atoms, approximations need to be made. For systems on the order of a few hundred atoms, electronic structure methods (i.e. tight binding model and density functional theory (DFT)) are used to obtain the electronic wavefunctions at a given moment in time. With the advancements in computing power, such ab initio methods can even be used to model systems with great accuracy for a short period in what is known as ab initio-molecular dynamics. For larger systems containing thousands, to at most trillions of atoms, molecular mechanics methods, such as classical MD and Monte Carlo (MC) methods, are used to explore the behaviour of systems over time. These methods rely predominantly on interatomic potentials to approximate the forces between atoms, which can take a variety of forms. The first potentials used intuitive functional forms, fitted to experimental data; however, new poten-
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Potentials are frequently fitted to ab-initio data such as atomic forces, energies and stresses using a method known as force matching (FM). The force matching method is the approach utilised by the potfit code, within which this work is implemented. A recent advancement in potential development has been to use machine learning to construct potentials, examples of which are Gaussian approximation potentials (GAP), which use Gaussian process regression to fit to ab initio data, as well as neural-network based potentials, which follow the approach outlined by Behler and Parrinello. Additionally, there exist hybrid methods, which combine molecular mechanics simulations with the accuracy of quantum mechanical approaches (so called QM-MM methods), within which regions of the classical molecular mechanics system are subjected to a quantum mechanical treatment. As system sizes and simulation timescales increase further, coarse graining is a common technique whereby atoms or molecules are grouped into blocks, in order to reduce the computational complexity.

As simulations increase in scale, so do the number of approximations required in order to ensure they are computationally feasible. Due to the stacking of approximations through the scales, the amount of unquantified error in simulations could quickly result in erroneous predictions of new phenomena, i.e. simulation artefacts, in the worst case. Therefore, it is of great interest to the modelling community that the uncertainties incurred as a result of specific approximations within a method are quantified, as well as those which were inherently introduced in any of the smaller-scale, more precise methods they are built upon.

In a brief review of the uncertainties quantified at each scale to date, we begin with systems which are treated quantum mechanically using ab initio electronic structure methods such as the tight binding model and DFT. As the majority of interesting physical phenomena require at least a few hundreds of atoms to simulate, the accuracy of a truly quantum mechanical treatment quickly becomes disproportionately computationally intensive. Therefore, the majority of simulation methods at this scale inherently contain approximations to the purest mathematical treatment. Some of these approximations are largely controllable (e.g. k-point density, planewave basis cutoff energy and pseudopotential representation) and can be used to improve the quality of a simulation at the expense of speed and
memory, whereas other are not (e.g. the exchange-correlation (XC) approximation). Work has been done to begin quantifying the errors introduced through the approximations made in first principles simulation methods, most notably of the error due to the treatment of the electron exchange-correlation term within DFT.\textsuperscript{21,22} It has also been reported that the choice of pseudopotential used in DFT, in order to reduce the number of required electronic calculations, can introduce error depending on the functional representation.\textsuperscript{23} There are also ongoing efforts to quantify the systematic error in predictions amongst available DFT software implementations.\textsuperscript{24}

The approximation which bridges from the scale of \textit{ab initio} methods to atomistic simulations is interatomic potentials. These potentials are implemented to reduce the number of parameters used to model interatomic forces between atoms, by reformulating the potential energy as an analytic function dependent on the atomic separation. Whilst these classical effective potentials permit access to a new order of simulation scales, the error introduced by the choice of potential model can be difficult to quantify.\textsuperscript{25,26} Within the classical simulation methods there has been a significant recent effort in the literature to quantify uncertainty using a Bayesian framework, for a variety of interatomic models and force fields.\textsuperscript{27–29} Similarly, work has been done to define a framework for uncertainty quantification (UQ) of machine-learning models.\textsuperscript{30} There has also been research concerning the quantification of uncertainty due to the potential fitting reference set,\textsuperscript{31} as well as a proposed framework to efficiently propagate parameter uncertainties to molecular dynamics outputs.\textsuperscript{32} More specifically, quantification of parameter uncertainty for single potentials has been undertaken in a handful of cases.\textsuperscript{33–36} This work adds to the growing body of uncertainty quantification in potential development and application by providing an open source implementation of the potential ensemble method\textsuperscript{27,37} for use in future potential development projects.

The potential ensemble method underlying the \textit{potfit} UQ implementation was chosen due to its efficient sampling of \textit{n}-dimensional spaces. Within the potential fitting process, a fitting landscape with dimensionality equal to the number of potential parameters being fitted, is explored. Within such landscapes, the most suitable potential is usually believed to correspond to the “lowest” point in the space, i.e. there is least difference between forces
predicted by this potential and those given in the reference data. This follows from the assumption that the reference data used in the fitting process is the most suitable set given the desired purpose of the eventual potential. As this may not be true, it could follow that alternative potentials within a range of the landscape minimum are better suited to predicting the desired quantities. Therefore, sampling alternative potentials from around the fitting space minimum could provide insight into the error within the system.

It has been observed that for some potential models, the order of landscape curvature around the minimum varies significantly along each of the principle axes of curvature. Figure 1.2 illustrates some examples of similar model spaces which also exhibit this range of curvatures, and which are referred to as sloppy models. In order to efficiently sample from such spaces, a Monte Carlo method with an adaptive step size dependent on the curvature was proposed, and formulated to work within the potential fitting framework by Frederiksen et al. This potential ensemble method was chosen as a basis for the potfit uncertainty quantification implementation, as it provides a generalised mathematical framework which
can be used to efficiently sample any fitting space defined by a potential model + reference dataset. Additionally, as potfit has recently been updated to work within the OpenKIM framework, this has now enabled users to fit any and all potential models which have not been implemented directly within potfit but are provided by the OpenKIM potential repository, which the potential ensemble method can also handle.

1.1 Thesis Outline

The aim of this thesis is to outline and demonstrate how the newly implemented uncertainty quantification workflow within potfit is used to fit interatomic potentials for MD simulations with a known uncertainty in their parameters, and demonstrate how the knowledge of this error can then be used to quantify the resulting uncertainties in quantities measured using MD. The basis of the potfit UQ implementation uses the potential ensemble method to represent the error in analytic potential parameters. As discussed in depth by Pernot and Cailliez, in our implementation of the ensemble method, we assume that the system uncertainty is dominated by potential model inadequacy rather than reference data uncertainty. This means that we assume the predominant error in the ability of a fitted potential to reproduce reality, is due to the choice (and limitations) of using a particular analytic function to model the interatomic forces, rather than the error inherent in the ab initio reference data, resulting from the approximations within DFT simulations, with which the reference set is created. Methods to minimise the reference data uncertainty are discussed within the relevant sections of this work. A demonstration of the UQ implementation for three increasingly complex potential models of nickel are introduced. Additionally the propagation of potential parameter error is demonstrated, whereby the incurred uncertainties in both equilibrium and non-equilibrium quantities of interest (QoI) are measured, namely the equilibrium lattice constant, elastic constants $C_{11}$, $C_{12}$ and $C_{44}$, and the thermal expansion coefficient at 300 K.

In Chapter 2 the relevant background theory is introduced. The chapter begins by introducing the theory underpinning ab initio and classical molecular dynamics techniques commonly used in atomistic modelling, including formalised explanations of DFT and MD.
The discussion of molecular dynamics leads into the formal introduction of interatomic potentials, and the fitting (cost) landscape which is sampled from during the potential fitting process. Finally, the potential ensemble method is outlined, and a basic background about the elastic constants and thermal expansion coefficient introduced.

Chapter 3 pertains to the implementation of the ensemble method within potfit. A detailed discussion of design considerations and technical aspects of the coding are documented, as well as a summary of the uncertainty quantification workflow. Included within the chapter are a series of discussions and results illustrating cases of interest which have been encountered to date when using the ensemble method. As a result of these observations, additional functionality has been implemented within potfit, and introduced within the chapter, which enables the user to better interrogate and understand the nuances of the ensemble generation process.

The results of the three potentials fitted for nickel are detailed in Chapter 4. To begin, the reference data used in the fitting process is discussed, as well as the limitations and considerations of the three analytical potential models chosen. A comprehensive walk-through of the entire ensemble method process is presented, providing a significant amount of supplementary detail to the key results already published by the author.

Finally, Chapter 5 concludes the thesis with an evaluation of the uncertainty quantification implementation, and discussion of its possible limitations, as well as suggestions for further improvements and related avenues for further research.
Theoretical Background

“Remember that all models are wrong; the practical question is how wrong do they have to be to not be useful.”

– George E. P. Box

The modelling of materials is a multifaceted undertaking, requiring the careful weaving together of theoretical methods to create a complete understanding of the physical properties of a material. Robust bridges between methods, which describe behaviour on adjoining scales, are imperative in order to simulate properties with the greatest accessible accuracy within the constraints of computational cost. Of importance to this work, are the scales concerning atomistic phenomena, where quantum mechanics based methods meet classical atomistic descriptions. The timescales of such simulations are typically on the order of nanoseconds at most, with the largest accessible systems on the order of nanometers in size.

Models whose underlying theory is based in quantum mechanics, also known as \textit{ab initio} methods, provide accurate atomic energies, forces and system stress information.
To simulate time-dependent quantities, we cross a multiscale bridge into classical models, where thermodynamical properties are readily accessible, at the expense of highly accurate descriptions of the electronic and interatomic interactions.

In this chapter, the necessary theoretical background to conduct the fitting and uncertainty quantification of interatomic potentials is outlined. Initially, in section 2.1 the focus is confined to quantum mechanical, \textit{ab initio} methods. The Schrödinger equation is first introduced in section 2.1.1 before discussing a key development in \textit{ab initio} simulation: the Born Oppenheimer approximation. In section 2.1.3 the Hartree-Fock formalism is introduced, before moving onto one of two simulation techniques used as part of this work, density functional theory (DFT), in section 2.1.4. Section 2.2 moves on to discuss molecular dynamics (MD), the second simulation technique of vital importance to this work. A key constituent in classical molecular dynamics are the effective potentials after which this work is titled. Section 2.3 is dedicated to the discussion of effective potentials, and the potential fitting process. In sections 2.3.1 and 2.3.2 a few of the effective potential models are outlined, before moving onto the fitting process in section 2.3.3. The landscape sampled during the potential fitting process warrants its own discussion in 2.3.5. Within section 2.3.7 the uncertainties introduced in using an effective potential are discussed. The remaining sections are concerned with necessary background theory to quantify the uncertainties in fitting effective potentials. In section 2.4 the sampling used in the uncertainty quantification method is outlined, followed by a detailed discussion of the uncertainty quantification method in section 2.5.

2.1 \textit{Ab Initio} Methods

First principles (\textit{ab initio}) methods are those which provide approximate solutions to the Schrödinger equation. Such methods provide electronic structure information, for systems up to the order of hundreds of atoms, which is obtained from the description of the atoms by a many-body wave function, \( \Psi \).
2. THEORETICAL BACKGROUND

2.1.1 The Schrödinger Equation

The time-independent (non-relativistic) Schrödinger equation for a system of interacting particles is

\[ \hat{H}\Psi = E\Psi \]  

(2.1)

where \( E \) is the energy of the current system state, and \( \hat{H} \) the Hamiltonian describing the kinetic and potential energies of the nuclei and electrons. Known as the Coulomb Hamiltonian, it is composed of electronic and nuclear energy contributions

\[ \hat{H} = \hat{T}_n + \hat{T}_e + \hat{V}_{en} + \hat{V}_{ee} + \hat{V}_{nn}. \]  

(2.2)

The states of the atoms and electrons in the system are described by their wavefunctions, \( \Psi \). Solving the time-independent Schrödinger equation for a given wavefunction gives the energies of the states. In practise, the exact wavefunctions of many-body systems are not known exactly, therefore \textit{ab initio} methods require iterative improvements to an initial guess wavefunction until the ground state energy is found.

2.1.2 The Born Oppenheimer Approximation

One can argue that the timescale over which electrons move is significantly faster than that of the larger, more massive nuclei. As a result, for any description of the nuclei for the system in a given state, it can be assumed that the electrons have almost instantaneously adopted their positions in the relevant eigenstate. Therefore, the wavefunction can be decomposed into electronic and ionic contributions, \( \Psi = \psi_e \otimes \psi_n \). The same approximation can be approached from another angle; the kinetic energy contribution from the relatively massive ions, \( T_n \), is negligible compared to that of the electrons, \( T_e \), where \( T_i \propto 1/m_i \). As a result, \( T_n \) is neglected from the Hamiltonian, and the system is effectively repositioned to describe the movement of electrons, relative to the positions of stationary nuclei. This is known as the Born-Oppenheimer approximation, and was a crucial development towards the formulation of a computationally tractable quantum mechanical model.

For a system with \( N_n \) nuclei and \( N_e \) electrons the many-body Hamiltonian can then
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be written, in atomic units, as

\[
\hat{H} = -\frac{1}{2} \sum_i N_e \nabla_i^2 - \sum_i \sum_I \frac{Z_I}{|r_i - R_I|} + \frac{1}{2} \sum_i \sum_{j \neq i} \frac{1}{|r_i - r_j|} + \frac{1}{2} \sum_I \sum_{J \neq I} \frac{Z_I Z_J}{|R_I - R_J|}
\]  

(2.3)

where \(I\) and \(J\) index the nuclei, and \(i\) and \(j\) are summed over the electrons. The atomic number of the \(I\)-th nucleus is denoted \(Z_I\), with position \(R_I\) and mass \(m_I\), and similarly for electrons.

Exact solutions to the time-independent Schrödinger equation using the Hamiltonian in equation (2.3), are still incredibly computationally expensive for systems of atoms with more than a handful of electrons. Therefore further approximations are required. Two methods of approach arose: either an approximation to the wave function is applied, as in the Hartree-Fock method, or an approximation to the instantaneous electronic positions, reformulated as an electron density functional is made, resulting in the Kohn-Sham equations, with the latter case forming the backbone of density functional theory.

2.1.3 The Hartree-Fock Equation

The method formulated by Hartree assumes that the electrons in the many-body wavefunction, under the Born-Oppenheimer approximation, can be written as a product of individual electronic wavefunctions,

\[
\Psi(r_1, r_2, ..., r_N) = \psi_1(r_1) \otimes \psi_2(r_2) \otimes ... \otimes \psi_N(r_N),
\]  

(2.4)

which interact through a spherically symmetric mean-field Coulomb potential. The electron-electron contribution to the Hamiltonian in equation (2.3), is then redefined in terms of a continuous, smoothed-out charge density, \(\rho(r) = \sum_i |\psi(r)|^2\), with energy in atomic units

\[
\tilde{V}_{ee}(r) = -\int \frac{\rho(s)}{|r - s|} ds.
\]  

(2.5)

The Schrödinger equation can then be self-consistently solved to find the minimum energy solutions. This approach however, fails to account for the Pauli exclusion principle, whereby the many-body wavefunction is required to be anti-symmetric under the exchange of any two
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electron positions,
\[ \Psi(r_1, r_2, ..., r_N) = -\Psi(r_2, r_1, ..., r_N). \]  
(2.6)

In 1930, Fock remedied the particle spin issue by describing the solutions to the Hartree many-body wavefunction as a Slater determinant of individual orbitals. The inclusion of the Slater determinant, ensured that anti-symmetric combinations of electronic orbitals are chosen, so as to correctly encode electron spin:

\[ \Psi(r_1, r_2, ..., r_N) = \frac{1}{\sqrt{N!}} \begin{vmatrix} \psi_1(r_1) & \psi_1(r_2) & \cdots & \psi_1(r_N) \\ \psi_2(r_1) & \psi_2(r_2) & \cdots & \psi_2(r_N) \\ \vdots & \vdots & \ddots & \vdots \\ \psi_N(r_1) & \psi_N(r_2) & \cdots & \psi_N(r_N) \end{vmatrix} \]  
(2.7)

This self-consistent solution to the Schrödinger equation, with a mean-field description of the electronic interactions and the many-body electronic wavefunction, is known as the Hartree-Fock method. A limitation of this method, is that the electron-electron potential does not account for electron exchange or correlation, the latter of which is essential for consistency with the time-independent Schrödinger equation. Therefore, the accuracy with which the Hartree-Fock method can predict the wavefunction energy is known as the Hartree-Fock limit.

2.1.4 Density Functional Theory

The alternative approximation proposed to the time-independent Schrödinger equation solution, is the density functional theory formulation. This method shifts the focus from a product of electronic wavefunctions to an electron density-centred approach. Within this model, the solution to the electronic orbital wavefunctions are found iteratively. In DFT the system of atoms are described by an analogue system comprising of non-interacting electrons exposed to a local effective potential, \( V_{KS} \), which captures the electron-electron interactions. This allows for the decoupling of the many-body electron wavefunction into its individual orbital representations, \( \varphi_i(r) \). The system is again solved self-consistently, to
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find the correct electronic orbitals which reproduce the system density, $n(r)$.

The Hohenberg-Kohn Theorems

In 1964, the underlying motivation for the density functional theory approach was first formalised as a pair of theorems by Hohenberg and Kohn. As in the Born-Oppenheimer approximation, an inhomogeneous system of interacting electrons subject to an external potential, $V_{\text{ext}}$, have an electronic Hamiltonian of the form

$$\hat{H} = -\frac{1}{2} \sum_i \nabla_i^2 + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} + V_{\text{ext}}.$$  \hspace{1cm} (2.8)

The first theorem then states that the (non-degenerate) ground state electronic density, $n(r)$, uniquely defines $V_{\text{ext}} = \int v_{\text{ext}}(r)n(r) d^3r$, up to the addition of a constant ($v_{\text{ext}} - v'_{\text{ext}} = c$). The significant implication of this statement is that all properties of the system, including descriptions of excited states, can be determined exactly from the ground-state density.

The second theorem then moves to reformulate the electronic components of the Hamiltonian in line with the ground-state density description. Hohenberg and Kohn show in the second theorem, that the (non-degenerate) ground state energy of the system can be formulated as the sum of an external potential with the addition of a density dependent functional, $F[n]$:

$$E[n] = F[n] + \int v_{\text{ext}}(r)n(r) d^3r,$$  \hspace{1cm} (2.9)

where $F[n]$ is a universal functional of any electronic system of unknown form. However, if the functional form of $F[n]$ is simple enough, the many-body problem has been reduced to a minimisation of a three-dimensional functional, resulting in a significant reduction in computational cost when juxtaposed with the $3N$-variable Hartree-Fock approach.

Later, in 1979, Levy circumvented the assumption of a non-degenerate ground state in the Hohenberg-Kohn theorems. He did so through the introduction of a constrained search formalism, which ensures that the search to minimise the universal energy functional conserves the direct relationship between the Hamiltonian and the system wavefunction.
The Kohn-Sham Equations

Working from the Hohenberg-Kohn theorems, Kohn and Sham\textsuperscript{[16]} found that a result of re-basing the density-dependent description to a fictitious system of non-interacting “electrons” meant that the universal functional could be separated into three parts,

\begin{equation}
F[n] = T[n] + \frac{1}{2} \int \frac{n(r)n(s)}{|r-s|} d^3rd^3s + E_{XC}[n].
\end{equation}

Here, the kinetic contribution, $T[n]$, comes from the non-interacting system of electrons, the second term is the Hartree energy as in equation \text{(2.5)}, and finally, $E_{XC}[n]$ accounts for the energy resulting from electron exchange and correlation effects. It is important here to highlight that the kinetic energy is no longer that for a system of interacting particles, and is part of the change in system description unique to the Kohn-Sham formulation.

By constraining the total number of electrons to be constant, as well as grouping the potential energy contributions for non-interacting particles in an external potential, the set of individual electronic Schrödinger equations can be written as

\begin{equation}
\begin{bmatrix}
-\frac{1}{2}\nabla^2 + V_{KS}(r)
\end{bmatrix} \varphi_i(r) = \epsilon_i \varphi_i(r).
\end{equation}

These are known as the Kohn-Sham equations which describe individual electronic orbitals, $\varphi_i(r)$, using the Kohn-Sham potential

\begin{equation}
V_{KS}(r) = \int \frac{n(s)}{|r-s|} d^3s + V_{XC}(r) + V_{\text{ext}}(r).
\end{equation}

The system of Kohn-Sham equations can now be self-consistently solved to converge to the ground state density, which is constructed by summing over $N/2$ particle states,

\begin{equation}
n(r) = 2 \sum_{i=1}^{N/2} |\varphi_i(r)|^2.
\end{equation}

The factor of two in the summation of the density above accounts for the electron degeneracy due to spin. In the Kohn-Sham formulation, the only remaining component unaccounted
for up to this point relates to the exchange and correlations of electrons, $V_{XC}$.

### The Exchange-Correlation (XC) Energy

The exchange-correlation energy is the only term in DFT whose functional form is indirectly approximated, as it is likely too complex to be represented analytically. The exchange-correlation contribution is formulated as a functional of the density, $n(r)$,

$$V_{XC}(r) = \frac{\delta E_{XC}[n(r)]}{\delta n(r)}.$$  \hfill (2.14)

Two popular parametrisations of the exchange-correlation approximation are: the local density approximation (LDA)\cite{Hohenberg1964} and the Perdew, Burke and Ernzerhof (PBE), generalised gradient, functional.\cite{Perdew1996} The LDA functional is solely dependent on the local electron density, separating the exchange and correlation energies and treating them independently,

$$E_{XC}^{LDA}[n] = \int n(r) \varepsilon_{XC}(n(r)) \, dr.$$ \hfill (2.15)

However, as the LDA approximation is designed to describe a homogeneous electron gas, the functional can struggle with systems with rapidly changing electron densities. The PBE approach, is one of a class of generalised gradient approximations, which builds upon the LDA functional to include the rate of change of density throughout the material,

$$E_{XC}^{PBE}[n] = \int n(r) \varepsilon_{XC}(n(r), \nabla n(r)) \, dr.$$ \hfill (2.16)

This inclusion of the gradient as a component of the functional means that the PBE approximation prefers an inhomogeneous electron density compared to the LDA.\cite{Perdew1996} This also results in improved descriptions of total energies, structural differences and atomisation energies,\cite{Perdew1996} and so the PBE functional is employed in all DFT calculations throughout this work.

### Bloch’s Theorem

Up to this point, the many-body Schrödinger equation in (2.1) has been reformulated using the Hohenberg-Kohn theorems, to describe a series of independent Kohn-Sham particles,
as in equation (2.11). Finding the ground-state energy of this system then becomes a case of solving the Kohn-Sham equations for enough states to account for all electrons in the system. Clearly, for simulations of solid state materials with more than a few atoms, the number of required electronic states quickly adds up, even in systems with degeneracy in the electron energies.

Bloch’s theorem uses the periodicity of atomic positions to simplify the wavefunctions of a repeating atomic motif. It is due to this design choice that many planewave DFT codes use periodic boundary conditions (pbc). Following the decision that the system of atoms have translational symmetry in all three directions, it is implied that the electrons subjected to the nuclear potential are also periodic. Therefore, for a repeating cell with lattice vector \(a\), the periodic potential satisfies \(V(r) = V(r + a)\). Naturally, this also implies that the same is true for the density, \(n(r) = n(r + a)\).

Finally, Bloch’s theorem states that in a periodic system, solutions to the wavefunction can be written as a ‘quasi-periodic’ product. The wavefunctions consist of a repeating cell part, \(u_j(r) = u_j(r + a)\), and an arbitrary phase with wavevector \(k\), which is restricted to the first Brillouin zone:

\[
\varphi_j(r) = e^{i k \cdot r} u_j(r),
\]

\[
\varphi_j(r + a) = e^{i k \cdot (r + a)} u_j(r + a) = e^{i k \cdot a} \varphi_j(a).
\]  

**Planewave Basis Sets**

As \(u_j(r)\) is periodic, it can be expanded in terms of a Fourier series with reciprocal lattice vectors \(G\) (with \(G \cdot a = 2\pi m, m \in \mathbb{Z}\)) and complex coefficients \(c_{j,G}\). This means that the electronic wavefunctions can be described by a basis of planewaves:

\[
u_j(r) = \sum_G c_{j,G} e^{i G \cdot r}, \]  

\[
\varphi_j(r) = e^{i k \cdot r} \sum_G c_{j,G} e^{i G \cdot r} = \sum_G c_{j,G} e^{i (k + G) \cdot r}.
\]
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This planewave basis can be inserted into the Kohn-Sham equations in 2.11 to obtain a description of the potentials in terms of Fourier coefficients $c_{j,k+G}$.

$$\sum_{G'} \left[ \frac{1}{2} |k+G|^2 \delta_{GG'} + V_H(G-G') + V_{XC}(G-G') + V_{\text{ext}}(G-G') \right] c_{j,k+G'} = \epsilon_j c_{j,k+G} \quad (2.19)$$

where $\delta_{GG'}$ is the Dirac delta function.

For large wavenumbers $G$, the magnitude of the corresponding coefficients $c_{j,G}$ decreases. Therefore, as the weighting of these wavevectors become negligible, it makes sense to exclude them from the calculations in order to create a finite basis set. As the square of the wavenumber is directly related to the kinetic energy of the state, the exclusion of high wavenumber contributions is enforced by setting a cut-off energy for the planewave basis set,

$$E_{\text{cutoff}} = \frac{\hbar^2}{2m_e} |k + G|^2. \quad (2.20)$$

In every planewave DFT simulation the cutoff energy for the planewave basis is found by trialling a variety of energies until the results of the calculation converge to within a desired tolerance. Similarly to converging the planewave cutoff energy, the k-points at which the Brillouin zone is sampled can also be converged in order to optimise the calculations. A Monkhurst-Pack (MP) grid is the method of choice used within this work when selecting the relevant k-points. The MP k-points are evenly spaced in reciprocal space, where due to the inverse relationship with cell size, larger simulation cells require fewer k-points to compute the planewave solutions. In order to simulate complex morphologies such as surfaces, the simulation cell can be defined in such a way that it includes a large enough vacuum so that periodic images of the slab surfaces do not interact.

**Pseudopotentials**

To further reduce the computational requirements of DFT simulations, therefore allowing for the computation of more atoms, an approximation to the wavefunction is frequently used. A pseudopotential is used to approximate the components of the electric potential due to the interactions of atomic nuclei (with associated core electrons) and valence electrons. Close to the nuclei, valence electron wavefunctions oscillate rapidly in order to maintain
Figure 2.1: The pseudopotential $V^{ps}$ and respective wavefunctions $\phi^{ps}$ for the 4d, 5s and 5p valence states in molybdenum. Vertical arrows denote the core cutoff distance $r_C$, and $V^{(1)}$ show the initial pseudopotential trials before convergence. The all-electron, plane wave potential is denoted $V$, with the the limiting form illustrated alongside. Reprinted from Computer Physics Reports, 9, Pickett, W. Pseudopotential methods in condensed matter applications, p103., Copyright 1989, with permission from Elsevier.

orthogonality to core electron wavefunctions. Furthermore, in order to strongly bind the core electrons to the nucleus, the Coulomb potential diverges with $1/r$ as $r \to 0$. As the majority of material simulations are interested in electronic, mechanical and chemical properties which are predominantly affected by the valence electrons, replacing the core electron wavefunctions and Coulomb potential with smoother functional forms is often a worthwhile trade in precision for the gain in computational speed-up. Due to the strong attractive Coulomb interactions, core electrons reside close to the nucleus, and so their only significant contribution to system is the screening of the nuclei from valence electrons. As long as the screening effect is replicated by the pseudopotential, encapsulating the core electron wavefunctions in a generalised nuclei-core ion description has little effect on the
accuracy of simulations.

Figure 2.1 illustrates a Coulomb potential and wavefunction close to the nuclei, for three valence states in molybdenum. Outwith a chosen cutoff radius, \( r_C \), the pseudopotential and corresponding potential provide a good approximation to the all electron solutions. As the smoother wavefunctions of pseudopotentials oscillate less within the ion core region, the orthogonal valence wavefunction also have fewer oscillations. Therefore a lower planewave cutoff energy is required when using pseudopotentials, yielding a significant computational speedup. Libraries of pre-computed pseudopotentials are now common inclusions in DFT codes, and frequently fall into three of the most popular categories: norm-conserving pseudopotentials, ultrasoft pseudopotentials and the projector augmented wave method (PAW) pseudopotentials. For further discussions of pseudopotentials the reader is directed to the textbook: “Electronic Structure: Basic Theory and Practical Methods”.

The Hellmann-Feynman Theorem

In order to find the ground state of a system, one has to understand how the electronic configuration and atoms in the system should move in order to decrease the total system energy. The Hellmann-Feynman Theorem relates the derivatives of the total energy to the expectation value of the derivative of the Hamiltonian for a given parameter, if the wavefunction is an eigenfunction of the Hamiltonian. If this parameter is chosen to be the ion positions in the Kohn-Sham treatment, the forces on these ions can be calculated. Therefore, for the Kohn-Sham wavefunctions in equation (2.19), the forces acting on the ions are be described by the Hellmann-Feynman Theorem by taking the derivatives with respect to the ion positions, \( \mathbf{R}_I \) as follows

\[
F_I = -\frac{\partial E_{KS}}{\partial \mathbf{R}_I} = -\sum_i \langle \varphi_i | \frac{\partial H_{KS}}{\partial \mathbf{R}_I} | \varphi_i \rangle.
\] (2.21)

Geometry Optimization

To undertake a geometry optimization, where the position of atoms in a system are allowed to relax into the most favourable configuration, there are a series of steps which must be followed. Before atoms can be moved, the directions of movement which would lower the
total system energy must first be understood. As the Hellmann-Feynman theorem states, these forces can be calculated for each ion from the derivative of the energy. This theorem only holds if the electronic orbitals are eigenfunctions of the Hamiltonian, and so this is what must first be established. Therefore, the geometry optimization procedure is as follows:

1. Using the variational principle, self-consistently find the correct Kohn-Sham electronic wavefunctions associated to each ion in the system. Utilizing the method proposed by Car and Parrinello, the electronic wavefunctions can be treated as dynamical variables, resulting in a significant computational speed up compared to the traditional matrix-diagonalisation method.

2. Use the Hellmann-Feynman Theorem to calculate the incident forces on each ion, and therefore the direction of movement for each which minimizes the total system energy.

3. Move the ions by a specified amount in the identified directions. This positional change will then require recalculation the Kohn-Sham wavefunctions.

4. Repeat steps 1-3 until the Hellmann-Feynman forces are within a given tolerance.

When the forces and energies of any system are required, without completing the geometry optimization process, this is often referred to as a singlepoint DFT calculation. In this case steps 1 and 2 in the routine above are followed to obtain the energies and forces without continuing on to moving the atoms.

2.2 Classical Molecular Dynamics

To access thermodynamical material properties, classical mechanics is used to model inter-atomic interactions and is known as molecular dynamics (MD). Molecular dynamics is both computationally cost effective and efficient, when compared to any attempt to model such quantities with a quantum description. The basis of MD relies upon integrating Newton’s equations of motion numerically for a collection of atoms (or molecules if the system is coarse grained).

The Hamiltonian for a closed system can be separated into two constituent parts: a kinetic energy contribution relating to the deterministic momentum (i.e. mass and velo-
of each atom, and a potential energy describing the interactions of an atom with its local atomic neighbourhood. Molecular dynamics simulations are largely independent of the potential energy description, which can be provided either from ab initio calculations or from a classical model. In this work the potential energy is modelled by a classical effective (interatomic) potential, which is either an analytic or tabulated function.

In essence, there are three components to molecular dynamics: the first is the algorithm used to evolve the atoms over time, which in this case we consider the Velocity-Verlet algorithm, the second is the choice of thermodynamic ensemble being simulated as defined by the thermostat (or absence of one), and third is the description of the interatomic forces, as handled by the interatomic potential model.

2.2.1 The Verlet Algorithm

By considering the Taylor series expansion of an atom with position, \( r \), at a time \( t \pm \Delta t \), a description for the time evolution of the system can be derived.

\[
\mathbf{r}(t + \Delta t) = \mathbf{r}(t) + \frac{d\mathbf{r}(t)}{dt} \Delta t + \frac{d^2\mathbf{r}(t)}{dt^2} \frac{\Delta t^2}{2!} + \frac{d^3\mathbf{r}(t)}{dt^3} \frac{\Delta t^3}{3!} + ... \quad (2.22)
\]

and similarly

\[
\mathbf{r}(t - \Delta t) = \mathbf{r}(t) - \frac{d\mathbf{r}(t)}{dt} \Delta t + \frac{d^2\mathbf{r}(t)}{dt^2} \frac{\Delta t^2}{2!} - \frac{d^3\mathbf{r}(t)}{dt^3} \frac{\Delta t^3}{3!} + ... \quad (2.23)
\]

Adding the expansions in equation (2.22) and equation (2.22) together, and rearranging in terms of \( t + \Delta t \) gives

\[
\mathbf{r}(t + \Delta t) = 2\mathbf{r}(t) - \mathbf{r}(t - \Delta t) + \frac{d^2\mathbf{r}(t)}{dt^2} \Delta t^2 \quad (2.24)
\]

for terms up to second order. It is then assumed that the acceleration on an atom is a result of the forces from neighbouring atoms. This force is described as the rate of change (derivative) of an interatomic potential energy function, \( V(r) \). From Newton’s Second Law
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of Motion, the force on a particle, \( i \), with mass, \( m \) is then

\[
F_i = m_i \frac{d^2 r_i}{dt^2} = -\frac{dV(r_i)}{dr_i}.
\]  (2.25)

By replacing the second order term in equation (2.24) with the interatomic potential description in equation (2.25), an easily-implementable, discretised description is obtained for an atom moving over time,

\[
r(t + \Delta t) = 2r(t) - r(t - \Delta t) + \frac{\Delta t^2}{m} F(t).
\]  (2.26)

This equation is known as the Verlet algorithm, and forms the backbone of MD simulations. To calculate the atomic velocities, a central finite difference approach of subtracting the atomic positions at a displacement of \( \pm \Delta t \) can be used to approximate the derivative. However, this approach is liable to potential rounding errors arising from the subtracting of atomic positions. This issue can be mitigated by the explicitly evaluating the velocities at the same point in time as the positions. This is a reformulation is known as the velocity-Verlet algorithm, and results in a description of velocities accurate to third order (an accuracy equivalent to that of the the atomic positions)

\[
r(t + \Delta t) = r(t) + \dot{r} \Delta t + \frac{1}{2} \frac{\Delta t^2}{m} F(t),
\]  (2.27)

\[
\dot{r}(t + \Delta t) = \dot{r}(t) + \frac{1}{2} \frac{\Delta t}{m} \left[ F(t) + F(t + \Delta t) \right].
\]  (2.28)

2.2.2 Thermodynamic Ensembles

The velocity-Verlet algorithms define a closed system (fixed number of particles, \( N \), and simulation cell volume, \( V \)) within which the total energy (\( E \)) is conserved. This adiabatic construction defines the NVE ensemble, otherwise known as the microcanonical ensemble. Following from the ergodic hypothesis, which states that each microstate of a constant energy system is accessible with an equal probability, this means that the time-averaged NVE samples of accessible system states can be used to compute macroscopic thermodynamic properties. From the velocity-Verlet algorithms in (2.27) and (2.28) the initial force on an atom
is described by the potential energy due to neighbours, and is described by an interatomic potential, \( F = -\nabla V \). The atomic velocities, which introduce kinetic energy contributions into the system, can be initialised using a Maxwell-Boltzman distribution, and scaled to represent a temperature, as defined by the equipartition theorem

\[
T = \frac{1}{3Nk_B} \sum_{i=1}^{N} \frac{|\vec{p}_i|^2}{m_i}
\]  

(2.29)

where \( \vec{p}_i = m_i \vec{r}_i \) is the momentum of atom \( i \), and \( k_B \) the Boltzmann constant. With this velocity initialisation, it is necessary to run the simulation until the distribution of kinetic and potential energies equilibrate before extracting results.

Due to choice of time-step, system size or morphology, it is possible for the instantaneous temperature in equation (2.29) to drift over the course of a simulation. Therefore, to regulate the system temperature and realistically simulate macroscopic quantities, a thermostat can be used to manipulate the exchange of energy within the system. This is known as the canonical ensemble (NVT), in which the temperature is kept constant and the total energy able to fluctuate. For large enough systems, a canonical ensemble becomes equivalent to the microcanonical ensemble. In an NVE ensemble, each microstate is equally probable due to the conservation of energy (with temperature allowed to fluctuate), whereas within the NVT ensemble, the probability assigned to each microstate is dependent on the energy of the state

\[
P = \frac{1}{Z} e^{-\frac{E}{k_B T}} \quad \text{with} \quad Z = \sum_i e^{-\frac{\varepsilon_i}{k_B T}}
\]  

(2.30)

where \( Z \) is the canonical partition function dependent on the Helmholtz free energy. This is a sum of all microstates, with energy \( \varepsilon_i \), accessible on the same contour of the potential energy surface (i.e. the system at constant temperature in an NVE ensemble).

To regulate the temperature in a canonical ensemble, the thermostat is required to periodically adjust the kinetic energy of the system by acting upon the atom velocities. There are four main approaches of thermostat which will be briefly touched upon, however for further detail the reader is directed to “Understanding Molecular Simulation: From Algorithms to Applications” by Frenkel and Smit.

From the discussion of initialising atoms with a velocity distribution within the mi-
crocanonical ensemble, it follows that the first approach to temperature control would be to periodically rescale the velocities to sustain the desired temperature. Scaling the atomic velocities to maintain the desired result is referred to as a strong coupling method, one disadvantage of which is that a simulation can easily become destabilised by the instantaneous shifting an atom velocities between disjointed points in phase space (i.e. instantaneous changes to velocities are unrealistic). Therefore, velocity rescaling is more usefully used as a tool to quickly initialise a system with a given temperature, prior to a burn-in (energy equilibration) period, before applying a less intrusive thermostat.

The second type of thermostats are categorised as weak-coupling methods, under which the atom velocities are adjusted towards the direction of the desired temperature, as opposed to being instantaneously shifted. The Berendsen thermostat,\textsuperscript{63} is an example of a weak-coupling method, under which the velocities are slowly rescaled to maintain the desired temperature. One major disadvantage of this approach however, is that a Maxwell-Boltzman velocity distribution is not guaranteed, which could arise in certain atom velocities being continuously scaled more than others, resulting in what as known as the “flying ice-cube” effect.\textsuperscript{64}

The third approach to thermostatting uses stochastic interactions with the atoms to perturb the velocities. With the Andersen thermostat,\textsuperscript{65} these interactions take the form of random “collisions” between an atom and the thermostat, with the resulting velocities are drawn from a Maxwell-Boltzman distribution. As with the thermostatting methods mentioned previously, the Andersen thermostat also risks introducing instabilities in complex morphologies due to potentially drastic velocity perturbations which could unrealistically disrupt simulation of a desired structure. Compared to the Andersen approach, the Langevin thermostat,\textsuperscript{66} is another stochastic method which is less prone to such instabilities. With a Langevin thermostat, the system is heated through the application of random forces, which are balanced by the removal (i.e. cooling) of the system through a frictional damping term. The additional stability in Langevin dynamics simulations is due to the introduction of this damping force, which is applied randomly to particles and is related to the random ‘heating’ forces by a dispersion relation. The only disadvantage of the Langevin approach, is that this damping force can be incident on atoms within any neighbourhood. In the case of an
atom in a vacuum, or far from a surface, this can obviously lead to unrealistic results.

The final thermostat to be introduced involves a direct alteration to equation (2.28) in the Velocity-Verlet algorithms, through the introduction of a friction factor as an additional degree of freedom. Known as the Nosé-Hoover method, this approach results in deterministic particle trajectories, due to the additional degree of freedom in the system dynamics, unlike the random velocity updating manifested in a variety of forms by previous thermostats. With the Langevin thermostat, the temperature modulation is akin to interactions between the system and a viscous liquid, whereas in the Nosé-Hoover thermostat the system is coupled to an external heat bath through the additional degree of freedom. The Nosé-Hoover thermostat guarantees a Maxwell-Boltzmann velocity distribution for large systems, however for single particles this is not guaranteed, and so the use of an Andersen thermostat is still preferable for small systems.

In addition to the microcanonical (NVE) and canonical (NVT) ensembles, there exists an isobaric-isothermal ensemble (NPT) which simulates the conditions under which the majority of physical experiments are performed. In order to reproduce experimental results, a combination of the thermostats and barostats, of a similar mathematical construction, are used to maintain the ensemble, with improvements to this simulation technique being continually proposed.

2.3 Interatomic Potentials

The final mathematical construction to be detailed in the molecular dynamics formalism, is the encoding of the atom-atom interactions. As atoms are perturbed by the thermostat, the resulting neighbour forces, due to the change in positions, are described by a classical effective (interatomic) potential, $V(\mathbf{r})$. This work is concerned with analytic effective potentials which assume explicit functional forms. Tabulated potentials may also be utilized in molecular dynamics, and for further details on tabulated potentials the reader is referred to the textbook “Interatomic Forces in Condensed Matter” by Finnis.

Interatomic potentials encode the material-specific physics into the system, and so great care should be taken when selecting the potential model for use in an MD simulation.
Analytic potential functions have historically been determined based on intuition, or based upon the understanding of the material from experiments. Potential functions were initially designed to reproduce experimental values, such as the cohesive energy, stress/strain curves, expansion coefficients, lattice parameters and elastic constants. The techniques behind the creation of effective potentials have since evolved, to include fitting analytic functions to *ab initio* data, through the use of force-matching,\cite{ref1} or by machine learning, with the most notable approaches being neural network potentials,\cite{ref2,ref3} and Gaussian approximation potentials.\cite{ref4} Interatomic potentials aim to capture the most important nuances in the interatomic energy landscape. As a result, an effective potential developed for one particular system is unlikely to be transferable to a system with different behaviour. Present day advancements in potential creation improve upon the potential design process, by additionally working to more accurately reproduce quantities and distributions obtained from *ab initio* simulations, such as per-atom forces and defect energies.
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2.3.1 Pair Potentials

The first, most simplistic analytic potentials were designed to model liquids, by describing
the interatomic forces between nearest neighbour atom pairs. Such functional forms are
known as pair potentials, with two examples being the Morse\(^{74}\) and Lennard-Jones\(^{75}\) models.
Graphical representations of these potential models are illustrated in figure 2.2, each with
unit parameter values. For a pair of atoms separated by a distance \(r\), the Lennard-Jones
potential is defined as

\[
V(r) = 4\varepsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right], \tag{2.31}
\]

and the Morse potential has the form

\[
V(r) = D_e \left[ \left( 1 - e^{-a(r-r_e)} \right)^2 - 1 \right]. \tag{2.32}
\]

Both potentials describe pairwise interactions, with repulsive behaviour (i.e. negative gradi-
ents) for particles with separations less than that of their diameter, and attractive forces (i.e.
positive gradients) between nearby particles, up to some cut-off distance. The equilibrium
interatomic distances between particles for Lennard-Jones (LJ) and Morse are defined at
\( \frac{dV(r)}{dr} = 0 \), which corresponds to \( r_{LJ} = \sqrt[6]{2}\sigma \), and \( r_{M} = r_e \), respectively. The depth of the
potential well is given by \( \varepsilon \), in LJ, and \( D_e \) for Morse. The Morse potential contains an addi-
tional system-dependent parameter, \( a \), which inversely controls the width of the potential,
i.e. a smaller value of \( a \) gives a wider potential. Although initially designed to model liq-
uids, pair potentials can be used to describe metallic systems with some success.\(^{76}\) However,
an inherent limitation of such potentials are their inability to reproduce all three elastic
constants simultaneously due to having too few parameters (i.e. degrees of freedom).\(^{77}\)

2.3.2 The Embedded Atom Method

In the late 1970s and early 1980s, there was a significant effort to construct simpler de-
scriptions of impurities in metals, namely hydrogen. At the time there were two significant
approaches to the problem: a local self-consistent cluster-based treatment of the impurity
and its nearest neighbours\(^{78}\) and the “jellium” model, which treated the impurity as an em-
bedding in a homogeneous electron gas (also used as the rationale for the LDA functional in DFT). In 1980, Stott and Zaremba considered the “quasi-atom” approach to simulating embedded impurities, by treating the impurity and its electronic screening cloud as a single unit. From this approach, advances were made in formalising what is now termed the transfer function in the embedded atom method (EAM) potential.

The EAM potential is comprised of three functional parts: a pair potential term, an embedding function, and a transfer function. In 1982, Jens Nørskov proposed a covalent bonding contribution to the embedding term, which helped to generalise the description to more complex metals. Finally, the embedded atom method (EAM) as it is now known, utilises a pairwise embedding function, and was finally presented one year later by Daw and Baskes as a generalisation of the quasi-atom approach used to model the presence of hydrogen in metals.

The functional form of the EAM potential is separated into three functions, a pair term, an embedding and transfer function. The energy of an atom \( i \), surrounded by \( N \) neighbours can be written

\[
E_i = \frac{1}{2} \sum_{i \neq j}^N \Phi_{\alpha\beta}(r_{ij}) + F_{\alpha}(n_i) \quad \text{where} \quad n_i = \sum_{j \neq i} \rho_{\beta}(r_{ij}).
\] (2.33)

The pair term, \( \Phi(r) \), is a typical pair function, as above (i.e. LJ or Morse), and predominantly describes the symmetric nuclear repulsion. The improved accuracy of the EAM potential in equation (2.33), is a result of the inclusion of a density-dependent embedding term, \( F(n) \) and transfer function, \( n(\rho(r)) \). These functions account for the effect of delocalised electrons in metals, and the resulting non-linear electronic contributions to the local environment of an atom.

A common misconception of the EAM formalism, is that the embedding term describes the energy required to embed an ion core into the local electron density. However, due to the gauge degrees of freedom in the analytic form as shown in equations 2.34, it can be demonstrated that the linear contribution to the electron density can be shared between the pair contribution, and the embedding term. Therefore, a complete description of the system can only be understood when considering the EAM functional form as whole and
not as separable constituent parts.

\[
\Phi_{\alpha\beta}(r) \rightarrow \Phi_{\alpha\beta}(r) + \lambda_{\alpha}\rho_{\alpha}(r) + \lambda_{\beta}\rho_{\beta}(r) \\
F(n_{\alpha}) \rightarrow F(n_{\alpha}) - \lambda n_{\alpha}.
\] (2.34)

The EAM functional form in equation 2.33 and description of gauges in 2.34 are generalised to describe interactions between different elements. Here, \(\alpha\), denotes the “embedded” atom type of interest, with \(\beta\) describing the effect of interactions with potentially different neighbouring elements. Within this work, only single element materials have been modelled thus far, and so the subscripts \(\alpha\) and \(\beta\) can be dropped.

2.3.3 The Force Matching Method

Interatomic potentials are an invaluable tool in materials modelling, as they reduce the complexity of the problem by reducing dimensionality in the configuration space. DFT provides the forces on each atom in a material for a given morphology and stoichiometry. In the force-matching method, an interatomic potential is fitted to model a given system, by matching the derivative of an initial guess potential model to the array of \textit{ab initio} forces for various instances of the system (i.e. geometries, structures, thermodynamic phases, surfaces). The parameters of an interatomic potential model are then adjusted to optimally reproduce the forces, energies and stresses, which have typically been obtained from DFT calculations. There are a variety of open source codes available which implement the force matching method, in this work the \textit{potfit} implementation is used. In \textit{potfit}, the potential parameters, \(\theta = \{\theta_1, ..., \theta_N\}\), either belong to an analytic potential, or are the values of the tabulated potential function at sampling points.

In order to fit a potential by force matching, the deviation of the interatomic model from the reference data is quantified by the least squares N-dimensional cost function, \(C(\theta)\), with

\[
C(\theta) = \sum_{k=1}^{M} a_k \left( F_k^\theta - F_k^0 \right)^2 + \sum_{r=1}^{N_C} b_r \left( A_r(\theta) - A_r^0 \right)^2.
\] (2.35)

where \(N\), is the number of degrees of freedom (i.e. parameters, \(\theta\)) in the potential model. The first sum, runs over all \(M\) force components of the reference configurations, and where \(F_k^0\), is
the set of individual atomic forces, each with a weighting, given by $a_k$. Here, $F_k(\theta)$ represents the corresponding set of forces from the potential, for each atom in the configuration. The fit can be enhanced with additional information about the target system energies and stresses (and optionally other quantities), represented by $A_0^r$. These additional quantities are most often obtained through first principles calculations, and can be given weights $b_r$, depending on the importance of the accuracy in their descriptions, as given by the potential, $A_r(\theta)$. The “best fit” potential parameters $\theta^*$, are those which give the minimum cost value, $C(\theta^*)$.

The weightings $a_k$ (associated with forces) and $b_r$ (energies or stresses) are chosen by inspecting the error sum initially associated to each fitted quantity, and then tuning the weights to improve upon the prediction of a particular quantity at expense of the others. This then allows for finer control over the predictive capabilities of the fitted potentials, by encouraging greater precision in the quantities most closely related to its intended use.

Figure 2.3 illustrates the potfit potential fitting workflow, with the light-blue box indicating sections of the fitting process handled within the potfit software. On the left of the illustration are three boxes outlining sources of the atomistic forces, energies and stresses, which constitute the reference data. For reference data generated using molecular dynamics, an initial guess potential must of course be used, and so, as indicated by the curving dashed line, it may be favourable to iteratively supplement such reference snapshots with those produced using subsequently fitted potentials. This iterative approach can effectively be circumvented however, by performing singlepoint DFT calculations on each of the MD reference snapshots, to obtain more accurate forces, energies and stresses, independently of the interatomic potential being fitted. In this way, the MD portion of the reference data
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generation is only required to sufficiently perturb the atomic positions by enough to create a spread of interatomic forces, with which an interatomic potential can be fit. As a range of forces are required to fit a potential model, it is important when building the reference data to include an array of morphologies and environments. This is indicated by the variety of subsections within the reference database in figure 2.3. The purple boxes within potfit, are an incredibly simplistic representation of the computational components of the program at which the force matching is performed.

Whilst sufficient variety in the reference data is important in order to provide a greater quantity of distinct data-points to which the potential is fitted, it is imperative that each reference snapshot is relevant. This means that the reference snapshots chosen should be representative of the system the potential will be used to simulate, i.e. a potential fitted to predict quantities at room temperature should not contain obscenely high temperature reference snapshots in the fitting data.

Until this point, the force matching method provides us with a way to quantify the fit quality, of an interatomic potential, to the reference data, through the cost value. However, it remains unclear how one would proceed in finding which potential parameter values would yield an improved potential fit (i.e. lower cost value). The following subsections outline the methods of space searching (local and global optimisers), which can be used to find improved potential parameters. However, before proceeding to this discussion, the next subsection summarises and describes the nature, and basic construction, of the variety of landscapes (most importantly the cost landscape), encountered within the potential fitting process.

2.3.4 Landscapes of the Potential Fitting Process

It is beneficial to clarify the coordinates of each mathematical space encountered throughout the potential fitting process. Three such spaces have been indirectly encountered up to this point: configuration space, phase space and the cost landscape.

For a fixed number of atoms, $n$, configuration space describes all possible atomic positions of the system. Therefore, as each atom has three Cartesian coordinates defining its position, $r_i = (x_i, y_i, z_i)$, the dimensionality of configuration space is $\mathbb{R}^{3n}$. The coordinates of a single point in configuration space, contain the positions of all atoms in the system at a
single instant. Moving in configuration space is equivalent to changing the system structure by moving atoms. As the Hamiltonian of a system can be separated into kinetic and potential energy terms, where the potential energy is defined solely by the atomic positions, each coordinate in configuration space has an associated potential energy. Therefore, moving through configuration space, becomes a traverse across a potential energy surface (PES).

Similarly, points in phase space are defined by the atomic positions, additionally with the components of momentum, $p_i = (p_{xi}, p_{yi}, p_{zi})$. Therefore, as phase space contains twice as many coordinates defining each point, its dimensionality is $\mathbb{R}^{6n}$, where $n$ is the total number of atoms. As kinetic energy contributions are a function of the momenta, in addition to the potential energy configuration space information, each coordinate in phase space can be evaluated to obtain the total system energy. In the discussion of thermodynamic ensembles, this concept is briefly mentioned in equation (2.30), where the probability of a system occupying a given microstate is related to the sum of all phase space coordinates with the same energy (i.e. energy isosurface). Phase space is also explored throughout a molecular dynamics simulation, through the time evolution of the system, where paths in phase space (across the surface of microstate total energies) are forged.

Finally, the cost space introduced in the potential fitting process is fundamentally different in nature to the two above, and upon reflection should perhaps more appropriately be referred to as the cost surface (or landscape). The construction of cost space begins with the definition of the reference data, which may contain as many as $m$ reference configurations. These datasets provide $m$ discrete sample of points in configuration space (positions), along with their first derivatives (forces as $F = -\nabla E$) and the potential energy of each point (total configuration energy), as well as the stress components associated with the coordinate (which links the positions and forces, i.e. for uniaxial normal stress, $\sigma = F/A$). The potential model being fitted, defines a potential model space with dimensionality equal to the number of fitted potential parameters, $\theta = \{\theta_i\}_{i=1}^N$. Each point in this potential parameter space, is a set of parameters corresponding to a different interatomic potential, which are each potential energy functionals of atomic separation, $r$. The cost landscape is of the same dimensionality and coordinate system as the potential parameter space. However, the evaluation of each point is a cost value, defined by its fit to the reference data. Moving through the cost
landscape is analogous to changing the potential parameters, \( \theta_i \). The space explored within the potential fitting process, is then essentially the potential parameter space, relative to the reference data. In order to choose directions within the cost landscape with decreasing cost values, generalised minimisation algorithms, designed for any type of space searching of this nature, are required.

2.3.5 Global Minimisers and Local Minimisers

An understanding of the cost landscape defined by the potential fitting process can quickly become unintuitive, as in the EAM model, where spaces of 10 dimensions (i.e. potential parameters), or greater, are explored. As the potential which most accurately reproduces the reference data has the lowest cost in the landscape, intelligent techniques to efficiently and effectively navigate the cost space must be employed.

Herein lies an open question in multidimensional space searching, how does one know when the global minimum of such a space has been found? Exhaustive mapping of the space is computationally infeasible, and therefore the development of new algorithms to efficiently search for a minima is an area of ongoing research within the computer science community. Within \textit{potfit}, the current best-practice approach is to first invoke a “global” minimiser, to find the region of space most likely to contain the minimum, followed by a “local” minimiser, to descend to the lowest point in the minimum basin. Two popular global minimisation algorithms which are implemented in \textit{potfit} are simulated annealing, and differential evolution.

Simulated annealing follows from the process of annealing in metals; where, with a near molten metal, the temperature is gradually reduced or quenched, allowing the atoms to migrate into their optimal crystalline positions. The simulated annealing heuristic follows similarly, where the space is searched and the notion of “temperature” introduced as a constraint on the size of steps taken whilst searching. Downhill steps in the landscape are accepted outright, whereas those which increase the cost are accepted with a probability relating to the temperature, \( P_{\text{acc}}(\Delta C) = \exp(-\Delta C/T) \). In this way, the size of the searching steps are gradually reduced, i.e. temperature decreases, and the algorithm settles into what is believed to be the deepest basin. As will be discussed in greater detail in section 2.4.
simulated annealing is an example of a Monte Carlo method, which stem from the work of Metropolis et al.\textsuperscript{88}

Upon isolating the region likely containing the landscape minimum, a local minimisation algorithm is then used to descend to the bottom. The local minimiser employed in \textit{potfit} is Powell’s method,\textsuperscript{89} which only requires a single numerical calculation of the basin gradient at initialisation, unlike other conjugate gradient methods, which require an explicit gradient calculation at each step.\textsuperscript{90}

It is not always the global minimum which is of greatest interest to researchers, particularly in chemistry, where for example the aim could instead be to model chemical reactions.\textsuperscript{91} The saddle-points of a landscape, known as reaction pathways, map out the preferred method of transition from one state to the next. The dimer method,\textsuperscript{92} can be used to probe transition states and reaction pathways. The method relies on eigenvalue decomposition to investigate the second order moments of the eigenvalues, obtained from the Hessian, coupled with kinetic Monte Carlo moves, to evolve the system over large timescales. In the uncertainty quantification method implemented in this work, eigenvalue decomposition of the Hessian is also used, and is explained in section 2.5. The kinetic activation-relaxation technique (k-ART) is another method which can be used to describe transitions in condensed matter.\textsuperscript{93,94} The k-ART technique has, for example, successfully described movement of interstitials between favourable states in metals.\textsuperscript{93}

The final type of configuration space exploration of interest, is concerned with finding new materials and morphologies. \textit{Ab initio} random structure searching (AIRSS)\textsuperscript{95} is based upon throwing random concentrations of atoms into a hypothetical box and relaxing them, using DFT, to the most favourable energetic configuration. As a result of AIRSS simulations performed at high pressure, new crystalline morphologies, believed to describe those found inside stars, have been discovered.\textsuperscript{96} As with gradient based methods, such as Powell’s, the AIRSS dartboard approach relies on the assumption that the deepest potential basins are also the widest.
2.3.6 Reference Data

The aim of a good effective potential, is to match the relevant area of the configuration space as closely as possible, at the sampling points provided in the reference data. The testing set then contains previously unseen points in configuration space. It is assumed that the interpolation of the potential at the new training points will match their true configuration space values sufficiently closely, i.e. to within the fitting error. A common issue in the building of potentials, can be under-, or over-fitting, of the potential.

Under-fitted potentials are the results of sparse training sets. Sparse sets typically contain too few sampling points in the minima and saddle-points of the configuration space. A configuration space minimum typically describes the most energetically favourable arrangements of atoms, such as the ground states of a system, over a variety of pressures and morphologies. Saddle points in configuration space however, frequently describe transitions between such energetically favourable states, for example a chemical reaction process or the movement of an electron-hole pair in semiconductors.

The over-fitting of potentials can be pictorially envisioned as a wrinkling of the potential cost space, compared to the configuration space. This is often the result of too many parameters in the analytic potential form. This means that a complex potential is attempting to capture motifs in the energy landscape which do not exist; the potential wrongly interpolates between training points which it has matched exactly. An unnecessarily complex analytic potential model can be identified by principle component analysis (PCA), which illuminates which parameters contribute least to the fit.

A high quality potential should aim to capture the same trends and motifs of a given configuration space, but need not match exactly for all points in the training reference configurations. Interatomic potentials are ultimately predictions on the shapes of configuration space, given what is already known about particular systems. Therefore when building the reference data, there is an assumption that the configurations chosen for the potential fitting, are representative of the areas of configuration space which are to be modelled by the interatomic potential. Were the reference data ill-chosen in this manner, this may result in the most desirable potential for the simulation of quantities of interest not being that with the lowest cost value. The suitability of the reference data used, introduces the first
of multiple sources for error introduction into the system. This specific type of error affects the specificity (i.e. the precision) of the fitted model, and is discussed in greater detail in section 2.3.7.

A second type of reference data error is due to the quality of the fitting configurations used. The quality of reference data, controls the error introduced into the system, from approximations made in the ab initio simulations. Reference data should typically contain both equilibrium and non-equilibrium configurations, the latter of which can be created either directly from ab initio MD simulations, or use a snapshot of atomic positions from a classical MD simulation, upon which a DFT calculation is performed to obtain more accurate atomic forces, energies and stresses. One important benefit of the inclusion of non-equilibrium reference data, is that it provides a significantly greater amount of information (especially in forces) for the potential fitting than, for example, a crystalline, 0K, snapshot would. Therefore, the ab initio calculations performed on the non-equilibrium data solve the Kohn-Sham equations for the fixed atomic positions provided, and are known as singlepoint calculations. For all DFT calculations, there is a tolerance to which the Kohn-Sham equations are solved which directly affects the precision of the results. Therefore, one of the most important steps when creating a reference dataset is to ensure that the tolerance used for the DFT calculation is small enough that the calculations are consistent with one another, i.e. that they have converged. The tolerance of the convergence can be controlled predominantly in two ways; through the cutoff energy of the planewave basis set, and through the density of the k-point grid. By ensuring the parameters used in the DFT calculations are such that the they have converged to a high enough precision, uncertainties from the reference data can be minimised.

2.3.7 Sources of Uncertainty

The decision to employ an interatomic potential introduces a variety of sources of error into a simulation, which will either affect the accuracy or precision of predictions. Figure 2.4 illustrates the interplay between predictive accuracy and precision. The uncertainty in interatomic potential parameters is quantified in this work, whereby the accuracy of the potential is assessed by the error in fitting to reference data. The model choice and reference
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Figure 2.4: A pictorial representation of accuracy vs. precision. Each trial (green cross) represents the result of a simulation, with the centre of the target representing the true value.

Data play a role in the precision of predicted quantities of interest which use the potential. The precision of predictions informs on the uncertainty in each value.

Figure 2.4 illustrates the results of four differing levels of accuracy and precision in measurements. It is clear that the aim of potential fitting is to create a fitted potential which is both accurate and precise in its representation of the system being modelled, corresponding to the first subfigure. However, as is the case in figure 2.4b, it is possible to fit a potential which produces consistent predictions for similar systems, although the predictions are systematically incorrect, or off. This can arise in cases where the potential has been fitted to reference data which does not represent the configuration space of the systems it is used to simulate. The evaluation of a potential’s ability to simulate configurations which it was not designed for is known as the transferability of a potential.

There are a second set of circumstances with which scenario 2.4b can arise, relating to the choice of potential model being fit. If a potential model is of insufficient complexity to capture the nuances of the system of interest, this can manifest through systematically incorrect predictions of QoI, for configurations similar to those included in the reference data. This is one of the presentations of insufficient model choice.

In figure 2.4c, the results are considered accurate, as they are equally distributed around the true value, however the predictions are lacking in precision, due to their large spread. This case is representative of a fitted potential which fits well to the reference data, i.e. has a small cost value, but is indicative of a reference dataset which is sparsely populated with the target configuration spaces being simulated. To improve a potential fit
in this instance, the reference data could be complemented with additional configurations, created using the initial fitted potential, highlighting an accepted best-practise belief that the process of potential fitting should be iterative. There are additional subtle scenarios in which figure 2.4c could occur; one being that the fitted model lacks the complexity required to accurately predict the simulated quantity, and another being that the results are for a robust simulated quantity, which is insensitive to small perturbations of the fitted potential parameters.

The final case shown in figure 2.4d, contains both inaccurate and imprecise results. As in figures 2.4b and 2.4c, such results can arise from a combination of insufficient model choice and unrepresentative reference data. Finally, the scenario in figure 2.4d could also arise if the fitting algorithms for the potential employed were prematurely stopped before converging to the global cost minimum.

Up to this point, the sources of uncertainty discussed have been limited to those introduced by the user in the potential fitting process. There are of course inherent uncertainties associated with employing an effective potential in place of an ab initio simulation of the desired quantities. When fitting to ab initio reference data, this relative model error, introduced when using a specific potential model, is reported by potfit as a total error sum (cost) in the forces, total energy and stresses. When creating a new potential for productions use, the convention is to withhold a portion of the reference data during the fitting phase so that it may be used in testing. As the focus of this work is the development of an uncertainty quantification workflow and not the creation of a new production-grade potential, the entire reference data set is utilized in the fitting process.

In addition to the the model error, the reference data itself carries an inherent error resulting from the quality of DFT simulations used in its production. Convergence tests of the planewave cutoff energy and k-point density are used to select the accuracy of calculations, and give the maximum error in the reference data energies, forces and stresses. Good quality reference data will typically contain errors which are less than 1% of the associated potential fitting error sums.

When an interatomic potential is used in MD simulations to predict time-averaged quantities of interest, thermal fluctuations impart yet another error into predictions. In
order to isolate the error specifically resulting from the analytic potential, in this work the same seed value is used so that the resulting error for a given timestep is isolated to that from the potential.

An often overlooked source of error arises from the choice of software. Design and implementation choices amongst simulation codes affect the precision of predictions. The Δ-project is an initiative to benchmark a variety of common DFT simulation codes, in order to compare the predictions resulting from implementation choices. As the same software is used consistently in this work, this does not impact the comparison of results.

Finally, within the workflow of this research are additional possible sources of error due to implementation differences of the analytic potential models in fitting and MD codes. This potential for error can be easily addressed by ensuring consistency in force and energy predictions for a test system. Additionally, the OpenKIM API provides a framework which integrates with existing software to standardise the implementation of published potential models.

### 2.4 Monte Carlo Methods

The aim of this work is to implement a method which can quantify the parameter uncertainties, as well as those in predicted quantities of interest, in an effective potential fitted using potfit. In order to sample the space defined by the fitting of a potential to the reference data (the cost space) Markov chain Monte Carlo is used. This section introduces the necessary background to Monte Carlo sampling and how it can be applied within the potfit force matching framework to build an ensemble of potentials which inform of the parameter uncertainty in a fitted potential.

Monte Carlo (MC) methods randomly sample spaces to build up a numerical approximation of the underlying distribution. This class of algorithms are commonly employed when the landscape of interest is difficult to map directly; either because it is too complex to define analytically, or the exact shape/distribution is not yet known. Unlike more direct methods such as Latin hypercube sampling or Gaussian process regression, MC methods rely on their inherent randomness in order to overcome the ‘curse of dimensionality’, with
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Figure 2.5: A simple example using the Monte Carlo method to approximate the value of \( \pi \). The coordinates of 5000 points are randomly drawn from a uniform distribution, with those falling within a circle of 0.5 radius in blue.

a convergence rate of \( 1/\sqrt{N} \) (where \( N \) is the number of samples).

Figure 2.5 illustrates simple application of the Monte Carlo method in estimating the value of \( \pi \). A circle with area \( \pi r^2 \) is enclosed by a square with area \( (2r)^2 \). Therefore, the value of \( \pi \) can be approximated from the ratio of areas of the circle to square, \( \pi r^2 / 4r^2 = \pi / 4 \). By following the Monte Carlo method, the coordinates of points are randomly drawn from a uniform distribution, and the ratio of the number of points from inside the circle, to those inside the square (i.e. total number of points drawn), give an approximation of \( \pi / 4 \). In figure 2.5, the 5000 MC samples result in an approximation of \( \pi \approx 4 \times N_{\text{circle}} / N_{\text{total}} = 3.1664 \). Another example of a MC method, already introduced in section 2.3.5, is simulated annealing. Randomness is used to chose steps, with the range of the perturbation dependent on the gradually reducing temperature (i.e. decreasing range).

2.4.1 Monte Carlo in Materials Simulation

In computational chemistry, Monte Carlo simulations are often instead of molecular dynamics, to understand the reaction pathways of molecules undergoing chemical reactions. MC simulations are also the most common tool employed in the research of protein folding, as well as in the majority materials simulations within which transitions between favourable
system states are not well understood. This is because the randomness underpinning MC algorithms make them significantly more successful at simulating the various atomistic states of a reaction, which are often improbable transitions to capture with MD, particularly if the density of the system is low. The minima of the PES explored through MC describe favourable states of the system, which may include the state of the system before and after a reaction, crystallisation of the atoms/molecules involved or adsorption of molecules to a surface, among many other possibilities.

### 2.4.2 Monte Carlo Methods in Force Matching

As outlined in section 2.3.3, the landscape to be explored in this work, is the cost space, defined when fitting an effective potential to reference data. As the dimensionality of the space is defined by the number of potential fitting parameters, the landscape quickly becomes impossible to visualise fully for potentials with > 3 parameters. Furthermore, as the values of the parameters in the effective potential are the coordinates in the cost space, MC can be used to perturb these parameters in order to move throughout the space.

In order to carry out the uncertainty quantification of potential parameters in cost space, it quickly becomes clear from an assessment of the available information, that a MC method must be used. This is because the cost value (i.e. relative height) of a point in cost space can only be calculated from the corresponding parameter values. Given a point in cost space, it is impossible to chose to move up/downhill in cost without trialling all neighbouring parameter sets in order to find the direction. An alternative way to think about this, is that the force matching equation in equation (2.35) is an injective map, taking the effective potential parameters from parameter space to the reference data-dependent cost space. Therefore, due to the summation of forces \( F(\theta) = dV(\theta, r)/dr \) in equation (2.35), it is impossible to recover the correct potential parameter coordinates from a cost value, as the mapping is not necessarily one-to-one.

### 2.4.3 Markov Chain Monte Carlo

The example in figure 2.5 introduces the concept of randomness, which underpins all MC methods. In Markov chain Monte Carlo (MCMC), each sample is connected to the one
before it, unlike in figure 2.5 where the samples are drawn independently. Therefore, MCMC algorithms use random walks (i.e. Markov chains) to explore the space. In the case of a cost landscape, MCMC can be used to efficiently sample around the minimum of the space, by making perturbations to the potential parameter values. So in cost space, a Markov chain denoted $S$, takes steps in parameters such that $S(\theta \rightarrow \theta') = C(\theta) \rightarrow C(\theta')$.

Unlike the MC method in figure 2.5, MCMC samples are autocorrelated due to the connectedness of steps in the random walk. Therefore, when using Markov chains to sample an underlying distribution, it is necessary to use a subset of decorrelated samples in the analysis. Furthermore, although not of concern to this work, as explained later in section 2.5.2 most MCMC methods require a “burn-in” period, within which the Markov chain is allowed to converge to the underlying distribution.

An obvious concern when sampling a local cost space minima would then be that the Markov chain leaves the area of interest, in a manner similar to the transition state searching MC methods. Therefore, to sample from the local cost space distribution of interest, a subset of MCMC methods is used, known as Metropolis-Hastings methods. 88,109

The Metropolis-Hastings Method

In a Metropolis-Hastings algorithm, the concept of rejection sampling is applied to the Markov chain, in order to encourage sampling from the distribution of interest. This is where a “critic”, $P_{\text{acc}}(\theta \rightarrow \theta')$, is employed to assign a probability to accepting each proposed step. By introducing the ability to reject steps to the sampling, a new Markov chain, $Q(\theta \rightarrow \theta')$, is defined where

$$Q(\theta \rightarrow \theta') = S(\theta \rightarrow \theta') P_{\text{acc}}(\theta \rightarrow \theta') \quad \text{for} \quad \theta \neq \theta' \tag{2.36}$$

$$Q(\theta \rightarrow \theta) = S(\theta \rightarrow \theta) P_{\text{acc}}(\theta \rightarrow \theta) + \sum_{\theta \neq \theta'} S(\theta \rightarrow \theta')(1 - P_{\text{acc}}(\theta \rightarrow \theta')).$$

As we are interested in sampling the from parameter sets with cost values near the minima of interest (i.e. within the minima basin), it is important to ensure that the newly devised acceptance probability samples from a stationary distribution. In simpler terms, this means
that we check that the probabilities defined by $P_{\text{acc}}$, relate to samples taken from the cost minimum, and for instance, do not actively encourage the Markov chain to leave the minimum basin. The minimum basin distribution, $\pi(\theta)$, which the Markov chain samples from, is then said to be stationary if $\pi(\theta') = \pi(\theta)Q(\theta \rightarrow \theta')$.

It can be shown that the distribution sampled from is stationary if the Markov chain is reversible. This is known as satisfying the detailed balance equation:

$$\pi(\theta)Q(\theta \rightarrow \theta') = \pi(\theta')Q(\theta' \rightarrow \theta). \quad (2.37)$$

It is simple to prove that a Markov chain satisfying the detailed balance condition samples from a stationary distribution, by summing on both sides over all possible parameter sets, to recover the equation for a stationary distribution,

$$\sum_{\theta} \pi(\theta)Q(\theta \rightarrow \theta') = \sum_{\theta} \pi(\theta')Q(\theta' \rightarrow \theta) \quad (2.38)$$

$$= \pi(\theta') \sum_{\theta} Q(\theta' \rightarrow \theta) = \pi(\theta').$$

The final step in the construction of the Metropolis-Hastings MCMC method, is to decide upon the form of the acceptance probability, $P_{\text{acc}}$. For the style of MCMC of interest to this work, the acceptance probability works to constrain the searching of the cost landscape to the minima of interest. Therefore, for a Markov chain beginning at the minimum of the cost landscape, the probability of accepting steps which move away from this point (i.e. uphill) should be less than the probability of the reverse (i.e. moving from uphill to downhill). Therefore in this work the acceptance probability distribution is not symmetric. This is due to a combination of the eventual choice of step perturbation function, $S(\theta \rightarrow \theta')$, as well as the choice of stationary distribution, $\pi(\theta)$, being sampled from. Both functions used in this work are defined and discussed in detail later, in section 2.5, when the uncertainty quantification method is introduced. At present, the only relevance of the asymmetric acceptance probability distribution choice, is that this design choice accounts for the inequality in the following equations. Using the detailed balance equation in (2.37), the choice of acceptance
probability distribution can be formalised as follows

$$
\pi(\theta' \rightarrow \theta') Q(\theta' \rightarrow \theta) P_{\text{acc}}(\theta' \rightarrow \theta) = \pi(\theta) S(\theta \rightarrow \theta') P_{\text{acc}}(\theta \rightarrow \theta'),
$$

$$
P_{\text{acc}}(\theta' \rightarrow \theta) = \frac{\pi(\theta') S(\theta \rightarrow \theta')}{\pi(\theta) S(\theta' \rightarrow \theta)} \leq 1,
$$

$$
P_{\text{acc}}(\theta \rightarrow \theta') = \min \left\{ 1, \frac{\pi(\theta') S(\theta \rightarrow \theta')}{\pi(\theta) S(\theta' \rightarrow \theta)} \right\}. \quad (2.39)
$$

### 2.4.4 Multidimensional Markov Chain Monte Carlo

In this work, the cost function in (2.35) is being sampled at different points around the cost space minimum. This is the stationary distribution, $\pi(\theta)$ from section 2.4.3, which is effectively a Gaussian distribution of the forces predicted by the potential model, $\mathcal{N}(F^0, T^2 I)$. This distribution is centred on the cost minimum force predictions, $F^0$, with the variance given by a sampling temperature, $T$, which is contained in the “critic”, $P_{\text{acc}}$, and detailed in equation (2.43).

As had been implied throughout the discussion of Monte Carlo methods above, this work samples from cost landscapes of dimensionality equal to the number of potential parameters being fitted. Therefore, when sampling in these potentially high dimensional spaces, Markov chains can suffer from the “curse of dimensionality”, which is expressed through long decorrelation times, and high step-rejection rates. Of particular interest to multidimensional MCMC, are a few design choices when creating the sampler which work to circumvent these issues.

The first improvement relates to the size of Markov chain steps. As the degree of basin curvature may differ across the directions (i.e. in sloppy models), taking equally sized steps in all parameter directions is highly inefficient. If steps are too large in a direction of steep curvature, this will lead to high rejection rates and long simulation times. However, in contrast, for steps which are too small in slowly varying (i.e. sloppy) directions, there will be a high acceptance of steps, yet slow exploration of the underlying distribution, which results in poor convergence. Therefore, it follows that a Markov step size which is proportional to the degree of curvature in each direction would most efficiently sample the
space. It is worth noting at this point, that in reality, the principle axes of curvature in high
dimensional landscapes may not align with the parameter directions which define the space.
Therefore, when adapting the MCMC step size based on the basin curvature, there is often
some degree of translation required between curvature directions and parameter directions.
This is discussed in more detail in section 2.5. Additionally, as will also be discussed in the
following section, one design constraint of a curvature-informed step size, is that the sampled
basin is symmetric in curvature along each of the principle axes, which may not be the case.
In section 3.7 we have implemented an algorithm which allows the user to interrogate the
basin symmetry in their system, before beginning the uncertainty quantification, if desired.

The second, more obvious design consideration, is to ensure that steps are made in all
parameter directions at once. Should steps only change a single parameter of the coordinate
set at a time, then sampling of the underlying distribution would require significantly more
steps to obtain the true covariances between parameters. Finally, as reported by Roberts et al.\textsuperscript{110} the ideal balance between step size, and rejection rate, is for 23\% of MCMC moves
to be accepted. Therefore, having calculated the relative differences in step size between
parameters based on the curvature, the whole set of parameter step sizes should be tuned
to offer an acceptance rate of 0.23. Having introduced the notion of using Markov chains
to sample high dimensional spaces, we can begin the formal discussion of the ensemble
method, implemented in this work as a means to quantify the uncertainties encountered in
the process of fitting potentials.

2.5 The Potential Ensemble Method for Sloppy Models

As introduced in section 1 the cost landscapes encountered in potential fitting frequently
fall into a class of models known as sloppy models.\textsuperscript{27,38} The hallmark of a sloppy model, is
that the basin encapsulating the minimum has significantly differing degrees of curvature
along the principal axes. Therefore, the majority of interatomic potentials fitted in \textit{potfit}
will fall into the category of sloppy models. Specifically in sloppy models, in some directions
the curvature varies incredibly slowly (i.e. they are sloppy directions), relative to in others.
This means that without adjustment to traditional Markov chain Monte Carlo sampling
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Reflecting the uncertainty in the quantity of interest (i.e., elastic constants, thermal diffusivity) control parameter $QoI$

Figure 2.6: The left hand figure represents an ensemble of Lennard-Jones potentials sampled by performing MCMC within the cost minimum basin. By propagating each ensemble member through individual MD simulations (each calculating the quantity of interest) it is illustrated in the second figure how the uncertainties in the quantity may be propagated from the uncertainty in potential parameters.

methods, the slow exploration of sloppy directions result in inefficacious sampling of the space and painfully slow convergence to the underlying distribution. By using a MCMC step size which scales with the rate of curvature in the direction of movement, these issues can largely be circumvented. Investigation into the sampling of such sloppy models has been extensively undertaken by Brown and Sethna, with a focus on their occurrence in systems biology. The approach has since been outlined for interatomic potentials and forms the basis of the implementation of uncertainty quantification in potfit.

Having obtained samples from within the cost minimum basin, these can then be used to quantify the uncertainties within the fitted potential parameters. Having first assessed the convergence of the samples to the underlying landscape, through inspection of individual and 2d-projections of the parameter distributions, the Markov chain is sub-sampled to acquire an ensemble of uncorrelated parameter sets, representing the spread of possible values in each parameter. This sub-sample contains alternative potentials, of reasonably low-cost, to the fitted potential for the given reference dataset. It is necessary to select decorrelated MCMC samples so as not to unrealistically influence the statistics. For a simple, two parameter Lennard-Jones potential, figure 2.6 illustrates how the potential ensemble may look. On the left side of the illustration, the lowest cost potential is shown in blue, with the alternate ensemble members in purple. Then, as in equation 2.31, the uncertainty in
the parameter \( \varepsilon \), is quantified by the vertical spread (depth) of ensemble members at the minimum. With the uncertainty in \( \sigma \), relating to the range of ensemble values resulting in the horizontal positioning of the potential minimum. As indicated by the arrow, the resulting uncertainties in quantities of interest are obtained through individual MD simulations, each using a different potential from the ensemble. The spread in QoI results then show the uncertainties which are propagated from the potential parameters.

### 2.5.1 The Hessian

In the cost landscape defined by the potential fitting procedure, there typically is significant covariance between potential parameters, hence the eigen-directions (principle axes of curvature) are used to define the basin curvature. The relative degrees of curvature are given by the eigenvalues of the Hessian matrix at the cost minimum

\[
H_{ij}(\theta^*) = \left. \frac{\delta^2 C(\theta)}{\delta \theta_i \delta \theta_j} \right|_{\theta = \theta^*} (2.40)
\]

where \( \theta = \{\theta_i\}_{i=1}^N \) represents a set of interatomic potential parameters. The Hessian calculation is defined in terms of percentage change to each parameter, to overcome the issue of curvature across different length scales. Within the potfit implementation, numerical approximations of the partial derivatives, in equation (2.40), are calculated using a central finite difference method. Diagonal components of the Hessian require 2N cost evaluations, with 2N(N - 1) cost calculations required for each diagonal element, where \( N \) is the number of fitted potential parameters. The numerical approximations of the Hessian elements are written

\[
\frac{\delta^2 C}{\delta \theta_i^2} = \frac{C(\theta_i + h) - 2C(\theta) + C(\theta_i - h)}{2h^2},
\]

\[
\frac{\delta^2 C}{\delta \theta_i \delta \theta_j} = \frac{[C(\theta_i + h, \theta_j + h) - C(\theta_i + h, \theta_j - h)] - [C(\theta_i - h, \theta_j + h) - C(\theta_i - h, \theta_j - h)]}{4h^2}.
\]

The eigenvectors of the Hessian provide a basis for the space, oriented along the principle axes of curvature. The degree of curvature along each principle axis is then indicated by the magnitude of the eigenvalues. Large eigenvalues indicate rapidly changing (steep)
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Figure 2.7: A visual illustration of the landscape exploration techniques within potfit within a hypothetical Lennard-Jones cost space. The optimisation algorithms within the fitting process are used to locate the minimum, followed by the exploration of the cost minimum basin using MCMC to generate a potential ensemble.

directions, and smaller eigenvalues indicate sloppy ones. Therefore, the eigenvectors can be used to translate between parameter space and the principle axes, with the eigenvalues providing the necessary step scaling information in each direction.

2.5.2 Markov Chain Steps

Candidate steps in the MCMC are generated using random displacements, taking into account information about the curvature, obtained from the eigenvalues of the minimum Hessian. In this way, larger steps are taken in sloppy directions (i.e., those associated with small eigenvalues), with smaller steps proposed in stiffer directions. The steps are taken in cost space, starting from the best fit parameter set, $\theta^*$, by proposing a simultaneous perturbation to each parameter of the form
\[
\Delta \theta_i = \sum_{j=1}^{N} \sqrt{\frac{R}{\max(\lambda_j, 1)}} V_{ij} r_j
\]

(2.42)

where \(\Delta \theta_i\) is the proposed change to each potential parameter \(i\), \(R\) is a system-dependent scaling factor, and \(V_{ij}\) is the matrix of normalized eigenvectors of the Hessian. The parameter \(\lambda_j\) is the \(j\)-th Hessian eigenvalue and \(r_j\) a normally distributed random number within the range \([-1,1]\).

Figure 2.7 illustrates the general idea behind the potfit ensemble method for a hypothetical 2d Lennard-Jones cost landscape. The minimum of the landscape is found using existing potfit optimization algorithms, namely simulated annealing followed by Powell’s method. After which the minimum basin is sampled using the MCMC steps given in equation (2.42), in order to build an ensemble of alternative candidate potentials for the uncertainty quantification.

As positive eigenvalues of the Hessian confirm that the best fit parameters sit at the minimum of the cost basin, it is unnecessary for the Markov chain to have a “burn-in” period, i.e. a period of initial samples which are later discarded. A “burn-in” is required to allow the Markov chain to move towards the centre of the underlying distribution. As the MCMC begins sampling from the minimum cost basin immediately by design, this requirement is already fulfilled. This can be further verified by observing convergence to the same parameter distributions of Markov chains with and without a “burn-in”.

2.5.3 Sampling Temperature

The acceptance criteria for a MCMC step is set by a temperature, \(T\), where the cost minimum is analogous to sampling at a temperature of \(T = 0\). The sampling temperature is by default chosen to be the “natural” temperature \(T_0 = 2C(\theta^*)/N_p\) as each mode in a harmonic model contributes an energy of \(T/2\). The acceptance probability of each the Monte Carlo move is calculated as

\[
P_{\text{acc}}(\theta_{t+1}) = \begin{cases} 
1 & \text{if } C(\theta_{t+1}) < C(\theta_t), \\
\exp\left(-\frac{1}{T}(C(\theta_{t+1})-C(\theta_t))\right) & \text{otherwise.}
\end{cases}
\]

(2.43)
This ensures downhill moves are always accepted, and that MC moves to higher cost potentials are accepted with a probability decreasing exponentially with the increase in cost between potential parameter sets. As in simulated annealing, should it be necessary to further constrict samples to the minimum basin (e.g. the basin is very shallow), the sampling temperature can be reduced. Reducing this temperature restricts the number of accepted MCMC steps, by reducing the probability of acceptance in equation (2.43). The sampling parameter $\alpha \in (0, 1]$, is used to constrict the accepted samples as

$$T = \alpha T_0 = \frac{2C(\theta^*)\alpha}{N_p}. \tag{2.44}$$

### 2.6 Calculation of Quantities of Interest

Within chapter 4, the uncertainties in three potentials, fitted to nickel reference data, are quantified. The effect of this error is then propagated through MD simulations, to quantify the resulting uncertainties in predictions of the elastic constants and thermal expansion coefficient at 300 K.

#### 2.6.1 The Elastic Constants

The elastic constants relate the strain generated within a material to the stress being applied. In the case of cubic crystals such as nickel, the symmetries within the structure simplify the number of independent elastic constants from thirty-six to only three: $C_{11}$, $C_{12}$, $C_{44}$. For stresses, $\sigma_{ij}$, and strain components $\epsilon_{ij}$ the elastic constant tensor is written as

$$\begin{pmatrix}
\sigma_{xx} \\
\sigma_{yy} \\
\sigma_{zz} \\
\sigma_{xy} \\
\sigma_{xz} \\
\sigma_{yz}
\end{pmatrix} =
\begin{pmatrix}
C_{11} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{12} & 0 & 0 \\
C_{12} & C_{12} & C_{11} & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & C_{44} \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
\epsilon_{xx} \\
\epsilon_{yy} \\
\epsilon_{zz} \\
\epsilon_{xy} \\
\epsilon_{xz} \\
\epsilon_{yz}
\end{pmatrix}. \tag{2.45}$$
Therefore to calculate each of the elastic constants, the strain induced as a result of small deformations to the crystalline material is measured, with $C_{ij} = \partial \sigma_i / \partial \epsilon_j$, as discussed in section 4.5.2.

### 2.6.2 The Thermal Expansion Coefficient

When subjected to a temperature change materials will deform. The expansion or contraction in one direction (i.e. length change) is written as a rate of change in length for a small temperature difference

$$\alpha = \frac{1}{L_0} \frac{dL}{dT},$$

(2.46)

where $L_0$ is the initial length of the material. As the linear expansion coefficient of a material is not necessarily constant across all temperature ranges, the coefficient is usually reported as the value at a given temperature. In this work the linear thermal expansion coefficient is calculated for nickel at 300 K, and so five evaluations of the length change are conducted for temperatures equidistantly spaced within the range of 260 – 340 K, with the final value of the coefficient obtained from the line of best fit.
Implementation of the Potential Ensemble Method

“Everything simple is false. Everything which is complex is unusable.”

– Paul Valéry

The following chapter outlines the design considerations which underpin the uncertainty quantification implementation, whilst detailing the technical aspects of the programming. The ensemble method implementation is included in potfit at compile time through the --enable-uq compile option. To include additional output details the --debug flag can also be selected, with the resulting additional information documented at the relevant sections throughout the chapter. The uncertainty quantification workflow is detailed, with the distinction highlighted between the functionality contained within potfit, and those aspects of the workflow which lie outwith. The interactions between the ensemble method implementation and the existing potfit code are outlined, as well as the input, and output, parameters and files. Finally, the chapter contains a series of investigations, which were per-
formed in the process of developing the implementation in order to better understand the nature of cost landscapes encountered in the potential fitting process. As a result of these investigations, a series of additional input parameters and functionality were introduced to the code, which trigger the programming required in order to reproduce the results of these analyses.

3.1 Design Principles

The ensemble method uncertainty quantification has been written in C, in line with the prior potfit development. Due to the generalised, flexible design of the implementation, the ensemble method, like the existing potfit code, is not restricted to a single potential model or material. The code has been designed so that it may sit alongside the existing code with minimal communication points between the ensemble work and the potential fitting, in order to minimise potentially costly data transfer. In fact, other than utilising the pre-existing data structures and information contained within them, the only historical function utilised by the ensemble implementation is the calculation of forces routine (calc_forces()), which evaluates the cost value at a specified location in the landscape. An existing design consideration within potfit, was to separate as much as possible, the optimisation routines from the force matching calculations. This is respected in the ensemble method implementation, as it maintains its independence from the details of the calc_forces() routine.

The predominant design consideration of the implementation, was to maintain the flexibility already established within potfit. It was important that any developments to the potfit software worked in a similar fashion to existing capabilities, both programatically and from a user standpoint. This influenced the design of input and output parameters, and files, for the ensemble implementation. Section 3.3 details the input parameters required to run the ensemble generation, as well as introducing the optional tuning parameters which can be used to improve the sampling. An in-depth discussion of each optional parameter, and their influence on the ensemble generation, is covered in subsequent sections. The ensemble output file is introduced in section 3.4 alongside an overview of the data analysis workflow used to quantify the uncertainties in quantities of interest.
Figure 3.1 gives a pictorial overview of the uncertainty quantification workflow. The section of the workflow implemented within potfit is indicated by the large light-blue background. The left side of the figure describes the best practice method of potential generation through force matching. This is an overview of potfit functionality prior to the ensemble implementation, as detailed in figure 2.3. Simulation snapshots under different conditions are generated from MD and DFT simulations to create the reference database. The right side of the figure describes the uncertainty quantification implementation, which focuses on two areas; the sampling of the potential parameter space, and the generation of uncertainties from ensembles of potentials. This builds upon the techniques outlined in the sloppy model method, by investigating the representation of different potential models in the ensemble, and verifying the resultant uncertainties using this knowledge. It is important to highlight here, that the MCMC cost space sampling is performed within the potfit implementation, benefiting from the direct access to the existing function which calculates the parameter set cost. The subsequent data analysis however, which presents the uncertainties in potential parameters graphically, is created using a combination of user-specific bash scripting and python code outwith potfit, as these programming languages are better equipped to conduct the required analysis. The generation of subsequent MD simulations, and presentation of uncertainties, in the QoI workflow, is again largely automated using a series of bash scripts, which execute and extract results from the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) molecular dynamics software, and the Atomistic Simulation Environment (ASE) python module.
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3.2 Technical Details

The logic for the implementation is represented graphically by the flowchart in Figure 3.2 which highlights the essential steps in the process. The two main routines, which contain the majority of the more complex aspects of the development, are the self-descriptive `calc_hessian()` and `generate_mc_sample()` functions. Due to the additional implementation capabilities which are contained within `calc_hessian()`, this function is discussed in detail, with its own flowchart, in section 3.7. By default, the Hessian is calculated using a central finite difference algorithm, perturbing each model parameter by small amount, by either the default perturbation, or a user specified amount.

Following the initial ensemble generation setup and Hessian calculation, the optional input parameter, `use_svd`, determines the method used in calculating the eigenvalues and eigenvectors. A discussion of both options (eigendecomposition and singular value decomposition) follows in section 3.6 and details the motivations behind the inclusion of the latter. The functions `dsyevx_` and `dgesvd_` are from the LAPACK (Linear Algebra Package) library, and respectively perform the eigenvalue decomposition and singular value decomposition of the Hessian. In the eigenvalue decomposition routine, upper and lower guess bounds for the eigenvalues are required. Should all of the eigenvalues fail to be found within the initial range, each bound is increased repeatedly by a factor, a maximum of 10 times until they are obtained, otherwise the user is produced with a warning, and singular value decomposition is used instead. Should one of the Hessian eigenvalues be negative, this implies that, on the scale of the Hessian curvature calculation, the best fit potential is not at the cost minimum, but a saddle-point. In this case, the user is given a warning yet the code continues, using the modulus of the negative eigenvalue instead. The decision was made to continue, despite the knowledge that the best-fit potential does not define a cost minimum, so that the MCMC sampling method could still be used to investigate the cost landscape, and potentially assist in finding a lower cost parameter set, regardless of the now sub-efficient MC step size information. Similarly, if more than one eigenvalue is negative this could imply that the fit is unstable, and therefore there may be a greater benefit in improving the reference data than in proceeding.
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Figure 3.2: A pictorial description of the ensemble method implementation.
Finally, the Markov chain Monte Carlo simulation can begin. Trial moves are made until a step is accepted, at which point a weighting, equal to the number of trials required before a successful move, is assigned to the previous step. An updated acceptance rate, based on the running count of total moves made, is calculated, and the Markov chain continues until the desired number of potentials are selected. If at any point in the process a lower cost potential is found, a warning is displayed, and a potfit potential file is written for the new parameter set, along with all force matching error files. When compiled with the `--debug` option, the implementation outputs all trial moves, regardless of whether they are accepted or rejected. A flag in the output file is used to distinguish between which moves were successful and which were not.

As discussed in the following sections, the implementation includes a variety of optional input parameters, which provide information predominantly for diagnostic purposes, when one is beginning to understand the nature of a models cost landscape. Each of these options are not necessary in order to run the uncertainty quantification, but can be used to help understand the cause of any unexpected results. Therefore, it is recommended that any user of the ensemble method investigate their model, and build an understanding of the nuances of their simulation by using the additional tools, as opposed to simply using the compulsory parameters. By doing so, it is more likely that a user is able to correctly identify issues, or improvements relating to the types of reference data, analytic model choice, and minimisation algorithms in the potential fitting process, prior to embarking upon the uncertainty quantification.

### 3.3 Input Parameters

Table 3.1 lists the various parameters introduced in the ensemble method implementation. Only two additional potfit parameters are required by default to generate the ensemble: the first being the number of MCMC moves to be accepted (i.e. total number of ensemble members), and the second concerning the tuning of the $R$ value in the MCMC step (equation 2.42). The ensemblefile parameter specifies the filename of the implementation output, which is given the suffix “.uq”. Should no filename be specified, the contents of the
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Table 3.1: The input parameters for the ensemble method implementation. Required parameters are indicated by ‘∗’.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Default</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ensemblefile</td>
<td>string</td>
<td>output_prefix.uq</td>
<td>Ensemble output filename</td>
</tr>
<tr>
<td>∗ acc_rescaling</td>
<td>double</td>
<td>-</td>
<td>$R$ value in equation (2.42)</td>
</tr>
<tr>
<td>∗ acc_moves</td>
<td>int</td>
<td>-</td>
<td>Number of ensemble members</td>
</tr>
<tr>
<td>uq_temp</td>
<td>double</td>
<td>1.0</td>
<td>Value of $\alpha$ in equation (2.44)</td>
</tr>
<tr>
<td>use_svd</td>
<td>bool</td>
<td>0</td>
<td>Use SVD to find eigenvalues</td>
</tr>
<tr>
<td>hess_pert</td>
<td>double</td>
<td>0.00001</td>
<td>$\theta^*$ perturbation in Hessian calculation</td>
</tr>
<tr>
<td>eig_max</td>
<td>double</td>
<td>1.0</td>
<td>$\max(\lambda_j,\text{eig}_\text{max})$ in equation (2.42)</td>
</tr>
<tr>
<td>write_ensemble</td>
<td>bool</td>
<td>0</td>
<td>Write potfit potential file for each member</td>
</tr>
</tbody>
</table>

pre-existing optional parameter, output_prefix, are used. Should output_prefix also be unspecified, the program will error.

The uq_temp parameter can be used to change the cost value which determines the probability of an uphill move being accepted. This ultimately relates to the how high above the minimum the cost basin is sampled, with the reference to “temperature” resulting from the similar description used in simulated annealing. Section 3.8 discusses this option, and includes a demonstration of the effect of uq_temp choice on the MCMC sampling.

The parameter hess_pert provides the perturbation to each parameter ($\Delta \theta_j = \text{hess}_\text{pert} \times \theta_j$). If the user inputs a negative value for hess_pert, a bracketing algorithm is instead used to calculate the curvature on the same scale as the cost temperature. This is discussed in more detail in section 3.7.

The eig_max parameter can be used to alter the maximum contribution of the eigenvalues in the calculation of the step size. A small eigenvalue indicates a sloppy direction, of low curvature, along the related eigenvector. Therefore for an eigenvalue less than eig_max (by default equal to 1), the contribution to the parameter perturbation in equation (2.42) is bounded, in order to restrict the sloppy eigenvalue from contributing too large a component to the step size.
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Table 3.2: The output parameters for the MCMC potential ensemble.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>param_i</td>
<td>(i^{th}) potential parameter value</td>
</tr>
<tr>
<td>cost</td>
<td>Parameter set cost</td>
</tr>
<tr>
<td>weight</td>
<td>Number of trial attempts before the next accepted step</td>
</tr>
<tr>
<td>accepted</td>
<td>Accepted flag</td>
</tr>
<tr>
<td>attempts</td>
<td>Total number of trial steps</td>
</tr>
<tr>
<td>acc_prob</td>
<td>Percentage of steps accepted</td>
</tr>
</tbody>
</table>

3.4 Output Files

The implementation produces an output file, with name as specified by the `ensemblefile` parameter, which contains all necessary information for the parameter uncertainty quantification, as well as the eigenvalue and eigenvector data, which can be used in investigations of the cost landscape. The output file begins with a print out of the cost minimum Hessian, followed by the eigenvalues and their corresponding eigenvectors. The MCMC potential information is then output, alongside the running totals and percentages of accepted steps to trial moves. Table 3.2 lists the columns of data included in the MCMC section of the output file. The parameter header information lists the parameters in the order they are listed in the potential input file. The `accepted` column is only really necessary when compiling with the `--debug` option, as all accepted moves are indicated by ‘1’s. The first potential output in this file is the best fit potential, along with its `weight`, indicating the number of trial moves attempted before the first step in the Markov chain is accepted.

The `write_ensemble` input parameter flag will output a `potfit` potential file for each accepted MC step if triggered. For large MCMC runs, this can quickly create an excessive number of files and so should be used with caution. This option can be useful when testing any additional scripting, for example, whilst automating the initialisation of simultaneous MD simulations used in the quantification of QoI uncertainties.
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3.5 $R$ Value Tuning

In figure 3.3 a Lennard-Jones potential ($\varepsilon = 0.520, \sigma = 2.809, h = 0.5$) has been fitted to six reference configurations. Each configuration is a snapshot from various molecular dynamics simulations, each using a Lennard-Jones potential ($\varepsilon = 0.519, \sigma = 2.808$). The reference data consists of two nickel surfaces, and four bulk nickel configurations, each simulated at a temperature between 300–2000 K. As the potential is fitted to MD forces which were generated using a LJ potential, the best fit potential is able to almost exactly reproduce them. The fitted potfit potential uses a smooth cutoff to 0 at the tail, unlike the LJ model used in the MD simulations. Therefore, due to the small difference in contributions from pair separations towards the tail of the fitted potential, the minimal cost is not exactly null ($C_0 = 0.189$). By changing the $R$ value in equation (2.42), the effect of the $R$ value contributions to the step size can be seen in figure 3.3, changing the MCMC acceptance.
rate. For too small an $R$ value, tiny steps in parameter directions are taken, resulting in a 100% acceptance rate, whilst a fraction of the cost minimum basin is explored. As is clear in the scale of parameter sampling within figure 3.3(a) too small an $R$ value also results in a slow traversing of the cost landscape, therefore resulting in longer decorrelation times, and ultimately requiring a significantly larger number of accepted moves until the Markov chain converges to the underlying distribution.

Conversely, as illustrated in figure 3.3(c), for unreasonably large $R$ values, a tiny proportion of proposed steps are accepted. For too large a step size, the temperature (i.e. height) of the cost basin explored is so high that the majority of attempted steps have tiny acceptance probabilities. This also results in a significantly increased runtime, as many more trial steps are taken before a potential is eventually accepted.

When choosing the ideal $R$ value for ensemble generation, it is advised that a variety of runs are conducted across a range of $R$ values. In this work, 50 000 MCMC steps were accepted, for a variety of $R$ values, until a step acceptance of close to 23% was achieved for each model. As outlined in section 2.4.4, this acceptance rate has been documented as most efficient in balancing convergence with runtime when sampling multidimensional spaces. When “tuning” the $R$ value, the number of accepted steps for each test need only be large enough so that the percentage of accepted steps calculation has converged.

In summary, the $R$ value which alters the Markov chain step size is chosen to best balance the sampling convergence, efficiency and step decorrelation time, against the total MCMC runtime. This is important, as the MCMC potentials are then sub-sampled in order to create an ensemble of uncorrelated potentials, representative of the underlying distribution, with which the uncertainties are quantified.

3.6 Singular Value Decomposition vs Eigenvalue Decomposition

Eigenvalue decomposition (EVD) of the Hessian, is used to find a linearly independent basis of vectors, which span the principle axes of curvature in the cost minimum basin. The eigenvectors and eigenvalues of the cost landscape are obtained by factorising the Hessian.
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3.1 Potential Parameters

The relationship between the potential parameters and the eigenvector basis of a cost minimum in 2d. The ellipse indicates a constant cost contour in the landscape, with the principle axes of curvature indicated by the eigenvectors, \( v_1 \) and \( v_2 \). The degree of ellipse curvature is indicated by \( \lambda_1 \) and \( \lambda_2 \). The potential parameters, \( \theta_1 \) and \( \theta_2 \) indicate the original coordinate system of the landscape.

The generalisation of eigenvalue decomposition is known as singular value decomposition (SVD), and can be used in cases where the eigenvectors do not form a complete basis. SVD is included in the current implementation, to account for any unforeseen issues with, or future changes to, the Hessian calculation. In the current implementation of the
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Figure 3.5: The cost values for potential parameter sets along the calculated eigenvectors for a 9-parameter fitted EAM potential. The lines are coloured according to the eigenvalues relating to each eigenvector, and are listed in increasing order. The results for eigenvalue decomposition are shown in (a), and the results of SVD in (b). Here \( \theta_i \) represents each potential parameter, with \( \theta_i^* \) being the best fit (cost minimum) value for each.

minimum basin curvature, the assumption is that the curvature in both directions along a given principle axis is the same, i.e. the minimum basin is symmetric. This assumption ensures that the Hessian is always a (real) symmetric matrix (i.e. a Hermitian matrix), which is therefore almost always diagonalizable, i.e. possesses a complete basis of linearly independent eigenvectors. Should the Hessian be non-diagonalizable, i.e. defective, then SVD can be used to obtain an orthonormal basis for the cost landscape. The only case in which the Hessian may not be diagonalizable, is if there is degeneracy in the eigenvectors. This could, for example, be the result of an unnecessary potential parameter, which does not affect the cost value in the reference data fitting. Similarly, should the calculated Hessian perhaps not reside at the landscape minimum, e.g. is a saddle point, then the use of SVD will ensure that a basis is found, and the always positive singular vectors can be used to continue the MCMC sampling. Although obviously a far-from-ideal scenario, sampling of such a cost landscape region may be desirable in order to better understand the space.

The **use_svd** input flag uses SVD to calculate the Hessian eigenvalues and eigenvectors, instead of the standard eigendecomposition algorithm. This method is also employed if the eigendecomposition algorithm fails to find all eigenvalues within 10 attempts given a continually increasing range. In the case of positive-semidefinite, normal Hessians, the
output of the two algorithms are equal, meaning that all eigenvalues are positive. For symmetric matrices such as the Hessian, the singular values are equivalent to the square root of the eigenvalues, and the left singular vectors equal to the eigenvectors in all but sign.

Figure 3.5 illustrates the difference in sign of the basis vector found by each of the algorithms for the same Hessian. The data is produced by evaluating the cost along each eigenbasis vector for a variety of perturbations, \( n \). In the eigenvalue decomposition case, these vectors are the eigenvectors, and in the case of SVD, they are the left singular vectors. The \( i \)th value of the \( j \)th column in the matrix of eigenvectors explains the relative change in each parameter \( \theta_i \) required to move a distance of \( \lambda_j \). There are 9 distinct eigenvalues (corresponding to each coloured line) as the data is for a 9-parameter EAM model fitted to some reference data. Figure 3.5(a) illustrates the cost of each parameter set for points along the eigenvectors when calculated using eigenvalue decomposition, with the results for singular value decomposition shown in figure 3.5(b). Although at first there may appear to be a difference in the curvatures along basis directions between the two plots, on closer inspection it becomes clear that for a given eigenvalue, some of the eigenvectors are pointing in the opposite direction.

### 3.7 The Hessian Bracketing Algorithm

The Hessian bracketing algorithm included in the ensemble method implementation is a consequence of an investigation into the asymmetry of cost basins. An implied assumption of the Hessian finite difference calculation, is that minimum cost basins are symmetric on the scale of the perturbations. In order to provide the user with the tools required to investigate and understand the specific nuances of the minimal cost basin defined by their model + reference data, the bracketing algorithm in figure 3.6 was developed to aid in any investigations of its shape in potential parameter directions. We speculate that the bracketing algorithm will yield the greatest insight in simulations where the harmonic approximation to the cost basin breaks down, in which case an alternative approach to the Hessian calculation could potentially be insightful. An anharmonic basin may fit into three theoretical categories: in situations where the cost basin is asymmetric along the principle
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Figure 3.6: The calc_hessian() routine, and hess_bracketing() function employed when hess_pert < 0.
axes of curvature, where cost isosurfaces are non-convex (e.g. banana-shaped), and finally in cases where the minimum basic is shallow for the scale of the Hessian calculation, or there is a significantly deep cost basin with a “wrinkled” bottom. It is theorised that these cases are most likely to contain noticeable asymmetries in the parameter directions of the cost basin, or result in negative Hessian eigenvalues due to saddle-points on the scale of the perturbations.

Figure 3.6 shows the logic within the `calc_hessian()` function which contains the `hess_bracketing()` routine. As standard, each parameter is multiplied by the `hess_pert` value, and added to the best fit parameter set to obtain curvatures in each direction. If the user specifies a negative `hess_pert` value, the bracketing algorithm is used to find parameter-specific perturbation values, which will calculate the curvature on the scale of the desired cost temperature. Each perturbation is found by calculating the corresponding cost values, for individual best fit parameters perturbed by a range of amounts. The perturbation chosen is the value which results in the closest cost to the desired isosurface. The desired cost value is given by the temperature relation in equation (2.44), which can be calculated as

\[ C_T = C(\theta^*) + T = C(\theta^*) + \frac{2C(\theta^*)\alpha}{N}. \]  

(3.2)

The `hess_bracketing` algorithm is then employed to calculate both the positive, and negative, perturbations in each parameter direction which yield \( C_T \). If a minimum basin is asymmetric along a parameter direction, the smallest perturbation value is used. This means that in an asymmetric case, the Hessian calculated is a symmetric approximation embedded within the true minimum. This is necessary to ensure the Hessian is symmetric, and therefore that the left singular values are equivalent to the eigenvectors for both `use_svd` options.

To find each positive and negative parameter perturbation, an initial guess perturbation is made. If this is less than \( C_T \), it is stored as the lower bound. The perturbation value is then continually increased by a factor of 10 until the result is greater than \( C_T \). At this point, the perturbation value is stored as the upper bound, with the lower bound having been replaced previously by each failed perturbation value. If the initial guess was
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![Figure 3.7: An example of the uphill step acceptance probability for a fitted EAM potential. Here the natural temperature, $T_0$, is defined as $2C_0/N$, where the best fit cost, $C_0 = 655.2$, and number of parameters, $N = 10$.](image)

less than $C_T$, similar logic applies to finding the lower bound. Once the upper and lower bounds are initially set, the range is subdivided into 10 intervals and the bounds replaced by those of the section containing $C_T$. This process is repeated until the range is within 5% of $C_T$. Finally, a line is fitted between the parameter bounds, and using the fitted gradient, the perturbation value calculated to yield $C_T$ is found.

Understandably the bracketing algorithm should only be triggered when its limitations are understood, as its uninformed use could quickly lead to the brute force continuation through the workflow, for simulations with existing issues which should have been addressed. This is why the `hess_pert < 0` input value is required, as a negative value is unlikely to be entered by a misinformed user. The algorithm should really be used to compare the per-parameter perturbation values, in order to understand how the difference in eigenvector curvature may affect the parameters in parameter coordinates. The algorithm can also be used to inform the user of the asymmetry in per-parameter curvature, highlighting potentially asymmetric cost basins which could then be inspected through 2d-projections of the MCMC sampling.
3.8 Temperature Reduction

From equations (2.43) and (2.44), uphill MCMC moves are accepted with probability

\[ P_{\text{acc}} = e^{-\Delta C/T} = e^{-\Delta CN/2C_0^\alpha}. \]  

Figure 3.7 shows the probability of accepting an uphill step for a demonstrative, fitted, 10-parameter EAM potential, at given cost difference for three different temperatures. The purple line shows the acceptance probability for the “natural” temperature, \( T_0 \). This is the default acceptance rate for this system. The lines in green and blue show the reduction in acceptance rates for equivalently sized uphill moves. They correspond to optional \texttt{uq\_temp} input parameter values of \( \alpha = 0.5 \), and \( \alpha = 0.1 \), respectively. For an uphill step corresponding to a cost increase of 100, the acceptance rates are 47% (\( \alpha = 1 \)), 22% (\( \alpha = 0.5 \)), and 0.05% (\( \alpha = 0.1 \)).

Figure 3.8 illustrates the resulting distribution of 500 cost values for MCMC subsamples of a 50 000 chain, for the above EAM system and three temperatures. As the temperature decreases (i.e. \( \alpha \) is reduced) the range of cost values sampled above the minimum decreases. The reduction of MCMC sampling temperature can be invoked in cases where it is believed that the cost minimum basin is shallow, in order to restrict the sampling to within the basin of interest, as outside of this region the Hessian curvature calculation does not hold. This may arise if a potential is being fitted to a rarer material phenomenon, such as an unstable crystalline configuration, or a highly specific state, such as the movement of an interstitial in a non-periodic morphology. However, it is also imperative that the user ensures that a shallow minimum is not a result of a sparse or lacking reference data set.

Due to the interdependent influence of a variety of the optional input parameters on the ensemble generation, it would be perilous to discuss a reduction in sampling temperature without also mentioning the effect of potential fit quality on the acceptance probability. This crucial modulating factor in the acceptance rate, is the minimum (best fit) cost value. For an improved fit of potential to the reference data (i.e. a lower cost value), the acceptance rate of similarly sized steps decreases. This means that with increased confidence in the potential fit, there is a reduction in the likelihood that larger steps away from the minimum...
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Figure 3.8: The cost distribution for 500 sub-samples of the EAM potential for $\alpha = 1, 0.5$ and 0.1. The cost range reduces with decreasing $\alpha$ as the size of accepted Markov chain steps is reduced.

are accepted. The resulting spread in the ensemble parameters of a good potential fit is therefore likely to be less than that of a poor fit.

3.9 Additional Scripting and Analysis

Having obtained the ensemble of potentials, the series of subsequent steps in the workflow rely predominantly on a set of directory-structure-specific bash and python scripts to automate the analysis. The downsampling of the ensemble should be performed after analysing the autocorrelation functions for each parameter, and selecting the samples at sufficiently decorrelated intervals. As in figure 3.2, the finalised potential ensemble can then be analysed to obtain the parameter uncertainties. This is done using a python script to create the box-plot figures shown in chapter 4.
To obtain uncertainties in quantities of interest, each potential ensemble member informs a MD simulation calculating the quantity. This process is automated using bash scripts to read the sub-sampled potential parameter sets, automatically create the required folder structures and input files for the MD simulations from template files, and initialise the running of the simulations, whilst piping the relevant outputs to a master file. For intensive calculations of thermodynamic quantities, such as the thermal expansion coefficient, scripting was produced to implement this workflow whilst additionally creating and submitting the individual MD simulations to run on high performance computing facilities, instead of executing the simulations locally.

Although the uncertainty propagation required multiple scripts for data processing, in this work, this part of the workflow was faster than the MCMC portion of the analysis. This is due to the quantities of interest simulated being relatively computationally inexpensive to compute, in contrast to the long autocorrelation times in the MCMC sampling, in which long runs were required to ensure decorrelated potential ensemble members. This distribution of computational time and cost may be different for other systems, as it is defined by the level of complexity of the quantities of interest simulations, and by the reference data + model set which has been fitted.

3.10 Summary

Following the principle design consideration of continuity with existing software, the ensemble implementation rigorously follows the existing potfit standards, whilst also providing additional debugging capabilities to the user through a variety of optional parameters. Within the discussions of the additional, optional capabilities, it has likely become apparent to the reader that many of the parameters affecting the sampling are interdependent on one another. Therefore, it should be clear that a successful uncertainty quantification using the ensemble method requires a thoughtful and vigilant analysis of data collected at each step in the process.

Through the investigations presented in this chapter, and suspicions of the existence of complex cost-space scenarios not yet encountered, an appreciation for the complexities
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of the cost landscapes defined within potential fitting has been developed. In the following chapter the end-to-end uncertainty quantification process is demonstrated for three models of increasing complexity, including most interestingly, the quantification of uncertainties in MD quantities which, as of yet, have not been at the focus of discussions.
Uncertainty quantification of Three Potential Models for Nickel

4.1 Motivation

The application of the potfit uncertainty quantification implementation compares three potential models fitted to bulk nickel. The following work evolved from the initial testing phase of the implementation, and grew in complexity whilst attempting to understand and intuit the uncertainty quantification process. The chapter is structured as a sequential account of each stage in the uncertainty quantification process. Each section details the methodology underpinning the generation of the results, followed by a discussion and evaluation of each step in the process.

The chapter outline begins with section 4.2 in which the potfit reference database for the potential fitting is built. The reference database consists of DFT forces, energies and stresses; the quality of these calculations placing limits on the accuracy with which each
fitted potential can describe atomistic information. Section 4.3 details the analytic functions and fitted parameters for each potential model, along with details of the potfit fitting process and individual model results. In this section 4.3.2, the performance of the fitted models is evaluated for information included in the reference database, and the influence and limitations of the analytic forms are examined. Furthermore in 4.3.3, the cost space defined by the reference data + potential model set is discussed. With the cost landscape defined, the parameter uncertainties are probed through the creation of the MCMC potential ensembles in section 4.3. The process of selecting a subset of potentials to propagate in order to obtain the uncertainties in quantities of interest, is introduced in section 4.4.1 with the parameter projections of the selected potentials detailed in section 4.4.2. Penultimately, in section 4.5, the uncertainties in the model predictions of three quantities of interest are investigated and discussed. Section 4.5.1 focuses on the spread in predictions of the equilibrium lattice constant, followed by the methodology and results for the elastic constants in section 4.5.2, and concluding with predictions of the linear thermal expansion coefficient at 300 K in section 4.5.3. The chapter closes with a summary of the findings in section 4.6.

Three models of increasing complexity are selected to test the uncertainty quantification implementation, and to aid in the understanding of any pitfalls commonly encountered when sampling multidimensional cost landscapes. Testing was first performed with a two-parameter Lennard-Jones potential, as the cost landscape defined by this model is simple to conceptualise. Nickel has been modelled extensively in the past using pair potentials, and so crystalline nickel was chosen as the material for which the potentials would model in the initial system testing.

Building upon the two parameter case, a Morse potential, which contains one further parameter, was introduced into the process. The two pair potentials were predominantly employed to test the MCMC sampling, and to build an initial understanding of the uncertainty quantification process. From the offset, the LJ and Morse models were not expected to provide a high quality description of nickel, due to their simplistic analytic forms. Therefore, to recreate a realistic potential fitting process within the testing, a popular model for nickel, the 10–parameter embedded-atom method (EAM) potential, is explored.
4.2 The Reference Data

Nickel is a transition metal with 10 valence electrons (3d<sup>8</sup>4s<sup>1</sup>), favouring a face-centred cubic (fcc) crystalline structure, with lattice parameter 3.499 Å.<sup>122</sup> The reference data to which the models are fit, is built to reflect these attributes, focusing on bulk fcc-nickel at a variety of temperatures, stresses and strains. The reference data contains atoms displaced from equilibrium positions at temperature, with stressed and strained configurations, to ensure that the fitted potentials have been exposed to a range of configuration space neighbourhoods.

In building the reference data the aim is to obtain a selection of realistic energies and forces for the systems the fitted potential will eventually be used to model. To create reference configurations at temperature and under strain for example, MD is often used to perturb the atoms from their crystalline positions. First principles MD could potentially be used of course, however it has not been explored in this work, and furthermore may not be suitable for reference data with large numbers of atoms due to the significant computational cost. In order to perform standard MD, some interatomic potential has to be chosen to represent the atomic interactions, in the absence of the bespoke potential being fitted. Whilst this is obviously not ideal, in order to create realistic reference configurations the
potential chosen should ideally be of a similar analytic form to that being fitted, as it is more likely to sample from a similar configuration space to the final potential. The reference data creation should follow a common-sense approach, where strange configurations are added to the reference dataset only if checked for errors and deemed necessary for the potential fitting. As it is not ideal to generate the reference database with the this interim potential, DFT singlepoint calculations should be performed to improve the accuracy of the interatomic forces, energies and stresses. In this way the fitted potential is effectively being trained on first-principles data, but with the perturbation of atoms (i.e. sampling of configuration space) having initially been provided by an MD simulation.

4.2.1 Reference Data Creation

When fitting potentials by force matching, as outlined by Wang and Van Voorhis, a range of configuration space neighbourhoods should be represented. The benefits being twofold: firstly, by providing the fitting with a larger selection of forces, the resulting potentials are more robust to erroneous data, and secondly, the transferability of the fitted potentials in describing under-represented areas of configuration space is improved. This means that the reference data should contain MD, and even \textit{ab initio} MD, information which will relate to areas of configuration space outside of the ideal 0K atomic positions. Therefore, the reference data is based upon a selection of snapshots from MD simulations at temperature and under strain. However, the final force and energy information which makes it into the reference dataset, is first improved by performing DFT singlepoint calculations on each MD snapshot.

After a series of iterations, 23 bulk nickel configurations were selected to act as the final reference database for the uncertainty quantification, consisting of 2484 atoms (7452 forces, 23 energies and 138 stresses). The 108-atom supercell (3 $\times$ 3 $\times$ 3 unit cells) illustrated in figure 4.1a was geometry optimised using the DFT to form the first configuration. Using a published Lennard-Jones potential for nickel the remaining configurations were created with velocity-Verlet MD. The simulations consisted of combinations of temperature, isotropic and anisotropic stress applied to the cell as outlined in table 4.1. To ensure the reference data contained realistic forces and energies, singlepoint DFT calculations were
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Table 4.1: Final reference dataset to which the Lennard-Jones, Morse and EAM models were fitted.

<table>
<thead>
<tr>
<th>ID</th>
<th>Snapshot (ps)</th>
<th>Temperature (K)</th>
<th>Isotropic (%)</th>
<th>Anisotropic x-y (%)</th>
<th>Energy (eV/atom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>geom opt</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-5.241</td>
</tr>
<tr>
<td>2</td>
<td>50</td>
<td>100</td>
<td>-</td>
<td>-</td>
<td>-5.214</td>
</tr>
<tr>
<td>3</td>
<td>50</td>
<td>200</td>
<td>-</td>
<td>-</td>
<td>-5.210</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>300</td>
<td>-</td>
<td>-</td>
<td>-5.207</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>1000</td>
<td>-</td>
<td>-</td>
<td>-5.178</td>
</tr>
<tr>
<td>6</td>
<td>90</td>
<td>2000</td>
<td>-</td>
<td>-</td>
<td>-5.145</td>
</tr>
<tr>
<td>7</td>
<td>32.5</td>
<td>300</td>
<td>90</td>
<td>-</td>
<td>-4.216</td>
</tr>
<tr>
<td>8</td>
<td>22.5</td>
<td>300</td>
<td>92</td>
<td>-</td>
<td>-4.603</td>
</tr>
<tr>
<td>9</td>
<td>12.5</td>
<td>300</td>
<td>94</td>
<td>-</td>
<td>-4.870</td>
</tr>
<tr>
<td>10</td>
<td>82.5</td>
<td>300</td>
<td>96</td>
<td>-</td>
<td>-5.099</td>
</tr>
<tr>
<td>11</td>
<td>62.5</td>
<td>300</td>
<td>98</td>
<td>-</td>
<td>-5.187</td>
</tr>
<tr>
<td>12</td>
<td>22.5</td>
<td>300</td>
<td>100</td>
<td>-</td>
<td>-5.225</td>
</tr>
<tr>
<td>13</td>
<td>52.5</td>
<td>300</td>
<td>102</td>
<td>-</td>
<td>-5.205</td>
</tr>
<tr>
<td>14</td>
<td>72.5</td>
<td>300</td>
<td>104</td>
<td>-</td>
<td>-5.140</td>
</tr>
<tr>
<td>15</td>
<td>4.25</td>
<td>300</td>
<td>106</td>
<td>-</td>
<td>-5.081</td>
</tr>
<tr>
<td>16</td>
<td>3.25</td>
<td>300</td>
<td>108</td>
<td>-</td>
<td>-4.955</td>
</tr>
<tr>
<td>17</td>
<td>92.5</td>
<td>300</td>
<td>110</td>
<td>-</td>
<td>-4.823</td>
</tr>
<tr>
<td>18</td>
<td>8.25</td>
<td>300</td>
<td>92</td>
<td>-</td>
<td>-5.183</td>
</tr>
<tr>
<td>19</td>
<td>42.5</td>
<td>300</td>
<td>-</td>
<td>94</td>
<td>-5.192</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>300</td>
<td>-</td>
<td>96</td>
<td>-5.199</td>
</tr>
<tr>
<td>21</td>
<td>16</td>
<td>300</td>
<td>-</td>
<td>98</td>
<td>-5.205</td>
</tr>
<tr>
<td>22</td>
<td>9.25</td>
<td>300</td>
<td>-</td>
<td>102</td>
<td>-5.205</td>
</tr>
<tr>
<td>23</td>
<td>18</td>
<td>300</td>
<td>-</td>
<td>104</td>
<td>-5.200</td>
</tr>
</tbody>
</table>

The decision to use a LJ potential to generate the snapshots was made at the beginning of the implementation testing process, when initial uncertainty quantifications investigations for a simple LJ potential were being undertaken. The MD snapshots were generated by the LJ potential using parameters for nickel as reported in the literature ($\varepsilon = 0.519$, $\sigma = 2.2808$, cutoff = 10 Å). This was initially to minimise any additional error between the model and the reference set, as the LJ parameters should be easily recoverable by the cost minimisation algorithms, especially due to the simple parabolic nature of the potential. At this early stage of the testing, no DFT singlepoint calculations were performed on the reference configurations, and the so energy and forces being fitted to, were exactly
those resulting from the MD simulations. As expected in this initial test, the only discrepancy between the model and the reference data was due to the geometry optimised DFT snapshot, being the only reference configuration which did not rely on the LJ model for its creation. In order to define a cost landscape with a null cost minimum, a relaxed snapshot of a bulk fcc nickel lattice would be more suitable.

Subsequent tests were conducted for the LJ, Morse and EAM models, and required 8 versions of the reference dataset until the configurations in table 4.1 were decided upon. Factors considered in the selection of the final reference data were, for example: ensuring the snapshot had equilibrated to the desired temperature, minimal duplication of information in the reference data, and ensuring a variety of configurations. In later tests the energies, forces and stresses from the MD snapshots were replaced by those obtained from singlepoint DFT calculations of the configurations, to improve the accuracy and precision of the reference data to which the models were fit. To ensure a correct translation between the reference configuration DFT energy and the cohesive energies fitted by potfit, the DFT snapshot energies were subtracted from that of a single (DFT) nickel atom in a vacuum as

$$E_{\text{coh}} = \frac{(E_{\text{atom}} - E_{\text{bulk}})}{N_{\text{atoms}}}.$$  \hspace{1cm} (4.1)

DFT simulations were performed in CASTEP\textsuperscript{124} using the PBE functional, with a 400 eV planewave cut-off, and a Monkhurst-Pack k-point grid of 0.1 Å\textsuperscript{-1} spacing. This converges energies and forces to within a tolerance of 5 × 10\textsuperscript{-5} eV/atom, and 0.05 eV/Å, respectively. MD simulations were performed using the LAMMPS\textsuperscript{111} simulator. To simulate a nickel crystal at temperature, atoms were initialised with velocity components drawn from a Maxwell-Boltzmann distribution, corresponding to twice the desired simulation temperature. The simulations were then run using a time-step of 0.001 ps in the microcanonical (NVE) ensemble, for a minimum of 4250 time-steps, to allow the kinetic and potential energy atom contributions to equilibrate. Snapshots of the atomic positions, energies and interatomic forces were taken at the times indicated in table 4.1.
4.2.2 The Radial Distribution Function

Figure 4.1b displays the radial, pair distribution function (also known as the pair correlation function), for the reference data in table 4.1. The function, \( g(r_{ij}) \), represents the likelihood of a neighbouring particle existing at a radial distance \( r_{ij} \). The average density of particles is then given as \( g(r_{ij})\rho = g(r_{ij})N/V \). Figure 4.1b is normalised with respect to crystalline nickel, where the largest peak at a neighbour distance of approximately 8.9 Å would contain 72 atoms of the crystal. Therefore for a perfect nickel crystal, at the lattice parameter separation of \( \sim 3.5 \) Å, one would expect 6 atoms, giving a probability of \( g(3.5 \) Å) = 6/72 = 0.083. However, the corresponding \( \sim 3.5 \) Å peak observed in figure 4.1b has a larger probability of 0.096, due to the contributions from the non-equilibrium reference configurations. Although \( g(r_{ij}) \) describes only the one aspect of the reference database (i.e. the atomic positions), it begins to illustrate the amount of information being provided to the potential model being fit. Were only configuration 1 in table 4.1 provided, the radial distribution function, in figure 4.1b would only contain peaks at the ideal lattice positions. Understandably, this provides only 15 discrete atomic positions (with zero forces and stresses), for the potential fitting process. Therefore, the introduction of the temperature-dependent and stressed configurations (or the introduction of different morphologies, i.e. surfaces, interstitials, dislocations, etc.), is essential, in order to increase the number of datapoints in the fitting process. Such configurations, result in the observed broadening and overlapping of peaks, as information from perturbed atoms is included.

4.2.3 Reference Data Considerations

As will become clear throughout the discussion of the uncertainties accounted for by this method, it is difficult to isolate and quantify the effects of particular reference data choices on the reported parameter and QoI uncertainties. As discussed in section 2.3.7, the uncertainties quantified by this method, are those resulting from the choice of model parameters, not explicitly from the choice of model itself (although the total cost does give an indication of the model performance). Upon reflection, the time-evolved reference data could have been generated using published EAM potential parameters, in lieu of the LJ model used, as the
Table 4.2: The potential models and associated parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Analytic Function</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lennard-Jones</td>
<td>$V_{LJ}(r) = 4\varepsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right)$</td>
<td>$\sigma, \varepsilon$</td>
</tr>
<tr>
<td>Morse</td>
<td>$V_M(r) = D_e \left( 1 - e^{-a(r-r_e)} \right)^2 - 1$</td>
<td>$D_e, a, r_e$</td>
</tr>
<tr>
<td>EAM</td>
<td>$E_i = \frac{1}{2} \sum_{i \neq j}^N V_M(r_{ij}) + F(n_i)$ with $n_i = \sum_{j \neq i}^N \rho(r_{ij})$</td>
<td>$D_e, a, r_e$</td>
</tr>
<tr>
<td></td>
<td>$\rho(r) = r^{-\beta} \left[ 1 + a_1 \cos(\alpha r + \varphi) \right]$</td>
<td>$a_1, \alpha, \varphi, \beta$</td>
</tr>
<tr>
<td></td>
<td>$F(n) = F_0 \left[ 1 - \gamma \ln n \right] n^\gamma + F_1 n$</td>
<td>$F_0, \gamma, F_1$</td>
</tr>
<tr>
<td>Smooth Cutoff</td>
<td>$V_{SC}(r) = \Psi \left( \frac{r-r_c}{h} \right) V(r)$ where $\Psi(x) = \frac{x^4}{1+x^4}$</td>
<td>$r_c = 10$</td>
</tr>
<tr>
<td></td>
<td>$h = 0.75$</td>
<td></td>
</tr>
</tbody>
</table>

LJ potential has been reported to favour hcp over fcc structures\textsuperscript{125,126}. It is not obvious how this would affect the results, although due to the subsequent DFT calculations of the MD configurations, it was concluded that this difference would not be significant, as only the atomic positions would change. There would be cause for concern were the reference data simulating complex structures and morphologies, as unrealistic transitions could potentially occur. However, in this instance only crystalline bulk quantities are assessed, with no questionable restructuring observed. When working with an uncertainty-fought infrastructure, with the understanding that the effective potentials being fitted are already time-consuming approximations to the systems being modelled, it seems to be important to balance the time demands of creating flawless reference data with the perceived gains in predictive accuracy and precision.

It is also of note that the reference dataset was not particularly tailored to predict the elastic constants, or thermal expansion coefficient, in sections 4.5.2 and 4.5.3. The decision to quantify the resulting uncertainties in the predictions of these quantities, was made after the final reference dataset was selected. When fitting a potential for production use, the process typically involves multiple iterations of the reference dataset, and potential fitting, to tailor the regions of cost space explored for its intended use. The potentials generated are solely an illustration of the newly implemented potential ensemble method, and are by no means suggested as new production-grade potentials to be used outside of this work in
the modelling of nickel.

4.3 Potential Fitting by Force Matching

In addition to the simple LJ and Morse pair potentials, the 10-parameter EAM potential is investigated. The analytic functions for the potential models are detailed in table 4.2 with a $r_c = 10$ Å cut-off used for each potential model, and the tails smoothed to converge to zero over 0.75 Å. The hypothesis is, that due to the large parameter space (and encoded physics), the EAM model is expected to best reproduce the desired quantities of interest (QoI), with the least error. Furthermore, there are a variety of high quality EAM potentials for nickel in the literature.\cite{3,119,121,127} As detailed in table 4.2, a Morse potential is chosen for the pair part of the EAM potential. For the embedding function, $F(n)$, the universal form proposed by Banerjea and Smith\cite{118} is used, and the transfer function, $\rho(r)$, is of the oscillatory form necessary for cubic metals, as reported by Chantasiriwan and Milstein.\cite{128}

The cut-off parameters impact the computational cost of the potential, which makes them indicators of the model complexity. Thus, it was decided to exclude $r_c$ and $h$, in table 4.2, from the optimisation. The 10 Å cut-off distance was chosen to be slightly less than the supercell length in the reference snapshots ($3 \times 3.5$ Å = 10.5 Å), so that interactions from periodic repetitions are avoided. The smoothing of the tails over 0.75 Å was chosen by inspection of a variety of different values.

The weighting of the forces, energies and stresses in the potfit fitting process were chosen so that each contributed an equal amount to the cost function. With each of the 7452 force components possessing a weight of 1, the resulting 23 energies were consequently given weights of $7452/23 = 324$, and similarly a weighting of $7452/138 = 54$ for stress components.

Table 4.3: The fitted model parameter values.

<table>
<thead>
<tr>
<th>Lennard-Jones</th>
<th>Morse</th>
<th>EAM pair</th>
<th>EAM transfer</th>
<th>EAM embedding</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>2.1120</td>
<td>$D_e$</td>
<td>0.2771</td>
<td>$D_e$ 0.1734</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>0.6830</td>
<td>$a$</td>
<td>0.8601</td>
<td>$a$ 2.1640</td>
</tr>
<tr>
<td>—</td>
<td>$r_e$</td>
<td>3.5793</td>
<td></td>
<td>$r_e$ 2.4988</td>
</tr>
<tr>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>$\beta$ 3.5218</td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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For the fitting procedure, simulated annealing of the model parameters was first performed, followed by Powell’s least squares, local gradient descent method. In later tests of the ensemble method, it was discovered that the initial Hessian calculation of the cost landscape occasionally yielded better fit parameter sets for models with slowly varying components. Therefore, the final parameter values reported in table 4.3 were iteratively found by performing a combination of Hessian calculations (input parameter `hess_pert`, all parameter perturbation), and simulated annealing (subsequent single parameter perturbations), with increasingly smaller values until no new minimal cost parameter set was found.

4.3.1 The Fitted Potential Models

The best fit potential models are shown in figure 4.2. The pair potentials are illustrated in the first subfigure, with the transfer and embedding functions of the EAM potential respectively, displayed in the remaining subfigures. Despite both using the Morse form, the EAM pair term in figure 4.2 differs significantly from the best fit Morse potential, in both minimum position and depth. The pair term of the EAM potential has a shallower minimum than that of the Morse potential, due to the additional energy contributions accounted for by the embedding function. Between the Morse and LJ potentials, the difference in both minimum depth and gradient are due, in part, to the additional parameter, $a$, in the Morse potential, controlling the gradient of the minimum well. The fitted Morse potential illustrates an inherent need for trepidation, when choosing to employ a potential without a true understanding of its fitting procedure. Were the Morse parameters to be used in another

Figure 4.2: (a) The fitted pair potentials, where the EAM pair term uses the Morse functional form. (b) The fitted transfer function of the EAM potential. (c) The fitted embedding function of the EAM model.
work, with a reduced cutoff value (i.e. of 3.5 Å, therefore including only the first and second nearest neighbours in crystalline nickel), with a ~3.5 Å lattice constant as reported by experiments, the potential predicts energies of 1.75 eV/atom, which is clearly incorrect and highly unrealistic. This highlights the importance of initiatives, such as the OpenKIM and NIST potential repositories, which provide full details of published model parameters available for use by the community.

Concerning the EAM embedding contribution to the interatomic energy, it is interesting to understand the magnitude of this contribution via a few a quick calculations. For a perfect $3 \times 3 \times 3$ supercell of crystalline nickel with a 3.5 Å lattice parameter, the number of nearest neighbours at a given interatomic distance is shown in figure up to the 10 Å cutoff to which the potential is fitted evaluated. In this crystalline configuration, each atom has 380 neighbours. The 12 nearest neighbours, commonly referred to as the bulk coordination number, are found at a distance of $3.5 \, \text{Å}/\sqrt{2} = 2.47 \, \text{Å}$. Figure illustrates the breakdown in contributions to the total per-atom energy for a crystalline 3.5 Å system. The potential parameters used in the calculation are those of the best fit EAM potential, as listed in table up to and including each nearest neighbour shell. It is clear for the best fit EAM potential, that the majority of the energy contribution is attributable to the embedding term. This explains the discrepancy in minimum depth found between the EAM pair term and Morse potential in figure.
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Table 4.4: The fitted model total error sums and their respective breakdowns.

<table>
<thead>
<tr>
<th>Model</th>
<th>Total Force (meV/Å)</th>
<th>Force</th>
<th>Total Energy (meV)</th>
<th>Energy</th>
<th>Stress (MPa)</th>
<th>Stress</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>error sum</td>
<td>rms error</td>
<td>% error</td>
<td>error</td>
<td>rms error</td>
<td>% error</td>
</tr>
<tr>
<td>Lennard-Jones</td>
<td>6012.459</td>
<td>450.618</td>
<td>25.167%</td>
<td>655.897</td>
<td>2.601</td>
<td>21.512%</td>
</tr>
<tr>
<td>Morse</td>
<td>785.013</td>
<td>157.765</td>
<td>23.628%</td>
<td>135.618</td>
<td>1.555</td>
<td>58.913%</td>
</tr>
<tr>
<td>EAM</td>
<td>655.217</td>
<td>114.08</td>
<td>14.802%</td>
<td>114.23</td>
<td>1.528</td>
<td>68.126%</td>
</tr>
</tbody>
</table>

The ability of each fitted model to reproduce the reference data, is observed to improve as the number of model parameters increases. The fitting errors are reported in table 4.4, with the total error sum decreasing, with increasing model complexity. Pictorially, the total error sum defines the minimum offset in “height” of the cost landscape from the reference data parameter space. Therefore, this quantity is an indicator of comparative model error in the systems. The rms force errors for each fit were 0.45 eV/Å (LJ), 0.16 eV/Å (Morse), and 0.11 eV/Å (EAM). All of which are significantly greater than the DFT convergence tolerance of 0.05 eV/Å. This means that when quantifying the uncertainties in QoI, the significant sources of error in the system are predominantly due to the model parameters, not reference data error; the model error being that which this implementation is designed to elucidate. Similar trends were seen in the reproduction of reference energies and stresses, detailed in table 4.4.

4.3.2 The Best Fit Potential Performance

Before the uncertainty quantification process begins, the performance of the three fitted potentials is investigated. The results in figures 4.4a and 4.4b show the DFT energies for respective isotropic stretching, and xy—deformations, respectively of the corresponding 300 K reference configurations listed in table 4.1. The potfit calculations were performed for each configuration and model, without optimisation of potential parameters, to obtain the predictions for each fitted potential. Figure 4.4a illustrates a limitation of the LJ potential in predicting per-atom energies, for a variety of isotropically stretched crystalline nickel supercells, in line with the DFT results, due to the insufficiency of the analytic form. The Morse and EAM potentials perform surprisingly similarly in figure 4.4a, with the disagreements in predictions for a 6% decrease (0.94%) in equilibrium cell length. The difference...
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Figure 4.4: (a) The energies predicted by models for isotropically stretched (108-atom \(3 \times 3 \times 3\) fcc cells. (b) The predicted energies of fcc cells subjected to an anisotropic strain in the \(xy\)-direction.

In “squashed” cell predictions between the DFT and Morse/EAM results may, in part, be due to the lack of fitting data for pair distances of \(\sim 0.2–0.4\) Å less than the equilibrium atom distances in figure 4.1b. Therefore, an improvement to the reference database would be to supplement further with such configurations, should the potential parameter sets be designed to simulate related properties outside of this work.

In figure 4.4b, the effect of perturbations to atomic positions on a smaller scale is investigated. As only atoms along the \(xy\)-direction experience a significant change in positions, the range of predicted per-atom energies is significantly smaller than in figure 4.4a. On this scale, the difference in Morse and EAM predictions is clearer. The discrepancy in EAM and DFT predictions could be due to a systematic error in the EAM energy predictions, although this is unlikely, due to the crossing of the DFT and EAM results at 96% of the relaxed lattice size, in figure 4.4a. A more likely explanation for the difference, is due to the comparatively huge number of forces versus energies in the reference dataset (324:1). Resulting in an EAM potential with a preference for reproducing forces very well, at the slight expense of total energies. In figure 4.4b, the maximum difference in the EAM energy predictions is in line with the reported rms error, of 0.114 eV, in table 4.4.
4. UNCERTAINTY QUANTIFICATION OF THREE POTENTIAL MODELS FOR NICKEL

4.3.3 The Cost Landscape

Having investigated the performance, and make-up, of the best fit potentials, the next step in the uncertainty quantification process is to begin the ensemble generation. The eigenvectors of the Hessian denote the principles axes of curvature in the minimum cost basin, with the eigenvalues illustrating their relative lengths on the same cost contour as $\lambda^{-1/2}$. Therefore, directions with larger eigenvalues have a shorter widths and therefore a steeper curvature. Such directions are referred to as “stiff” eigendirections. Conversely, the smaller eigenvalues denote “sloppier” directions, whose predominant eigenvalue parameter contributions indicate the less sensitive potential parameters.

Figure 4.5 shows the spread in the eigenvalues obtained for the three fitted analytic forms. The eigenvalues are obtained from the calculation of the Hessian, as detailed in

![Figure 4.5: The spread in the eigenvalues of each Hessian for the potential models fitted to the reference set.](image)
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equation (2.40). The degree of curvature, as denoted by the magnitudes of the eigenvalues, spans up to six orders of magnitude across models. Such vastly different curvature between eigendirections, illustrates the necessity for a sampling procedure which accounts for this variation, in order to sample the underlying distribution efficiently.

It can be seen in figure 4.5, that relative to the Morse cost landscape, the degree of curvature along the principle axes in the LJ cost space, are relatively similar. This implies that changes to either of the two LJ parameters contributes to a similar difference in cost. The primary parameter contribution to the “sloppiest” Morse eigendirection is \( r_e \), defining the depth of potential minimum shown in figure 4.2a. It may not necessarily be intuitive that \( r_e \) is the “sloppiest” Morse parameter, when thinking about the change to the area bounded by the potential and the \( x \)-axis (\( D_e \) shifting up/down, \( a \) changing the curvature around the potential minimum and \( r_e \) shifting the potential minimum left/right). However, when considering fitting the potential to the reference data, it isn’t too difficult to see that changes to \( r_e \) are likely to have least effect on the cost value, as the majority of the data, in figure 4.1b, relates to neighbour distances > 5 Å.

The small eigenvalues in the EAM spread, indicate sloppy axes of curvature which result from insensitive model parameters. Through inspection of the relevant eigenvectors, it was found that the \( F_0 \) parameter in the embedding function, contributed most to the smallest eigenvalue. The second least sensitive parameter is \( \gamma \), due to its predominant contribution to the second “sloppiest” eigendirection. This isn’t particularly surprising when considering the relatively flat embedding function, in figure 4.2c: for \( n < 2 \).

4.4 The Ensemble Generation

Table 4.5 displays the parameter values used to generate each potential ensemble. The values \( R \) and \( \alpha \) refer to the step size tuning parameter, and to the sampling temperature parameter, from equations (2.42), and (2.44), respectively. The \( R \) value for each potential model was tuned over 50000 accepted steps, so that 23% of those proposed were accepted. This acceptance rate comes from guidance on the MCMC sampling of multidimensional landscapes. One interesting benefit of the implementation, is that there is no “burn-in” period required
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Table 4.5: The ensemble generation parameters for each model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Lennard-Jones</th>
<th>Morse</th>
<th>EAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$ (23% steps accepted)</td>
<td>60000</td>
<td>80</td>
<td>0.9</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td>Hessian perturbation (%)</td>
<td>0.00001</td>
<td>0.00001</td>
<td>0.00001</td>
</tr>
<tr>
<td>total steps</td>
<td>$2 \times 10^6$</td>
<td>$2 \times 10^6$</td>
<td>$2 \times 10^6$</td>
</tr>
<tr>
<td>decorrelation time (steps)</td>
<td>50000</td>
<td>50000</td>
<td>50000</td>
</tr>
</tbody>
</table>

for the Markov chain. This is due to the prior fitting of the potential parameters, meaning the sampling already begins from the “centre” of the underlying distribution.

In accordance with Frederiksen et al., sampling from the EAM potential landscape was performed at a reduced cost temperature of $0.05T_0$, due to the Markov chain leaving the minimum basin for higher temperatures. Outside of the minimum basin, the Hessian calculated is no longer valid, resulting in inefficient sampling. Reducing the sampling temperature avoids these issues. However, the reduced sampling temperature for the EAM potential limits the insights from a direct comparison between model, but is not completely without merit; the scaled temperature results could be extrapolated to higher temperatures, assuming a roughly quadratic basin in cost function space. We believe that foremost, this behaviour is due to the selection of reference data the potential is fitted to. In the fitting of a potential for production use, the reference data is typically weighted, and complemented with configurations generated using iterative improvements of the fitted potential, which might alleviate the issue. In case that does not provide a remedy, a different sampling strategy would need to be employed, e.g. Riemann Monte Carlo methods or affine invariant samplers. This might also allow incorporating prior information about the parameters into the ensemble generation process.

The curvature along cost space eigendirections for each model are illustrated in figure 4.6. The LJ curvatures are displayed first in blue, followed by the Morse results in purple, and finally the EAM eigendirections in green. $C_1$ refers to the smallest eigenvalue, hence the “sloppiest” eigendirection, which is reflected in the relatively small change in cost values. The magnitude of the eigenvalues increase with increasing $C_i$ index. The cost change incurred in moving along eigendirections from the cost minimum is calculated by evaluating the cost for parameter sets along the relevant principle axes of curvature. For each
Figure 4.6: Parameter sets, $\theta = \{\theta_i\}$, along eigendirections are calculated by perturbations, $n$, to the best fit parameter set $\theta^0$ with $\theta_i = n \theta_i^0 v_{ij} + \theta_{ij}^0$. Cost along eigenvectors for perturbation $C_j = C_j(\theta)$. The Lennard-Jones eigendirections are shown in blue, with Morse in purple and EAM in green.
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Figure 4.7: The individual parameter autocorrelation for 50000 runs, tuned to 23% acceptance. The Lennard-Jones results are shown in (a), with the Morse potential results in (b), and finally the EAM in (c).

eigendirection, the sampling points are displayed in terms of a perturbation, $n$, to the best fit parameter set along each eigenvector.

The asymmetric cost along some eigendirections illustrates an anharmonic basin at large relative perturbations. The implementation is designed such that the harmonic approximation of the minimum basin is embedded into the true landscape minimum. For eigendirections with asymmetric curvature (or affected by a bifurcation point), this will result in the smoother direction curvature being over-approximated. Consequently, the sampling in the smoother direction will be less efficient (due to misleadingly small MCMC steps in that direction), and will therefore require a longer decorrelation time. Due to the understanding of this limitation, in section 4.4.1 what could be considered overly lengthy decorrelation times are used when selecting ensemble members.

4.4.1 Potential Parameter Autocorrelation

For each of the three fitted analytic potential forms, a 500-member, ensemble of potentials was obtained from MCMC samples, output from the potfit ensemble implementation. To ensure uncorrelated ensemble members, starting from the best fit potential, each sample was drawn after 50000 accepted steps, with roughly 23% of steps accepted for each analytic form, through tuning of the value of $R$ in equation (2.42). The decorrelation time was assessed from the autocorrelation of each parameter in an initial MCMC run, with a con-
servative decorrelation time of 50 000 samples chosen. Sampling convergence was checked by ensuring reasonably smooth distributions in individual ensemble parameters, and in all $2d$—projections of $2 \times 10^6$ ensemble parameters.

The Markov chain decorrelation time, in table 4.5, was assessed through inspection of the correlograms shown in figure 4.7, for each fitted parameter set. As would be expected, the LJ parameters are quickest to decorrelate, being the space of lowest dimensionality, and containing eigendirections of relatively similar curvature. For large lags, approaching the total sample size of 50 000 MCMC steps, the observed increase in parameter autocorrelation is due to the decreasing number of values contained in the overlap, as a result of the finite sample size.

The Morse potential appears to have a slight sinusoidal quality to it, although the autocorrelation values never exceed 0.25. A possible explanation for this could be that the Markov chain begins to investigate an area of cost space with increasing rate of curvature in parameters, meaning that the steps accepted are those with smaller perturbations, resulting in more highly correlated parameter values.

As mentioned in section 4.4, longer than what may be considered necessary decorrelation times of 50 000 are used. As the evaluation of the MCMC steps is computationally cheap, there is little additional computational cost in doing so. Furthermore, having a larger number of accepted MCMC steps between samples is more likely to ensure decorrelation in areas of the cost landscape where there is a change in curvature, as touched upon above. The occurrence of such events is further discouraged through close monitoring of the Hessian calculation, accepted parameter sets and sampling temperature.

4.4.2 The Parameter Covariance

Figures 4.8 and 4.9 display the 500 parameter ensembles, and associated cost, in the LJ and Morse ensembles. The corresponding 10 EAM parameter histograms, and 45 $2d$—projections, have been excluded from this section for readability, and instead are included in appendix A. The histograms show projections of each ensemble for individual parameters. The heat-maps display the 2d-parameter projections, with the colour indicating the cost associated to with parameter set. In figure 4.8 of the LJ ensemble, the heat-map
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Figure 4.8: Lennard Jones parameter spread and covariance from 500 potential ensemble.

illustrates the simplistic basin structure expected from a distribution with a skewed asymmetric minimum basin. The individual parameter distributions, show approximate Gaussian distributions. The distributions are for the 500 ensemble members, which have been down-sampled from the $2 \times 10^6$ MCMC steps. From a visual inspection, the full MCMC parameter distributions are Gaussian, and so the deviation from the expected Gaussian distribution seen in figure 4.8, is due to the limited sub-sampled ensemble size.

Figure 4.9 displays the same parameter projections for the Morse potential. However, due to the additional parameter, a true visualisation of the space would be a 3d-heat map of the parameters and cost. In the projections of $r_e$ vs $D_e$, and $r_e$ vs $a$, it is clear that the basin has a non-ellipsoidal quality to the cost contours. The tails due to the large $r_e$ values, are observed as significant contributions to the tail of the $r_e$ histogram, and similarly in the corresponding plot for small $a$. There may be a connection between the sinusoidal autocorrelation in figure 4.7b and the curving cost basin. Another hypothesis could be
that the oscillating autocorrelation is a result of the Markov chain being confined to a small range of acceptable parameter sets, whilst exploring in the direction of the non-elliptical cost basin tails. To test this hypothesis an extensive examination would need to be conducted of the full dataset of MCMC steps taken, scanning for motifs in the pattern of exploration, corresponding to the autocorrelation in figure 4.7.

4.5 Demonstration of Uncertainty Quantification for Three Analytic Models

Finally the parameter uncertainties, introduced through the ensembles, are propagated to the quantities of interest. The performances of the potentials in reproducing the equilibrium lattice constant, the elastic constants $C_{11}$, $C_{12}$ and $C_{44}$, and the thermal expansion coefficient
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Table 4.6: Comparison of results for QoI with their associated uncertainties (IQR).

<table>
<thead>
<tr>
<th>QoI</th>
<th>DFT/</th>
<th>Lennard-Jones</th>
<th>Morse</th>
<th>EAM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exp.</td>
<td>median IQR</td>
<td>median IQR</td>
<td>median IQR</td>
</tr>
<tr>
<td>(a) (Å)</td>
<td>3.51</td>
<td>3.14 [2.94, 3.26]</td>
<td>3.45 [3.33, 3.56]</td>
<td>3.52 [3.50, 3.54]</td>
</tr>
<tr>
<td>(C_{11}) (GPa)</td>
<td>253</td>
<td>1503 [1236, 2355]</td>
<td>224 [171, 315]</td>
<td>222 [180, 259]</td>
</tr>
<tr>
<td>(C_{12}) (GPa)</td>
<td>152</td>
<td>860 [704, 1347]</td>
<td>158 [123, 202]</td>
<td>180 [130, 213]</td>
</tr>
<tr>
<td>(C_{44}) (GPa)</td>
<td>124</td>
<td>860 [704, 1347]</td>
<td>158 [123, 202]</td>
<td>90 [81, 98]</td>
</tr>
<tr>
<td>(\alpha) ((10^{-6})K(^{-1}))</td>
<td>14.4</td>
<td>4.8 [3.9, 5.7]</td>
<td>8.2 [7.4, 9.1]</td>
<td>15.1 [12.8, 17.6]</td>
</tr>
</tbody>
</table>

at 300 K are investigated. Each analytic potential, from each of the three ensembles, was propagated through MD simulations to obtain the uncertainties for each potential model.

The resulting uncertainties, displayed in figures 4.10 and 4.11, are quantified using box-whisker diagrams, which illustrate the uncertainty in each quantity by the inter-quartile range (IQR). The box denotes the IQR, with whiskers extending 1.5×IQR beyond each quartile. The values obtained from the best fit (i.e. minimum cost) potential are shown in dashed purple. The notches indicate the confidence interval in the ensemble median (in green), and the ensemble means are indicated as dotted red. The dotted black lines, traversing the entirety of each figure, indicate the experimental values, detailed in Table 4.6. In table 4.6, the equilibrium lattice constant is denoted by \(a\), and the DFT value for \(a\) is from the geometry optimised cell included in the reference data. The elastic constants are written in Voigt notation as \(C_{11}\), \(C_{12}\), \(C_{44}\), and the linear thermal expansion coefficient at 300 K is denoted by \(\alpha\). Due to the presence of skewness and outliers, the uncertainties are reported using the resistant measures of sample median and IQR. Reporting uncertainties via the sample mean, and standard deviation, will bias the reported quantities towards misleading ensemble outliers, which tend to result from unlikely higher cost potential ensemble members.

4.5.1 The Equilibrium Lattice Constant

The lattice constants were found by minimising a \textit{fcc} nickel lattice, with a starting lattice parameter guess of 3.5 Å, for each potential ensemble member. Table 4.6 reports the uncertainties for each fitted analytic potential.

Within table 4.6 the LJ ensemble is unable to capture the correct lattice constant within the IQR. This is largely due to higher temperature configurations in the reference data.
data, to which the potential was initially fit. The Morse ensemble does manage to capture the correct value, yet the larger spread in uncertainty, for a simple 0K quantity, again implies the potential is limited by the higher temperature configurations in the reference data. It is important to note that poor potential performance due to reference data selection is not always the culprit; if a model is known to have limitations in its ability to reproduce certain physical quantities due to its simplistic design, then any issues which arise may be down to an insufficient model choice. This is illustrated by the best-fit (minimal cost) LJ potential, where the first warning is in the large rms force error (0.45 eV/Å). A second concern, is then the incorrect lattice constant prediction of 3.26 Å. This results in an ensemble of candidate potentials for an already insufficient fit, clearly indicating an insufficient model choice. Similarly, despite a more promising rms force error (0.16 eV/Å), the Morse potential performs poorly in the prediction of lattice parameter, which also alludes to an insufficient model choice.

The EAM potential accounts for a non-linear dependency on the local environment through the embedding term. It appears that this is essential for a realistic prediction of the lattice constant given the set of reference data used. The EAM ensemble, albeit sampled with a reduced temperature, not only captures the DFT value within its error but also has a considerably constricted spread of the ensemble predictions compared to the pair potentials.

4.5.2 The Elastic Constants

The elastic constants are investigated, in order to compare the restoring forces of the potentials, to small perturbations of atomic positions. In this work, the 0K elastic constants are calculated by measuring the response of the strain tensor in (2.45), to small deformations in the crystalline nickel, i.e. \( C_{ij} = \frac{\partial \sigma_i}{\partial \epsilon_j} \). To conduct finite-temperature elastic constant measurements, Zhou et al. propose using long time-averaged runs of each crystal deformation in order to reduce the thermal noise contribution to the total error. As this work is focused on the error due to potential parameters, the 0K measurements were used to ensure any measured error could be attributed wholly to the potential ensemble.

Pair potentials are known to be unable to resolve the differences in \( C_{12} \) and \( C_{44} \), due to an insufficient number of parameters needed to describe the off-diagonal tensor compo-
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Figure 4.10: Elastic constants for each potential, with the Morse and EAM values shown without outliers in the inset for clarity. The box denotes the IQR, with whiskers extending to $1.5 \times \text{IQR}$. The crosses outside of the IQR indicate the outlier values. The ensemble median is shown in solid green, with the ensemble mean in dotted red. The best fit potential prediction is shown in dashed purple.

This is illustrated in Figure 4.10, with only the EAM potential having distinct values for these elastic tensor components. It is noticeable that the best fit potential does not necessarily lie near the centre of the prediction interval. This highlights that there exist alternative potentials of competing suitability, which may shift predictions in a particular direction, away from the initially obtained best fit value.

The performance of the Lennard-Jones potential in the prediction of $C_{11}$, and $C_{12}/C_{44}$ is poor, as expected. There is a very large spread in the predicted values for both quantities; failing to reproduce the experimental values is to be expected of an ill-fit two parameter potential. Due to the outliers in the fit, a stark difference between the mean and median values is observed. When dealing with a model which clearly fails to correctly reproduce the elastic constants, this tells us little more than there is a disagreement in predictions from ensemble members. Further to this, the best fit predictions are also vastly incorrect.
Together, these observations clearly demonstrate the known limitations of such a simple potential, illustrating results in line with an insufficient choice of model.

The Morse potential is able to capture the expected experimental values for both $C_{11}$ and $C_{44}$, although still unable to resolve the $C_{12}/C_{44}$ difference, due to the pair potential nature. The significant spread in the ensemble mean and median predictions, illustrate a disagreement in predictions from candidate potentials, which again alludes to insufficient model choice. This is another example of poor model selection, despite promising initial predictions of the diagonal elasticity components.

The EAM potential is able to capture the expected trend for the three constants, but it does not capture the expected value of $C_{44}$ in the uncertainty. The initial failure of the fitted EAM potential to achieve the expected off-diagonal $C_{44}$ component, could be rectified through improvements to the reference data. As discussed in section 4.3.2 when evaluating the performance of the best fit EAM potential against DFT predictions, for various cell deformations (figures 4.4a and 4.4b), the reference data contains less information for pair distances $\sim$0.2–0.4 Å less than the ideal lattice separations. Again, this is illustrated in the radial distribution function shown in figure 4.1b. As the calculations of the elastic constants involve small compressive perturbations to the lattice, it is worth noting that the resulting EAM forces correspond to interatomic separations which have been fitted to a relatively limited subset of reference data. Irrespective of this observation, comparison of the best-fit tensor component predictions with the ensemble mean and median illustrate the performance of suitable alternative candidate potentials. Figure 4.10 focuses on demonstrating the output of the potfit uncertainty quantification. For a comparison of production-grade EAM potentials in predicting the elastic constants, the reader is referred to Rassoulinejad-Mousavi, Mao and Zhang.

4.5.3 The Linear Thermal Expansion Coefficient at 300 K

Finally, the thermal expansion coefficient for nickel at 300 K was calculated. The linear expansion of the solid is investigated to compare the effects of energetic contributions to the system, provided by the potentials. The thermal expansion coefficient was calculated by evaluating the length change of crystalline nickel for five temperatures, symmetrically
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FIGURE 4.11: The uncertainties in thermal expansion coefficient at 300 K for each potential. The box denotes the IQR, with whiskers extending to 1.5×IQR. The crosses outside of the IQR indicate the outlier values. The ensemble median is shown in solid green, with the ensemble mean in dotted red. The best fit potential prediction is shown in dashed purple.

Distributed around 300 K at 20 K intervals. A curve is then fitted to the results using regression, to find the thermal expansion coefficient at 300 K.

On first inspection, the results in figure 4.11 may misleadingly imply that the pair potentials outperform the EAM, due to the small spread in the ensemble members. However, upon closer inspection, the predicted pair values in fact fail to capture the correct value within the IQR, and even within the tails of the distribution. The significant outliers in the Morse predictions, again imply a disagreement in the predictions of ensemble members. The EAM potential however, does manage to bound the correct value within the uncertainty, although a large spread in the uncertainty is again likely a result of the choice of reference data to which it has been fit.
The uncertainties for the thermal expansion coefficient demonstrate the importance of looking at the predictions of a selection of relevant QoI, when evaluating the suitability of a potential model. In table 4.6, the predicted lattice constant, and uncertainty bounds, for the Lennard-Jones potential fail to capture the simple equilibrium quantity, despite a large uncertainty. This unsuccessful prediction, combined with the high relative uncertainty in the thermal expansion coefficient, illustrate an example of poor model selection. This leads to a caveat in the application of the ensemble framework: its application should not be used as a means to bypass an informed fitting of potentials. In the case of the Lennard-Jones potential, the initial best fit performed poorly in predicting the correct forces of the reference set. Furthermore, the incorrect prediction of the lattice parameter by the best fit potential, and the resulting ensemble, imply that the model is insufficient. Failure to assess the model suitability at each stage of the fitting process can result in misleading uncertainties, as we have attempted to illustrate in this case.

4.6 Summary

The initial testing of the implementation is undertaken for three models of bulk nickel, highlighting some important aspects of the potential fitting and uncertainty quantification process. Foremost, is the choice of material, and system being modelled, followed by the effect of reference data quantity and quality on the defined cost landscape, closing with the potential precision of subsequent predictions. The choice of model defines both the dimensionality and complexity of the cost landscape, as well as affecting the accuracy of the resulting predictions. The eigenvalues and eigenvectors of the minimum cost Hessian provide vital information regarding the shape of the landscape from which MCMC samples will be drawn, as well as information on the relative contributions from model parameters. Tuning of the MCMC algorithm to accept 23% of steps requires a significant number of MCMC calculations, in order to initially to distil the associated $R$ parameter. Having assessed the parameters necessary for the MCMC cost landscape sampling, it is then imperative that the parameter autocorrelation and parameter projections are examined, to extract the required decorrelation time and ensure sample convergence. Finally, with the decorrelated ensemble,
the propagation of parameter uncertainties to QoI can begin.

As is clear, the workflow is iterative in nature, and at times requires a few steps before a seemingly simple question can be understood. However, despite being a relatively involved procedure, the uncertainty quantification process requires few decisions from the user in order to produce a significant quantity of information about the model + reference data system. In order to achieve successful potential fitting and uncertainty quantification results, it appears to be of greatest importance that the results from each stage of the workflow are astutely analysed, so that a deeper understanding of the system is obtained. As each reference data set and model combination defines an entirely new cost landscape, only through further use of the uncertainty quantification implementation will its limitations and subtle nuances be truly understood.
Outlook and Future Work

“Begin at the beginning,” the King said, gravely, “and go on till you come to an end; then stop.”

– Lewis Carroll, *Alice in Wonderland*

The open source *potfit* potential fitting workflow has been enhanced to generate an ensemble of potentials which encapsulate the uncertainty of the fitted parameters. This allows for propagation of the parameter uncertainty to quantities of interest, simulated using molecular dynamics. The ensemble is generated by sampling the cost landscape, using a Markov chain Monte Carlo sampling technique, developed for sloppy models. Additionally, functionality to investigate the cost landscapes encountered within the potential fitting process has been made available through optional parameters, in order to assist the user in diagnosing any issues which may arise. A demonstration of the uncertainty quantification workflow has been presented, based on the fitting of three potential models of increasing complexity to nickel reference data. Through this work, the propagation of parameter uncertainties to quantities of interest is detailed and illustrated.
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The ensemble method can be used to build an understanding of the impact of parameter uncertainty on the precision of quantities of interest. As illustrated in the results for nickel, and reported by Pernot and Cailliez\cite{Pernot2022,Cailliez2022}, users must be aware that this method provides a lower bound of the error bars; some quantities might not be described well by a potential model. This is why it is mandatory that users of the ensemble method implementation diligently evaluate the suitability of the model throughout the fitting (as reported by rms errors in reproducing reference data), and the uncertainty quantification process.

This is a further puzzle piece towards reproducible and transparent MD simulations; an effective potential should not exist on its own, but rather together with its implementation (as e.g. provided by the OpenKIM framework\cite{OpenKIM}), its reference data, and its uncertainties (potfit + UQ). This integration is also a step toward predictive simulations, i.e. with error bounds determined a priori. Whilst progress has been made to introduce uncertainty quantification into the potential fitting process, there are many avenues for future work and further improvement. A crucial next step for the uncertainty quantification community, is the creation of best practise guidelines in the reporting of uncertainties, including, foremost, a standardised data structure for their reporting. As a result of this work\cite{Cailliez2022}, there has been interest from the team behind the OpenKIM repository, in creating a UQ data structure in their API. In the following, suggestions for future development of the potential fitting UQ workflow are introduced and preliminary approaches to the research avenues proposed.

5.1 Technical Aspects of the Implementation

The first area for advancement of the work, pertains specifically to the technical aspects of the implementation. Unlike the pre-existing potential capabilities with potfit, the uncertainty quantification workflow involves a larger degree of data analysis. Therefore, whilst there remain benefits with regards to memory handling, and calculation time, in writing the ensemble method work in C, there are benefits in exposing certain potfit routines (i.e. calc_forces()) to python, in order to more seamlessly utilise some of its powerful data analysis modules. Additionally, allowing potfit to be called or interrogated from with a python script would allow for further integration with atomistic simulation packages (e.g.
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the ASE module, DFT and MD software), as well as the ability to utilise other generalised uncertainty quantification modules.

Another, fairly easily implementable technical improvement, would be the parallelisation of the MCMC algorithm, to enable multiple Markov chains to sample the cost landscape at simultaneously. Parallelisation of any other aspect of the ensemble method is not possible, due to the serial nature of decisions at each step in the internal *potfit* process. The ability to run multiple MCMC chains in parallel, with the option to seed each with a different $R$ value, i.e. to sample multiple $R$ values with a single simulation. This would make the tuning of the step size much faster and less involved, as multiple samples could be generated from one simulation. Another consideration of this possible future work, would pertain the handling of the significantly greater amount of data produced in a single simulation. Working on the assumption that each Markov chain would output to its own file, one way of controlling the size of output files, would be to control the frequency of accepted steps written to output (i.e. only output the decorrelated sub-sample). This would significantly decrease the size of files generated in simulations with long autocorrelation times.

Finally, within the implementation, the most beneficial improvement would be the inclusion of alternative sampling algorithms, in order to ensure the sampling of each potential parameter distribution converges efficiently. In scenarios where the cost landscape is not well described by the Hessian (e.g. a banana-shaped minimum, or an asymmetric basin) it may be that a traditional Markov chain, without curvature information, would perform better. Therefore, for complicated cost landscapes, the addition of alternative sampling methods could prove to be a beneficial addition to the implementation. Some examples of alternative sampling strategies are Riemann Monte Carlo methods, or affine invariant samplers. These methods may also allow for the incorporation of prior information about the parameters into the ensemble generation process, potentially allowing for a fully Bayesian treatment.

Alternatively, the mathematical approach underpinning umbrella sampling techniques, could provide a potentially interesting avenue with which to understand the cost landscape minimum, especially if modifications were made to restrict, as opposed to discourage, sampling to within the cost minimum basin. This could possibly be achieved
through the inclusion of a multidimensional Gaussian-like weighting term within the step acceptance calculation. If coupled with the simplification of the potential energy landscape (i.e. dimensionality reduction using sketch-map) proposed by Ceriotti et al., a more complete understanding of the reference data-to-cost landscape mapping could be understood. As it is not immediately obvious how a restrictive Gaussian term may affect the statistics, as such a suggestion would require an investigation of possible mathematical formulations, and is therefore incredibly speculative as a possible avenue for future work at present.

5.2 Reference Data and Inherited Error

The second class of improvements and further work, relate to the uncertainties in the system inherited from the \textit{ab initio} simulation snapshots which constitute the reference data. The error introduced through the reference data can be categorised into two types. The first, is error introduced by the suitability of the reference snapshots chosen (i.e. do they provide a good representation of the target configuration space?), and second is due to the parameters used and convergence tolerances of the reference data simulations.

It is not know if the morphologies and systems included in reference data are most suitable for the target quantities to be simulated by the fitted potential. This would be an example of an interatomic potential with poor transferability, and so a further avenue to explore would be quantification of the suitability of a given reference set for the desired quantities to be simulated. The weighted least squares approach from Zhang and Trinkle is one example of how this may be achieved, by creating an inverse problem from the fitting process. This method would not only allow for the understanding of reference data suitability, but could also be used in conjunction with the ensemble method to explore alternative potentials to the lowest cost fit which may be more suitable in simulating the desired quantities.

The inherited error from the first principles simulations is not yet accounted for within the \textit{potfit} uncertainty quantification workflow. As observed in chapter the errors in forces, energies and stresses of reference data from DFT calculations should be significantly less those from the potential fitting. Therefore, the inherited systematic reference data
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errors could be included through a simple first order addition.

Whilst there are a growing variety of tools available to quantify the \textit{ab initio} simulation errors\cite{21,22} it is not immediately clear how they could be used to inform the potential fitting information in the current workflow. A possible approach could be to take inspiration from the mathematical construction of GAP,\cite{8,10} and work towards a UQ workflow which deals in Gaussian processes. If the reference data quantification approach from Zhang and Trinkle\cite{31} was also implemented, this would define a fitting landscape, similar to the cost landscape, but for the reference data. Sampling from this landscape to measure reference data error as in the methods above\cite{21,22} could then potentially allow for the fitting of Gaussian distributions, which could be propagated through the process. Alternatively, taking inspiration from neural network-fitted potentials\cite{12,15,16}, the replacement of the end-to-end \textit{potfit} UQ workflow by a neural network with latent variables or hidden layers could warrant further consideration.

5.3 Uncertainty Quantification Methodology

The final area of future work deals specifically with the choice of uncertainty quantification method. As mentioned in section 5.1 there are an array of alternative approaches to uncertainty quantification implemented within python modules. Providing the user with a variety of uncertainty quantification techniques when using \textit{potfit} would allow for the comparison and evaluation of the results of each method. This could additionally produce insight into the limitations of various methods, and highlight the potential coupling of techniques which may be more powerful than a single method with known limitations.

The most desirable method to be implemented would be a fully Bayesian approach, using Gaussian process regression (GPR), to infer the uncertainties in quantities of interest without the need for the full set of MD simulations of each potential in an ensemble. As also mentioned in section 5.2 other machine learning approaches such as neural networks could be used to quantify the uncertainties. It is of the opinion of the author that the most favourable next steps with regards to the UQ of classical effective potentials would be to expose necessary routines within the \textit{potfit} code in python so that alternative pre-
existing uncertainty quantification and data analysis modules could be exploited in addition to ensemble method presented within this work.

The caveat which should preface all of these future avenues, is that the choice of UQ method is always a question of cost. The future of this area of research relies upon the adoption of uncertainty quantification, and reporting of the results, by other researchers in the materials modelling community. In order to best facilitate the rapid uptake of UQ by our peers, it would be reasonable to expect that the cost of undertaking the UQ process should not exceed that of their simulations of interest. As has been discussed within this work, the ensemble method does require care to be taken, however our approach does not require domain knowledge from the user upfront, and so alternative approaches would be much more involved. In the work presented, each ensemble member is a potential in its own right, and therefore each maintains the simulation speedups that effective potentials were designed to enable. Additionally, the uncertainty quantification we have developed can be switched on or off, which may not be possible with highly complex implementation with an involved workflow from the beginning. Overall, the process of uncertainty quantification for effective potentials is complicated, and contains endless avenues for additional investigations within a single simulation. The implementation presented in this work is an effort to make uncertainty quantification of classical effective potentials more accessible, whilst remaining relatively uninvolved, yet informative.
Parameter Projections of the EAM Ensemble

The EAM ensemble results for nickel are illustrated in the following figures. Table A.1 details the EAM model and corresponding parameters for reference.

Table A.1: The EAM analytic functions and associated parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>Analytic Function</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAM</td>
<td>$E_i = \frac{1}{2} \sum_{i \neq j}^N V_M(r_{ij}) + F(n_i)$ with $n_i = \sum_{j \neq i}^N \rho(r_{ij})$</td>
<td>$D_e$, $a$, $r_e$</td>
</tr>
<tr>
<td></td>
<td>$\rho(r) = r^{-\beta} [1 + a_1 \cos(\alpha r + \varphi)]$</td>
<td>$a_1$, $\alpha$, $\varphi$, $\beta$</td>
</tr>
<tr>
<td></td>
<td>$F(n) = F_0 [1 - \gamma \ln n] n^{\gamma} + F_1 n$</td>
<td>$F_0$, $\gamma$, $F_1$</td>
</tr>
<tr>
<td>Smooth Cutoff</td>
<td>$V_{SC}(r) = \Psi \left( \frac{r - \rho_c}{\rho} \right) V(r)$ where $\Psi(x) = \frac{x^4}{1+x^4}$</td>
<td>$r_c = 10$, $h = 0.75$</td>
</tr>
</tbody>
</table>
Figure A.1: EAM projections of $D_e$ parameter spread and covariance of 500 potential ensemble.
Figure A.2: EAM projections of $\alpha$ parameter spread and covariance of 500 potential ensemble.
APPENDIX A. PARAMETER PROJECTIONS OF THE EAM ENSEMBLE

Figure A.3: EAM projections of $r_e$ parameter spread and covariance of 500 potential ensemble.
Figure A.4: EAM projections of $a_1$ parameter spread and covariance of 500 potential ensemble.
Figure A.5: EAM projections of \( \alpha \) parameter spread and covariance of 500 potential ensemble.

Figure A.6: EAM projections of \( \varphi \) parameter spread and covariance of 500 potential ensemble.
Figure A.7: EAM projections of $\beta$ parameter spread and covariance of 500 potential ensemble.

Figure A.8: EAM projections of $F_0$ parameter spread and covariance of 500 potential ensemble.

Figure A.9: EAM projections of $\gamma$ parameter spread and covariance of 500 potential ensemble.
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