What makes dynamic strategic problems difficult?  
Evidence from an experimental study
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Abstract: Managers regularly deal with dynamic tasks, where decisions impact immediate payoffs as well as long-term capabilities. Research shows that people do poorly in dynamic tasks, but the underlying mechanisms are unclear. These may range from unsystematic problem-solving to rational learning in complex environments. In a series of experiments, we tease apart alternative explanations, showing that poor performance is due to behavioral difficulties. Remarkably, we find that people do poorly even if provided with complete information about the payoff function, thus eliminating any need for learning. They unsystematically search among possible solutions and end up with inefficient heuristics. The results show that differences in thinking through a dynamic problem may lead to substantial variation in performance, even if common sources of complexity and ambiguity are excluded.
INTRODUCTION

Central to many strategic choices is that decisions impact not only immediate payoffs but also the payoff of future actions (Dierickx and Cool 1989; Ghemawat 1991; Leiblein et al. 2018). For example, allocating resources to learning about an emerging technology is costly but offers flexibility in future choices and enhances absorptive capacity (Cohen and Levinthal 1990), reducing future learning costs. So, learning about a new technology not only has direct costs and benefits, like any investment, but also changes the payoff that could be expected in future. Many other strategic actions similarly impact the future benefits of taking the same, or other, actions, including investments in innovation, acquisitions, capability building, and advertising. In fact, scholars have argued that such temporal interdependences are a hallmark of what makes a decision strategic (Leiblein et al. 2018). The literature in decision-making and cognitive science (e.g., Busemeyer 2002; Osman 2010) use the label dynamic to refer to this class of tasks. The label dynamic here does not refer to volatile environments but to tasks where taking an action today changes the payoff of the same or other actions in the future.

The purpose of this paper is to deepen the individual micro-foundations of strategy by studying when and why people can effectively solve dynamic tasks. Strategy researchers have increasingly taken a behavioral and cognitive approach, informed by behavioral decision-research and cognitive psychology, to understand how managers differ in making important strategic decisions (Gavetti 2012; Helfat and Peteraf 2015; Menon 2018). By using surveys and experimental methods, researchers have refined our understanding of strategically relevant topics, such as when excess entry occurs (Artinger and Powell 2016; Cain et al. 2015), when entrepreneurs are overconfident (Cassar and Friedman 2009), how biases impact corporate resource allocation (Bardolet et al. 2009; Shapira and Shaver 2014), how individuals differ in their ability to forecast new venture performance (Csaszar and Laureiro-Martínez 2018), and in their ability to profit from trade in competitive markets (Levine et al. 2017). Less explored in behavioral strategy are the challenges of dynamic decision-making.

Case studies suggest that managers may struggle with implementing the best course of action in dynamic tasks, ranging from product development to process improvement and maintenance (Lyneis and Sterman 2016; Rahmandad and Repenning 2016; Repenning and Sterman 2002). However, it is difficult to determine the cause of such behaviour from case study data. Does the blame lie with faulty incentives, which pressure managers to focus on short-term
effects (Laverty 1996; Stein 1989) even if understanding the beneficial long-term effects? Alternatively, do managers have incorrect expectations about the value of investing in capabilities? Based on unlucky past experience with investments, a manager may come to underestimate the benefits of investing in capabilities (Denrell and March 2001; Levinthal and March 1993). Or, could it be that learning the trade-offs in such dynamic tasks and using this knowledge to derive the optimal policy are inherently so challenging that it vexes sophisticated managers even if incentives are aligned and expectations are unbiased? Some findings show that even rational learners who follow an optimal learning and problem solving strategy but are uncertain about how actions impact future payoffs will show poor performance for a very long period (Sims et al. 2013).

Past work has not teased apart these alternative mechanisms, but they matter for theory and practice. If incentive problems are to blame for myopic behavior, better incentive design is the remedy. If individual biases and priors explain heterogeneity in performance, that underlines the role of individual cognition in the micro-foundations of strategy, and points to potential benefits of training and de-biasing; and if poor performance is inevitable even for the best algorithms, then luck and random idiosyncrasies may be better explanatory mechanisms for understanding heterogeneity in managerial choice.

In this paper we examine whether poor performance in dynamic tasks is i) due to behavioral difficulties, including flawed learning and poor problem solving, ii) an inevitable outcome of rational learning and choices, or iii) due to computational complexity and ambiguities that render the tasks hard for sophisticated algorithms and individuals alike. To that end, we design experimental conditions that allow us to distinguish between those alternative explanations and gain a better understanding of how people actually learn in dynamic tasks. We use a simple and established dynamic task, the Harvard Game, which offers us the required control to tease apart alternative explanations.

Our results show that poor performance cannot be explained by rational learning. People do poorly even when provided with complete information about the payoff function and the number of periods in the future that an action can affect. With this information there is nothing to learn and any analytically sophisticated agent could quickly identify the optimal strategy. People do poorly even in this complete information condition, and importantly, they show limited improvement compared to the more complex conditions that require complex learning. This
suggests that poor performance in dynamic tasks may persist even if the complex learning part of the problem was removed. Exploring how people tackle the task, we find they try to solve the problem by mentally “muddling through” (Lindblom, 1959), i.e., by unsystematically trying out different action policies to see if some work better than others. While this can be an effective heuristic in some problems, in dynamic tasks people who muddle through can get stuck on local optima in the policy space. Consistent with muddling through, we find that even participants who perform well in the task show limited understanding of the true payoff structure.

Our results contribute to the behavioral view of strategy formation in organizations (Gavetti 2012; Levinthal 2011), to the importance of managerial capabilities, and to the literature on dynamic decision-making. Broadly, our results show that computational complexity, causal ambiguity, and difficulties in learning are not necessary for explaining persistent variation in performance. In a well-defined dynamic task much of the variation remains even after removing those barriers to learning. Differences in insight into, or ability to think through a dynamic problem, i.e., differences in what can be called managerial cognition (Helfat and Peteraf 2015), are sufficient to explain persistent differences in performance in rather simple dynamic tasks.

DYNAMIC TASKS AND STRATEGY

Intertemporal trade-offs in strategy

Many strategic decisions involve inter-temporal trade-offs in the sense that payoffs are distributed over time. Dynamic decision-making tasks include one type of inter-temporal trade-offs, where taking an action today changes the payoff of the same or other actions in the future (Busemeyer 2002; Gonzalez et al. 2017). A simple investment, where a manager pays a sum today expecting a future return, is not necessarily a dynamic task if the distribution of incoming returns over time is known and the action taken today does not change the payoffs to future actions or investments.

Many classical strategic problems involve dynamic tasks. Consider the learning curve strategy: pricing low to gain a large market share and drive costs down via the learning curve. In this case, producing one item today impacts the cost of producing one item in the future, due to the learning curve. Or consider the strategy of “getting big fast”: pricing low to gain large market share and increase the future value of the product through network externalities. In the age of digital platforms and machine learning, many firms invest to become a well-known hub and to accumulate data on consumers. While the basic logic for these, and many other strategies with
dynamic components, are well-known, assessing their effectiveness requires solving a dynamic task. For example, Pfeffer (1994) argues that firms could profit from treating their employees better, which may reduce profits in the short-term but increases productivity in the long-run. But how widely this strategy applies? Could it co-exist with other firms ignoring their employees and driving labor costs down (Rahmandad and Ton 2020)? And what level of ‘treating better’ would cease to be profitable? Answering such questions requires solving the underlying dynamic task.

Dynamic tasks make accurate learning difficult because past as well as current actions may impact current performance. This is known as the credit assignment problem (Minsky 1961): how should we distribute the credit for the current outcome among recent and past choices? Consider a manager who observes that productivity is high. Is this the result of actions implemented recently or due to a sequence of actions taken over a long period? The credit-assignment problem is distinct from the well-known exploration-exploitation trade-off. By exploring a manager may find out more about an action, which can improve choices in the future. In dynamic tasks choosing an action does not only provide information about future payoffs but also changes the payoffs. The challenges of dynamic tasks are also conceptually distinct from issues related to uncertainty in outcomes and dynamically changing environments that exogenously alter the task’s payoffs. Even if outcomes from a given set of action sequences are deterministic and stable over time, the credit assignment problem remains extremely challenging. For example, consider a novice who loses a chess game. What move should the loss attributed to? The last, the first, or the whole sequence? Uncertainty and environmental dynamism are of course important in strategic settings and further complicate learning in dynamic tasks, yet in this paper we focus on deterministic dynamic tasks in stable environments to tease out the sources of challenges specific to dynamic tasks.

Evidence on individual decision-making in dynamic tasks

To examine if people can successfully manage dynamic tasks, and to understand learning in these tasks, management and psychology scholars have relied on experimental methods. Initially, the tasks used were often designed to be realistic “microworlds” (Gonzalez et al. 2005) mimicking, at a small scale, real life decision-problems. The overall conclusion from this line of research is that people perform relatively poorly in dynamic tasks. In a variety of realistic tasks from supply chain management (Sterman 1989) to firefighting (Brehmer and Allard 1991),
allocation (Gonzalez 2004), resource management (Moxnes 1998), and competitive strategy (Kunc and Morecroft 2010), among others, individual performance is rather poor, compared to the maximum possible (for reviews see (Gonzalez et al. 2017; Hotaling et al. 2015; Osman 2010)). Many of these tasks were designed to represent real-life business settings. For example, Rahmandad and Gary (Forthcoming) designed a simulation of a service firm based on data from multiple case studies (Rahmandad and Ton 2020). Participants made decisions about worker compensation and task design and observed data on compensation, sales, and profits. The resulting performance landscape (modelled after real cases) had two peaks. The results showed that even participants with managerial background converged mainly to the peak with high short-run profits but low long-term profits.

While such realistic designs have many advantages, they also make it difficult to understand why people tend to do poorly. First, these tasks tend to be complex, with many interacting variables, which makes it difficult to disentangle what causes poor performance. Second, using realistic tasks has the disadvantage that people may bring inappropriate expectations to the task; expectations that may be accurate in reality but may not hold in the particular task. For example, Rahmandad and Gary (Forthcoming) find that experienced managers do worse than inexperienced subjects, because they focus on inefficient parts of strategy space in the simulation environment, presumably because of what they had learned in their own business environment. Finally, in a realistic microworld it is often very hard to establish fair performance benchmarks against which one can assess individual performance. And absent a solution to the optimal learning problem in a dynamic task, how could we assess if observed performance is inefficient? Because of these disadvantages, the literature has more recently started to focus on more simple and abstract tasks (Gonzalez et al. 2017).

One of the established tasks in this space is the so called ‘Harvard game’ (See Prelec 2014 for a review). This task provides a very simple set up to examine trade-offs between immediate and long-turn returns and as a result allows for a better examination of the underlying learning mechanisms. To build on this prior literature we use variants of this task in the current study. Here we first explain the task before discussing relevant prior findings.

**The Harvard Game**
In the Harvard game participants repeatedly choose between two alternatives (here we call them # and @) and receive a ‘profit’ (p) after each choice. They only observe the profit from the alternative they chose. Their goal is to maximize their cumulative profits over T periods of the game ($\pi = \sum_{t=1}^{T} p(t)$). The task is dynamic: the profit from each choice depends on the current choice as well as the N previous choices. Specifically, the profit from each choice depends on the fraction of @ choice in the N previous periods (we denote this fraction by $r_{@}$). In its most common incarnation profits depend on the past N=10 periods using the deterministic and linear profit functions in equations 1 and 2 (also shown in Figure 1)

$$f_{@}(r_{@}) = 6r_{@} \quad (1)$$

$$f_{#}(r_{@}) = 3 + 6r_{@} \quad (2)$$

Here $f_{@}(r_{@})$ is the profit in the period t from choosing alternative @ when the proportion of choices of alternative @ in the most recent ten periods (t-10,t-9,...,t-1) was $r_{@}$. As Figure 1 shows, the profit from choosing both @ and # is higher when $r_{@}$ is higher. Importantly, for any given value of $r_{@}$, the profit from choosing # is higher than that of choosing @. This makes the # choice attractive. Choosing #, however, reduces the past proportion choices of @, $r_{@}$, and thus reduces the profitability from both alternatives in the next ten periods. At the start of the experiment, there has not been any prior choices and the fraction of choices of @ is not defined. Following common practice, we initialize the system so that the previous 10 choices have alternated between @ and # (resulting in an initial fraction of @ choices equal to $r_{@}=0.5$).

To maximize profitability in the Harvard game participants must trade-off the immediate gain from choosing the ‘tempting’ alternative # (with higher immediate profits) against the long-term benefits from choosing alternative @ which increases $r_{@}$ and thus increases the profitability from both alternatives in the next ten periods. In the long-run, choosing only # pays off 3 points per period, while choosing only @ pays off 6. In fact, given the linear profit functions the optimal strategy is to always choose @. Mixing the two choices will result in expected profits ranging between 3 and 6 per period in proportion to the fraction of @ choice in the mix. The exception is if it is known that there are only a few periods left. If there are only six periods left, the optimal choice during those six periods is to choose # in the remaining periods.
The Harvard game was designed to make the contrast between immediate profits and long-term profits as stark as possible (Prelec et al. 1986): long-term profits is maximized by choosing the alternative, @, that minimizes immediate profits. While abstract, this task captures the essence of many managerially relevant problems such as deciding whether to cut corner to improve short-run productivity or to invest in capabilities that improve long-run capabilities (Rahmandad and Repenning 2016). If managers observe changes in productivity, they cannot be sure whether the changes are due to recent activities or investments some time ago. They have to learn the payoffs from alternative actions and based on this figure out the optimal policy.

A similar learning challenge exists in Harvard game. To illustrate this, suppose the initial $r@$ is 0.5. A participant selects @ and gets a payoff equal to 3 ($6 \times 0.5 = 3$). If the action 10 periods ago was #, the @ choice will raise $r@$ to 0.6. Suppose the participant then tries action #. The observed payoff will then be $3 + 0.6 \times 6 = 6.6$. Now the participant has tried both actions and the payoff from # was higher. The participant may then continue to choose #. By doing so the payoff from # will decrease (as the fraction of @ choices in the last ten periods decreases). How will the participant react to this change? Will the change be attributed to stochastic variation or unexplained systematic changes in the underlying payoff-generating function? Or will the participant start suspecting that payoffs depend on actions chosen in the past? Even so, will the participant be able to figure out the rule and increase the proportion of @? This is challenging: for example, by selecting @ again, the observed immediate profit will yet again be lower for @ than the most recently observed payoff from #. Only by repeated choices of @ will a participant discover its long-term superiority.

Prior research has shown that even after several hundred periods of choice many subjects do not learn the optimal policy (i.e. only choosing @; see (Prelec 2014) for a review). Most participant continue to choose # about 40% of the time. Several moderators of performance are known. The value of N, the number of past periods that matter, is important. If N is larger the problem becomes more difficult (the impact of an action is spread over a larger number of future actions) and performance deteriorates (Warry et al. 1999). If the difference in the immediate profitability of the two actions (which was 3 in the above version, i.e., $3 + 6r@$ versus $6r@$) is larger, performance also deteriorates (Warry et al. 1999). Performance is also worse if payoffs...
are stochastic instead of deterministic (Gureckis and Love 2009a). Performance is significantly worse in the “delay” version of the game (Herrnstein et al. 1993). In this version, the two choices (@ and #) pay the same amount but they lead to different delays until another choice is available. That delay is longer for @, as well as for lower $r@$, leading to similar overall payoff structure, but a more visceral perception of payoff differences. If the task is redesigned to make learning easier, performance also improves (Brown and Rachlin 1999; Gureckis and Love 2009b; Stillwell and Tunney 2009; Tunney and Shanks 2002). Nevertheless, even after 1400 periods of learning, with feedback every 100 periods, and an early (cost-free) practice round of 100 choices, about half the participants fail to exclusively choose the optimum (@) button (Tunney and Shanks 2002).

EXPLAINING POOR PERFORMANCE IN DYNAMIC TASKS

Why do people perform poorly in dynamic decision-making tasks, including the Harvard Game, typically focusing on alternatives with high short-run payoffs? Several explanations may be relevant.

Misaligned Incentives: Incentives emphasizing short-term outcomes is an important contributor to myopia in many real-life settings. Incentives based on short-run profitability encourages managers to focus on short-term and skimp on investments even if they do understand the long-term negative consequences of doing so (Laverty 1996). However, experiments with dynamic tasks show that a bias towards actions with rewarding short-term outcomes persist even when incentives are based on long-term outcomes (Gureckis and Love 2009b; Rahmandad and Gary Forthcoming).

Poor impulse control: In personal decisions it is well-known that individuals are often tempted by alternatives (e.g. junk-food) that offer short-run benefits even if they have known costly long-term effects. Postrel and Rumelt (1996) argue that a similar problem of poor impulse control can explain short-termism in some strategic settings. Poor impulse control could possibly also explain the short-term bias in dynamic decision-making tasks: people may know that $@$ is better in the long-run but fail to choose it because the increase in payoff from # is tempting or salient. Poor impulse control cannot fully explain the short-term bias, however, partly because participants do improve over time and also improve their performance if the task is redesigned to
make learning easier (Brown and Rachlin 1999; Gureckis and Love 2009b; Stillwell and Tunney 2009; Tunney and Shanks 2002).

**Sub-optimal learning:** The most common explanation of poor performance in dynamic decision-making tasks is sub-optimal learning (Gonzalez et al. 2017). The credit assignment problem makes accurate learning difficult in dynamic tasks because it is not clear what action caused an observed change in performance. In the Harvard game, for example, participants should learn whether and how past actions impact future payoffs. Effective algorithms exist for such learning problems (Sutton and Barto 2018) and some experimental evidence suggest that people use heuristics that share some features of those algorithms (Fang 2012; Gureckis and Love 2009b; Simon and Daw 2011; Walsh and Anderson 2011). Implementing those algorithms in complex problems, however, is cognitively challenging because a lot of information needs to be accurately remembered and updated (Fu and Anderson 2008). As a result, it is likely that people rely on simple representations of dynamic problems. A poor match between these representations and the true dynamics can explain poor performance in dynamic tasks. For example, students in the beer-game may fail to understand that it is their own actions that cause fluctuations in demand, blame others, and order more as a precaution, which in turn amplify the fluctuations (Sterman 1989). Showing that performance is improved when the learning challenge is simplified, several studies support the interpretation that poor performance is due to challenges in learning. For example, providing a cue that is correlated with the state of the system \( r_{@} \) (Gureckis and Love 2009b), frequent benchmarking of subjects’ performance against the best they could do (Stillwell and Tunney 2009), transforming the task to one of loss-minimization (Tunney and Shanks 2002), and letting subjects know that @ choice improves future payoffs (Herrnstein et al. 1993), enhance learning and improve performance.

The sub-optimal learning explanation faces two challenges. First, it encompasses a broad set of distinct mechanisms, spanning poor formulation of the problem, limits to memory, incorrect updating, and limited exploration to name a few. Even if we accept that sub-optimal learning is important, we need to establish which mechanisms are the source of the challenge. Second, recent research has argued that labeling performance as poor may be due to lack of appreciation
for the complexity of the task. Instead, the observed human performance in these tasks may well be a product of sensible or even rational learning.

**Unknown Dynamics and Rational Avoidance:** What appears to be short-termism and poor performance can be the outcome of an optimal policy of learning and exploration when participants are uncertain about the dynamics of the system (Denrell 2007; Denrell and Le Mens 2020). For example, suppose a decision-maker is uncertain about whether the payoff from an alternative is always low or low initially but increasing over time. If the decision-maker comes to believe that the payoff does not increase over time, it makes sense to avoid this alternative. By avoiding it, however, the decision-maker will not be able to find out if its payoff is indeed increasing and if it would be the superior choice in the long-run. The decision-maker may thus end up persistently underestimating the long-run potential of an alternative with an initially low but increasing payoff. Indeed, Denrell and Le Mens (2020) prove that a similar bias occurs even if the decision-maker is rational, foresighted, and follows an optimal strategy for balancing exploration and exploitation.

Unknown dynamics can similarly explain what appears as short-termism in dynamic tasks. In typical experimental set-ups, including the common version of the Harvard Game, participants are not informed about the nature of the tasks or given any instructions beyond trying to maximize payoff from choosing between two buttons. Suppose, for example, that participants come to believe that each action, @ or #, only has an immediate payoff and does not impact the future payoff of any action. What would such participants learn? They would observe that # seemingly pays off more in the sense that whenever they switch to it then payoff increases. Choosing # repeatedly will decrease the payoffs to both options, but this trend may be interpreted as stochastic and exogenous variation. In brief, sensible learning within a mis-specified model (e.g. that actions do not impact future payoffs) can explain the tendency to choose the sub-optimal action #. In fact, such rational biases may persist even if a participant believes that past actions impact the payoff to future actions but does not know for how long this effect lasts, i.e., does not know the value of N (see Appendix A for a formal analysis). In short, even rational behavior, in the presence of task uncertainty, can be mistaken for biased and poor performance.
**Computational complexity**: A related possibility is that dynamic tasks are so complex that even our best algorithms would take a very long time to learn the optimal policy and would show poor performance initially. Without knowledge of the form of the payoff function, learning in a dynamic task is computationally challenging. There are many possible shapes the payoff function could take: it may depend on the past period action, on actions many periods before, or on the sequence of actions chosen the last N periods. Consider, for example, the Harvard Game. Even if participants knew that current payoffs depend on the previous N=10 actions, this knowledge does not tell them how payoffs depend on the sequence of the past 10 actions. If the order of actions matters, there would be $2^N (=1024)$ alternative action sequences. To estimate how the payoff from actions @ and # depend on past actions participants would need to try each of these 1024 sequences and then choose @ and # respectively. Thus, one needs 2048 experiments to fully map the state-action-profit combinations. In the actual task, because the payoffs only depend on the proportion of choices in the past ten periods, the relevant states are far fewer, only 11 ($0 \leq r_@ \leq 1$, with increments of 0.1), but this is not known to participants. Absent this knowledge it would take a very long time to explore the full state space, so it is perhaps not surprising that people seem to learn slowly in the Harvard game; and given that most realistic tasks are far more complex than the Harvard game and often include shorter trial periods, observed performance shortfalls in past research may have been unavoidable outcomes of extremely complex learning tasks.

Indeed, Sims and colleagues (Sims et al. 2013) showed what appears to be sub-optimal behavior in the Harvard game could in fact be the result of a rational Bayesian learning algorithm, facing the problem of a large state-space. They showed that even the best algorithms require several thousands of periods to learn the optimal policy in the (stochastic version of) the Harvard game. In fact, some human subjects’ performances were close to such “rational” benchmarks. This raises the possibility that computational complexity, instead of poor learning or decision-making, is the root cause of the seemingly low performance in the Harvard game. This type of complexity is not limited to the Harvard game; the majority of research on dynamic decision making uses tasks with complex payoff generating functions that are not known to experimental subjects (Osman 2010). Perhaps participants in these experiments are doing well
compared to what is computationally feasible? That possibility has different managerial implications compared to learning failures.

**Unsystematic Problem solving:** Finally, the reason for poor performance may have little to do with learning. Even if people knew the payoff function in a dynamic task, they might find it challenging to compute the optimal long-term solution. People have difficulty solving problems where reaching the goal requires steps that seemingly moves them further away from the goal (Newell and Simon 1972). Using backward induction to solve dynamic programming problems is also known to be challenging. Hey and Knoll (2011) show that only 12% of all participants behave rationally and use backward induction to find an optimal strategy in a sequential decision-making task, although another 20% use a simplified version of backward induction.

There is also evidence that people have difficulty making effective use of relevant information about dynamics when there is no need to learn, e.g. failing to deduce the number of customers in a department stores based on inflow and outflow rates (Cronin et al. 2009).

In the Harvard game, finding the optimal policy is not difficult if the problem is represented as a comparison between the immediate benefit and the long-run gain. Consider a given period: is it better to choose @ or choose #? The choice in this period has an immediate impact (the profitability in that period) and a long-term effect. The immediate impact is that choosing # generates 3 units higher profit than choosing @. The long-term effect is that choosing @ increases $r_{@}$ by 0.1 for the next ten periods (compared to a choice of #). This boost of $r_{@}$ increases payoffs (from either choice) by 0.6 for each of the next 10 periods, leading to a total of 6 units of long-term benefit for choosing @. Since $6 > 3$, it is profitable to always choose @ (if there are enough periods remaining to experience the long-term benefits of $r_{@}$). People may not intuitively understand how to represent this problem in a transparent manner.¹ Instead they may rely on non-analytical strategies (Beach and Mitchell 1978), using a simple heuristic such as hill climbing in the action policy space (changing actions while performance increases in response).

¹ It may be argued that the corner solution to the Harvard game, where @ should always be chosen, is not intuitive. Still, poor performance has also been observed in versions of the Harvard game with an intermediary optimal solution (Hernstein et al, 1993, Experiment 2).
Research gap

Poor performance in dynamic tasks have been blamed on sub-optimal learning (Gonzalez et al, 2017), but could also be due to unsystematic problem solving (with no learning involved), reflect limits that apply to all actors and algorithms in novel and unknown environments, or even be explained as rational learning. Previous research has not clearly distinguished between these very different explanations.

In fact, even the explanations that focus on sub-optimal learning, and tackle simpler tasks such as Harvard game, have not pinned down the specific mechanisms. Consider the problem of uncertainty about the dynamics of the system. Almost all studies tell participants nothing about the underlying system. One exception is experiment 5 in Herrnstein et al. (1993) where participants were told that taking the @ action repeatedly would increase payoffs from both actions, and taking the # action repeatedly would decrease payoff from both actions. Providing this information did improve performance substantially, even though the hint did not specify the number of periods in the future that the action would impact. Past experimental work has also only partly addressed the issue of computational complexity. Brown and Rachlin (1999) designed a different task with a much-reduced state-space (N=1). They also separately displayed the impact of each choice on immediate and future profitability. This design significantly simplified the task, and improved performance. However, the much smaller state-space and the display of both the short-term and the long-term contribution of each choice effectively removes the credit-assignment problem central to dynamic tasks. Similarly, Stillwell and Tunney (2009) reduced the state space and also displayed the impact of each choice on immediate and future profitability, again removing the credit-assignment problem. Their design also involved feedback (comparing actual vs. maximum feasible performance) every 100 trials. Performance improved, but it is not clear why. Finally, studies have provided hints about the relevant state variable in the Harvard game (i.e., the proportion, r@). Herrnstein et al. (1993) (Experiment 1) showed an arrow pointing to this fraction and Gureckis and Love (2009b) had 11 lights corresponding to the 11 possible fractions. These manipulations modestly improved performance but it is not clear why: is it the reduced combinatorial complexity (from knowing that the proportion matters), signaling the long-term value of actions (inferable from changes in the r@) or some other reason? Finally,
past research has not clearly teased out explanations based on inability to solve the problem from the learning challenges in the Harvard game.

The contribution of this paper is to design a series of studies that allows us to infer when and why people perform poorly in the Harvard Game. We carefully manipulate the computational complexity of the tasks, the information provided about the dynamics of the task, and whether participants know the payoff function or need to learn it. Different explanations make different predictions about what manipulations should increase performance. If computational complexity is important, performance should improve when we reduce the computational complexity by reducing the state-space. If uncertainty about the dynamics of the task matters, performance should improve when we inform participants about how long into the future an action impacts payoffs. If sub-optimal learning is the problem, performance should improve when no learning is involved. Finally, if unsystematic problem solving is what matters, then performance should remain poor even when we inform people about the payoff function and thus remove the learning component.

METHODS
We use the Harvard Game as our experimental paradigm and conduct three experiments. The first experiment is the primary one where we manipulate the computational complexity of the task and the information provided to participants. The second experiment introduces two interventions to enhance learning and better understand the heuristics people use in dynamic tasks. The third experiment assesses if performance may improve in the one-shot version of the task, where subjects are given full information on task payoffs and structures but are not exposed to experiential learning. Below we elaborate on common design features of the experiments before explaining the three experiments and their results in detail.

Experimental task
The task structure and payoff function we used is explained above. In the first two experiments, participants make 500 choices. In all experimental conditions we initialize the system so that the previous 10 choices have alternated between @ and # (resulting in $r_{@} = 0.5$). Actual experiments are counter-balanced, so @ and # are swapped for half the participants. However, for clarity
throughout the text, including above, we use @ to designate the long-term choice and # for the one paying better in the short-term

**Participants and procedures**

**Participants** - For the experiments we recruited participants from Amazon Mechanical Turk (AMT). AMT offers a diverse participant pool that represents the general population better than typical participants on university campuses. On the other hand, AMT participants may have more limited attention spans and put more emphasis on the financial rewards of participating in an experiment compared to in-person participants. Overall, prior comparative research has shown that when properly recruited and incentivized AMT participants offer reliable, even superior, sources of data on a variety of tasks (Mason and Suri 2012; Paolacci et al. 2010). We therefore combined financial incentives for performance and a rigorous recruitment and training procedure (below) to leverage the benefits of AMT participant pool while minimizing the risks.

**Procedures and incentives** - Participants were recruited from AMT pool and restricted to those in the U.S. (to ensure English proficiency) and with at least 100 previous tasks on AMT (to ensure quality). They joined to participate in “A Repeated Choice Experiment” that consisted of two stages. First, they had to read the instructions for the task (which varied based on the experimental condition into which they had been randomized; see appendix B for details) and take part in a qualification test. They were paid $1 for this stage as long as they were attentive to the instructions, but had to correctly answer 4 or more questions in a stringent six-question test to qualify for the second stage, the actual experiment. In all but the one-shot condition experiment three they were told that their payments for part two consists of a minimum of $2 for completing the second part (500 periods of choice) and between 0 and $3 in performance bonuses. In the one-shot condition they were paid between 0 and $2 in performance bonus based on the payoffs expected from their proposed strategy (details under experiment three). They learned that this bonus depended on their cumulative profits compared to best/worst performances (and the quality of their answer to mental model elicitation question (details below) where it applied). Use of cumulative profits for performance bonus excludes rational discounting of later performance and simplifies the interpretation of results. In practice the paid performance bonus was proportional to a participant’s cumulative profit scaled between the minimum and maximum
feasible profit scores. In cases a participant spent significantly more time on the task than typical (28% of participants) we paid them an extra (and un-advertised) effort bonus to keep participants’ hourly wages at decent levels.

Following this procedure 1173 participants took part in the qualification survey and 547 qualified to participate in the experiments. 526 started the experiments and 515 completed the experiments and constitute the union of 3 samples (218 in experiment 1, 187 in experiment 2, and 110 in experiment 3). Demographic variables (age, gender, education, employment, income; all self-reports) had limited impact on qualification while time spent on instruction was a strong predictor. The qualification test for one-shot condition also proved more stringent. In the remainder of the paper we focus on the 515 participants who completed the experiment. The average (standard deviation of) age for this group is 36.3 (10.5). This was a heterogeneous group in terms of education (40% with 4-year degrees; 36% with some college; 13% high-school graduates; 9% with Professional degrees; 1% with lower than high-school education). Gender mix was slightly towards male participants (44% female). The majority were working full time (67%), followed by 16% part-time workers, 8% unemployed, and 5% home-makers. Income also varied but most participants were distributed uniformly between $10,000 and $80,000 in annual income. Participants (excluding experiment 3, i.e. the one-shot condition) spent an average (standard deviation) of 6.8 (7.3) minutes on the instruction stage and 14.5 (22.6) minutes on the experiment. One-shot participants spent 9.8 (6.3) minutes on instructions and the single choice task. On average participants (excluding one-shot condition) earned $4.57 ($0.96) in the experiment which resulted in the average hourly rate of $16.4 ($6.1). One-shot participants earned $16.6 ($9.0) per hour. These rates are significantly higher than typical AMT compensation rate (Paolacci et al. 2010). Overall, stringent recruitment, low drop-out rate, a diverse sample, attractive financial incentives, and a significant level of engagement with the task suggests that the recruitment procedure has yielded an informative sample leveraging the benefits of AMT and minimizing its downsides.

**EXPERIMENT 1: DISENTANGLING CHALLENGES TO LEARNING**

In the first experiment we manipulate the size of the state space and the information provided to participants, to examine whether poor performance is due to i) uncertainty about
dynamics, ii) computational complexity iii) sub-optimal learning or iv) unsystematic problem solving. The online appendix B provides detailed instructions for participants and the user-interface of the experimental conditions. Error! Reference source not found. shows the interface for the condition with the most comprehensive information (Full Knowledge) which is helpful to explain the other conditions as well. Table 1 summarizes the conditions in experiment 1, the learning challenges relevant in each, and how the impact of each challenge can be assessed by comparing results across different conditions.

<Insert Table 1 Around Here>

<Insert Error! Reference source not found. Around Here>

**Classical**- This first condition is similar to the one used in most prior studies. Participants are only told that they will be choosing repeatedly between two buttons with the goal of maximizing their cumulative profits over \(T = 500\) periods. Besides these rather uninformative instructions the user interface excludes items 1-3 from those in Error! Reference source not found..

**History**- The History condition removes the uncertainty about the dynamics by informing participants that their profit function is deterministic, stable, and depends on the combination of their choices in the past \(N=10\) periods. It also ameliorates memory challenges by showing the history of previous 10 choices (item 1 in Error! Reference source not found.) but leaves out other information. This condition is significantly less ambiguous than classical and thus less susceptible to misspecification: participants now know that payoffs depend on past actions and know the relevant window of past actions (the last ten) that matter. They also know payoffs are deterministic and stable, so variation in payoffs cannot be explained as random variation or environmental shifts. This condition remains complex computationally, however, requiring 2048 actions to fully map out all possible state-action payoffs. Of course, the learner may suspect that some payoff functions are more likely than others. Yet, depending on ones’ priors even a Bayesian learner would need a few hundred data-points to move close to a good solution (Sims et al. 2013). Comparing the performance in the Classical and History conditions allows us to find out whether the poor performance observed is due to uncertainty about the dynamics (Compare Columns 1 and 2 in Table 1).
**Informed History**- The Informed History condition informs participants that profits depend only on the fraction of choices of @ in the previous ten periods (r@) and is stable and deterministic. Moreover, the current r@ is shown on the interface along with previous ten choices (items 1 and 2 in Error! Reference source not found. are included). Participants are not told, however, how r@ impacts the payoffs. Still, telling participants that the payoff from an action depends on r@ simplifies the learning problem: participants need to discover 22 payoff values, one pair for each of the 11 possible states (i.e., a r@ of 0, 0.1, ..., 1). This can most efficiently be done by taking 11 @ decisions, followed by 11 # (or vice versa). After that, a sophisticated participant has all the information needed to calculate the optimal choice. Comparing the performance of participants between the History and the Informed History conditions can thus tell us about the relevance of computational complexity (See columns 2 and 3 in Table 1). While prior work has provided hints about the relevance of showing the state variable (r@), our design is the first that explicitly informs participants that payoffs only depends on this variable.

**Full Knowledge**- In this condition participants are fully informed about the structure and dynamics of the task and the immediate and long-term profit resulting from each choice. To achieve this, we show participants, at each choice opportunity, a table of how profitability for the two actions depends on r@. That is, we show them Figure 1 in a table format. As in the Informed History condition participants are informed that the payoffs only depend on r@. We also show them the next-period profits from each action. Providing participants with information about the payoff function eliminates the learning challenge but the problem of deriving the optimal solution remains. Comparing this condition with Informed History clarifies the role of unsystematic problem solving in accounting for poor performance in the Harvard Game.

**Outcome and process measures**

We measure the proportion of periods in which participants choose the optimal long-term action and the cumulative profit (π). To these commonly used outcome measures we added three additional measures:

**Learned strategies (sL and sSH)**- The choices of a participant over the later periods reflect the strategy she has learned from experience. We use two summary measures of learned strategies to reflect the short and long-term learning. We use the average action over periods 50-90 (sL =
\[ \sum_{t=51}^{90} a_i(t)/40, \] where \( a_i = 1 \) if the optimal long-term action is chosen, as the short-term measure of learning. The long-term counter-part focuses on the last 90 periods \( (s_L^t = \sum_{t=401}^{490} a_i(t)/90). \)

We do not include the last 10 periods to avoid confounding steady-state optimal strategy (@ actions) with end-of-horizon choices (which could include # on the optimal path).

**Exploration level (xl and xs)** - The task includes 11 distinct values of \( r_@ \) combined with the two choices which participants (unless informed through instructions) need to experience before they have fully explored the profit function. Ideal exploration would visit all those combinations in 22 periods of choices (e.g. 11 @ choices followed by 11 # choices) and thus learn the entire payoff function. The *exploration level* can be measured as the fraction of the 22 unique state-action combinations observed up to some point in the experiment. This measure is normalized relative to two benchmarks. One is the ideal exploration level \( xI^*(t) \) obtained through the policy outlined above, which reaches an exploration level of 1 (explored all alternatives) after 22 choices. The other is a policy of random choice, \( xI'(t) \), which can be estimated with Monte-Carlo simulations. The random choice policy does not lead to high exploration levels as random choices rarely visit extreme values of \( r_@ \) (0 or 1). Exploration level \( (xl_i(t)) \) for individual \( i \) changes over time, so we also create a single exploration score, \( xs_i \), which measures where between the two benchmark values the exploration level stands (averaged over the total number of periods, \( T \)). Specifically:

\[ xs_i = \left( \sum_{t=1}^{500} \frac{xl_i(t) - xI^*(t)}{xI'(t) - xI^*(t)} \right)/500 \]

This measure equals 1 if a participant explores optimally, 0 if they follow the random exploration policy, and could become negative if very few \( r_@ \) values are experienced.

**Mental Model errors \( (e_{MM}) \)** - Besides participants’ choices we elicited data on emerging mental models of participants in conditions where they were not informed about the exact payoffs in the task. Specifically, after 500 choices participants were informed (reminded, if they were already informed) about the dependence of their profit on \( r_@ \), and were asked to estimate that relationship. They could either complete two graphs with \( r_@ \) as X-axis and \( f_@ \) and \( f_# \) as Y-axis, or enter their perceptions in a table. These mental models are compared against the correct profit functions (eqs. 1 and 2) and the mean absolute error between true \( f \) and perceived one (over full range of \( r_@ \)) is calculated as a measure of mental model quality for each choice, i.e. \( e_{MM} \) and
This measure allows us to assess if people who found the optimal strategy really understood how the task works.

**Replicability**

To provide maximum transparency and facilitate replication and enhancements in the online appendices B and C we provide detailed instructions, qualification survey, computer code for building and hosting the experimental conditions, full (anonymous) data from this experiment, and the statistical analysis codes.

**Results**—Table 2 summarizes the main outcomes across different experimental conditions. Simple t-test comparisons of Classical condition show little difference from History, but also a few differences with the Informed History and Full Knowledge conditions. Results also show notable within-condition heterogeneity in the learned strategies. Mental model errors across the first three conditions show limited difference (p>0.1 for t-test comparisons). Next, we compare learning across the four conditions to inform the mechanisms regulating the effectiveness of individual learning in dynamic tasks.

What explains learning trajectories in Harvard game? Individuals in all conditions learned to improve their performance by increasingly favoring the long-term option, @. Figure 3-A reports these learning trajectories over time (averaged within each condition) as well as the optimal trajectories for Full Knowledge (taking @ from beginning till period 495, then switching to #) and Informed History (initially taking 11 periods on each of two actions, then switching to @ until 495, ending with #). The optimality of switching to # in the last 6 periods is due to end-of-horizon response. Therefore, $s_L$ excludes the last 10 periods, averaging choice in periods 400-490. In this interval, across the four conditions, participants chose the long-term (@) choice 68% of the time, higher than chance, and yet below optimal (i.e. 100%). There was also significant variation across participants: whereas the 10th percentile of the participants had $s_L=0.39$, the 90th percentile participant had completely converged to choosing @ all the time ($s_L=1$). In fact, 20% of participants had $s_L=1$, with largest fractions in the Classical and Informed History (Figure 3-B, columns on the right). While those with $s_L=1$ are a minority across all conditions, the results
offer evidence for learning. However, it is not clear if these participants had fully realized the optimal policy. Specifically, none of those participants with $s_L=1$ switched to # actions in periods 495-500, which is the optimal policy. Nevertheless, some participants intuitively incorporated some end-of-horizon optimizing in their actions (thus the drop in actions at the end).

We next use regressions to further explore the differences in learned strategies across various conditions. These differences are especially important because we introduced two conditions (Informed History and Full Knowledge) that, analytically, are much simpler than conditions studied in prior research. By removing the ambiguity and large state-space problems, these conditions make the task tractable and optimal strategy can be pursued either from the beginning (under Full Knowledge) or after just 22 periods of exploration (in Informed History). Therefore, a large difference in learning between the first two conditions and the last two shows that the ambiguity and large state-space problems are critical learning bottlenecks. Small gaps, on the other hand, point to the key role of unsystematic problem solving.

Model 1 in Table 3 reports how different conditions predict $s_L$. Putting the Informed History, which has the highest long-term learned strategy, as the reference condition, we note that only the Classical condition is different from it with a 0.1 reduction in $s_L$ ($p=0.02$). The modest difference is driven by a notable minority of participants who have converged to low values of $s_L$ in the Classical condition (See Figure 3-B). No other differences in long-term learned strategies are notable. Variations in cumulative performance (over 500 periods) are similarly small and only marginally different between Classical vs. Full Knowledge ($p=0.07$ in a T-test). In models 3 and 4 (Table 3) we include process measures that help tease out some of the intermediate drivers of learning across different conditions. Full knowledge condition is not included in these two models because, knowing the actual payoff function, mental models are not elicited for subjects in this condition. Qualification scores are not a predictor of learning or performance, suggesting that the learning challenges are not due to variations in understanding task instructions. Exploration score, $x_s$, emerges as the only important predictor of finding the best strategy ($p<0.001$), and in fact it explains away the difference in learned strategy between classical and Informed History conditions. This may suggest that complexity of exploring different state-
action-profit combinations is indeed a notable challenge to learning. However, that conclusion is tempered by two related observations. First, the quality of participants’ mental models at the end of experiment has no bearing on learning and performance. If exploration helped learning through building a better understanding of state-action-profit mapping, then we would have expected $e_{MM^{\circ}}$ and $e_{MM^\#}$ to strongly predict performance. The fact that none of those coefficients are significant ($p>0.4$) is surprising and points to a disconnect between how well people understand the task structure and how successful they are in managing it. Second, exploration is not a concern in the Full Knowledge condition (participants fully know the state-action-profit map), and still participants in that condition do not perform any better than the Informed History participants ($p=0.53$). It seems exploration is important, but it is not operating through teaching participants about the state-action-profit mapping.

<Insert Table 3 Around Here>

These results provide a more nuanced view about several mechanisms that prior research had presumed central in explaining the complexity of learning in this dynamic task (Sims et al. 2013). Specifically: A) There is no major difference between Classical and History settings. Therefore, uncertainty about the dynamics (i.e., not knowing that the task is deterministic and stable, not knowing the number of periods an action impacts) does not explain the variations in performance. B) The difference between History and Informed History is very modest, and limited to lower exploration scores in the History case. Therefore, differences in the size of the state space (1024 in History vs. 11 relevant states in Informed History) cannot explain much. Thus, computational complexity (which is much larger in History with 1024 states) does not really explain the results. C) Most participants remain far from optimal even when the states and the payoffs are known. This suggests that learning is not really the underlying problem. Poor performance remains even when we removed the learning component: people have a hard time figuring out the optimal policy even if they know the payoff function and have 500 periods to figure out the solution. Finally, even those participants who performed well do not have an accurate understanding: the quality of mental models is not correlated with the learning and performance outcomes. This suggests that the primary source of the underlying difficulty is unsystematic problem solving.
Experiment 2- Alternative learning heuristics

In experiment 1 we established that poor performance in Harvard task cannot be the result of rational (optimal) learning under uncertainty about the payoff structure. In the second experiment we focus on delineating between the alternative problem-solving heuristics people may be using in this task. We focus on two types of heuristics potentially applicable in dynamic tasks. First, people may attempt heuristics that resemble dynamic programming precepts: tracking the value of states and identifying valuable actions as those that make valuable states more likely. Prior experiments show that a subset of subjects may follow such heuristics (Hey and Knoll 2011).

A second possibility is that people use learning heuristics that do not track the value of different states. Instead of trying to identify the value of states and evaluate actions based on whether an action makes a valuable state more or less likely, people may directly explore the policy space. They may simply test different policies, observe the payoffs from those policies, and settle on a more promising policy through some search process in the policy space. Here policies could be defined as fixed sequences of choices, e.g. ‘repeat @#@@@’ would be a policy, and so would be ‘repeat #’. This heuristic does not try to identify the value of each state but simply notes the payoffs associated with particular sequences of actions. Such methods are called “policy optimization methods” in machine learning and computer science, because they try to directly optimize the policy instead of estimating the value of different states. Policy optimization is easy to implement but hard to generalize to new situations and often inefficient computationally because of the exceedingly large size of potential policy space. Suppose you tried to use this method in chess. You note that a given sequence of moves was associated with a loss or a win. Because the number of possible sequences of moves is enormous, and it is unlikely you observe the same sequence of moves again, information about the payoff associated with past sequences will not help you much in the future. Still, if the number of possible sequences is manageable, adopting such a heuristic may prove effective.

In the second experiment we design two interventions that help tease out these alternative interpretations of how people learn in dynamic tasks and inform ways to enhance that learning.

Experimental design and conditions- We compare learning in two new conditions against the classical condition. 187 Subjects who had successfully completed the training (see online
appendix B for detailed instructions and test) and continued to simulation were randomized into one of the three conditions. Classical (66 subjects) was explained before, so we introduce the two new conditions, *Value Tip* and *Direction Tip* here.

**Value Tip**- This condition is designed to assist learners who may be attempting to follow a forward-looking strategy similar to dynamic programming by computing the immediate profitability of an action and comparing this to its impact on future profits. Specifically, at every period we provide learners with a tip about the increase in the future payoffs expected from choosing @ (compared to # choice). Learners are instructed that:

> “Besides the immediate profit they generate, the two choices also impact later payoffs. One choice enhances future profits more than the other. On the interface the choice that enhances future profits more than the other is identified. You can also see how much choosing that button will improve future profits beyond the alternative.”

Thus, participants will see how much choosing @ will enhance future profits. This amount is 6 in all periods except for the last 11 periods when this number goes down in increments of 0.6. If participants use a forward-looking heuristic, and try to compute whether choosing @ is worth it, they only need to compare the increase in future profits (i.e., 6) with the decrease in immediate profits due to choosing @, which is 3 at all times and thus easy to learn. The resulting optimal choice is always @, except for the last 6 periods when the value tip falls below 3. To stay close to the comparison (Classical) condition we only alter the interface to include this value tip but do not offer any additional information.

**Direction Tip**- This condition is designed to assist learners who use heuristics closer to policy optimization (i.e., trying out different sequences of actions and observing their payoffs) by nudging them to search for policies that emphasis the @ choice more. Specifically, they are informed that one of the choices also enhances future payoffs, and that choice is specified on the screen:

> “Besides the immediate profit the two choices also impact later payoffs with one enhancing future profits more than the other; that future-enhancing choice is identified in the interface.”

Note that this condition provides less information than the value tip. It does not provide information about how much choosing @ will enhance future profits. So, the challenges of
identifying and comparing the impact of @ on immediate and future profits, central to applying
dynamic programing heuristics, remain. However, the direction tip may encourage people who
follow a policy optimization heuristic to explore policies that include @ more frequently and
discover the value of those heuristics.

**Results** - Table 4 and Figure 4 report the results. Both interventions show some promise,
especially early on. They improve the strategies learned in the short-run ($s_{SH}$) ($p<0.001$; from
0.38 in classical to 0.56 for both value and direction tip) and enhance cumulative profit ($p=0.02$).
The long-term impact ($s_{L}$) is modest (going from 0.63 (Classical) to 0.65 (Value Tip; $p=0.34$)
and 0.74 (Direction Tip; $p=0.02$)). The mediocre long-term performance of Value Tip is mainly
due to a larger fraction of subjects continuing with exploring strategies with medium range $s_{L}$
values. Closer inspection suggests many of those subjects have adopted strategies that consist of
cycling between a few successive # choices followed by a few @ ones. It may be that by
informing participants about how much choosing @ will enhance future profits the Value Tip
condition primed learners to realize those additional profits by periodically choosing #.

<Insert Table 4 and Figure 4 around here>

Overall, the results show that the Direction tip is superior: its short-term performance is
similar to the Value Tip and it has better long-term performance. The moderate effectiveness of
Direction Tip in enhancing learning came at limited costs: this type of tip is usually easy to
provide (as it only highlights the temporal tradeoffs) and requires little training or calculation.
We also experimented with a more subtle intervention, suggesting the short vs. long-term
tradeoff by labelling the buttons as “Cake” and “Exercise”, but found limited impact on learning
outcomes (See appendix D for details).

These results provide further evidence that many participants seem to adopt a heuristic
close to a policy optimization where they explore and choose between sequences of actions
rather than trying to understand the value of different states. We found that the simple Direction
tip, which encourages exploration of @, improved performance more than the Value Tip, which
was most helpful for dynamic programming heuristics trading off long-term and short-term
impact of different actions explicitly. Moreover, to the extent that Value tip improved
performance, the impact could be attributed to encouraging the exploration of policies that emphasize @ instead of helping people more effectively apply dynamic programming heuristics.

**Experiment 3- Would subjects fair better in solving the task analytically?**

The fact that people seem to experiment with policies, rather than trying to identify the value of states, suggests that people may be under-performing their potential in the more analytically tractable cases. Rather than thinking through the problem and trying to find the optimal solution, people start experimenting with the task, trying out some sequences, and making small changes to sequences that have been associated with high performance in the past. The temptation to adopt such heuristics may limit how well they do in tasks which are in fact analytically tractable. Thus, it is possible that people would do better by focusing more on thinking through the task analytically and less on experimenting with alternative policies. In the third experiment we examine if performance would improve if we remove the repeated choice aspect of the problem, provide them with full information about the payoff function, and encouraged participants to think thorough the problem and come up with a solution. This experiment also provides a test of whether impulsivity explains the poor performance.

Impulsivity could play a role if people plan to select the long-run maximizing alternative but are tempted by the recent gains from trying the short-run alternative. To reduce such temptation, we instruct participants to think through the problem and plan a sequence of future choices without going through experimental trial and errors.

**Design and procedures**- Participants are randomly assigned to one of the two conditions: Classical (as control condition to ensure comparability with prior experiments) or One-Shot. The one-shot condition provides participants with the same information as in the Full-knowledge case, and asks them to think through the problem and offer their recommended strategy for playing the Harvard game without actually playing it. Detailed instructions for participants are reproduced in appendix B. Their strategy can recommend any sequence of # and @ choices, to be repeated indefinitely. Absent any experimentation this is a significantly shorter task. They are paid $1 for completing the instruction phase, and a performance bonus of $0-$2 based on the expected payoff from their recommended strategy. The large (in hourly compensation rate)
performance bonus is designed to elicit cognitive effort from participants to solve the problem as well as they can.

**Results** 110 participants completed this experiment (53 in One-shot condition, and 57 in Classical). Those in classical condition performed similar to the previous two experiments, with slightly lower overall payoff (cumulative payoff of 2222 (448) compared to 2318 and 2271 in the first two experiments). Those completing the One-shot condition offered strategies that, when normalized to 0-1 range (so that it is directly comparable to $S_{SH}$ and $S_L$), averaged at 0.52 with standard deviation of 0.33. In fact, those strategies on average cannot be distinguished from a random strategy yielding a performance of 0.5 ($p=0.5$). 15% of subjects in the one-shot condition identified the profit-maximizing strategy (only @) and 13% proposed the worst possible strategy (only #). Comparing with other conditions, including those in experiments 1 and 2, subjects in the one-shot condition outperformed those in Classical condition in the short-run (i.e. compared with $S_{SH}$; values of 0.38 and 0.4; $p=0.001$), but performed worse than all conditions, including Classical, in the long-run ($p$-values <0.05).

These results provide evidence that 1) The trial and error experience may bias individuals in the short-term beyond what they would deduce analytically (or achieve by chance); yet 2) even the simplest version of the task is too hard for typical subjects to think through and solve analytically. This finding further limits what we can expect people to achieve in dynamic tasks: even when there are no uncertain dynamics, the payoff structure is fully known, and when subjects may not be misled by trial and error learning, they cannot perform better than chance in this task.

**DISCUSSION**

How do these results inform when and why managers might fail to learn in tasks where going for immediate payoffs impacts future opportunities? Prior experiments have showed that people do poorly in such dynamic tasks. In the Harvard task they choose the optimal action only about 60 percent of the time after 500 periods of experience. What is less clear from past work is why. In particular, is the poor performance observed due to ambiguity and computational complexity implying that even the best algorithms would not do any better (Sims et al. 2013)? Or is the poor performance due to sub-optimal behavior? And if so, what mechanisms explain such sub-optimal behavior?
To distinguish these possibilities, and to learn more about how people approach this task, we designed a series of experimental conditions that gradually removed the problems of uncertainty about the dynamics and computational complexity. In the Informed History condition, participants learned that payoffs depend on the fraction of choices in the previous ten periods; this reduced the state and search space, and allowed in principle for a complete solution of the problem in 22 periods. Moreover, in the Full Knowledge condition, participants were told about the payoff functions, reducing the task to a simple math problem. These changes, however, have very limited impact on the performance of human participants compared to the classical task. Large differences in how well people perform in the Harvard Game remain even if we remove the learning, computational, and informational challenges that prior work has argued are important. Thus, the computational challenges to which some prior work has attributed the poor performance (e.g. Sims et al, 2013) do not explain much of the observed poor performance. Indeed, even when the states, actions, and the payoff functions are fully known most participants fail to identify the optimal solution.

We find that behavioral factors --from learning heuristics to poor analytical solutions-- explain much of the performance variations in rather simple and well-defined dynamic tasks. This matters because if the main reason for poor performance was computational complexity, there would be fewer opportunities for improvement (even the best algorithm could not do very well) and variations in performance would mainly be due to luck. We show that there is substantial variation in performance even in simpler set-ups. Thus learning difficulties due to causal ambiguity or novelty are not necessary for explaining variations in performance. Much of the variation in performance remains even when those barriers to learning are removed and even if people have substantial experience with a simple dynamic task.

Implications for understanding the nature of managerial learning in dynamic tasks

How can these results shed light on findings such as managers skimping on documentation to get more work done in the short-run even though it leads to more errors in the long-run (Rahmandad and Repenning 2016)? First, our results as well as prior work indicate that learning is not entirely “myopic” in the sense that it completely ignores the long-term and only focuses on the short-run. A learning algorithm which believed that each action only had a short-run impact would also converge to choosing # in all periods (see appendix A for a proof). More
psychologically realistic learning models make a similar prediction. For example, the instance-based learning algorithm (Gonzalez et al. 2003), among the best accounts of human learning in static repeated choices (Erev et al. 2010), predicts learners will quickly converge to the # choice in this task\(^2\), a result we only observed among a small minority of participants.

While learning is not fully myopic, poor performance persisted even with the full knowledge of task structure and payoffs. Participants face a significant challenge deriving the optimal solution from knowledge of the payoff functions. Instead, most people seem to approach the task in a way quite different from the heuristics built on the dynamic programming principles. Dynamic programming derives the optimal solution by evaluating both the immediate reward generated by a choice and also the value of the “state” it leads to (Bertsekas 2007). In the Harvard game this would involve estimating the immediate payoff consequence of an action as well as its impact on the relevant state \(r_{@}\). Learning algorithms taking this approach have to accomplish two things: first, they should identify the relevant states and actions and the state-action-payoff relationships, and then trade-off between the immediate reward from each choice, and the changes in the value of states that result from the choice.

Our results suggest that people do not intuitively try to identify the relevant states or consider the impact of choices on future states. First, among those in the simpler conditions (Informed History and Full Knowledge), only a minority found that sticking to the @ choice is the right strategy. Even those who did, seem to have done so through a channel different from separating the value of states from actions. For example, they did not adjust their actions to incorporate end-of-horizon considerations, which dictated a switching to # for the last 6 periods of the experiment. Moreover, the quality of participants’ mental models of state-action-payoff relationships had no bearing on their performance in the task, again suggesting a different mechanism to be at play. Finally, note that people seem to do well (relative to algorithms) in the Harvard game when dealing with the more complex version (the classical condition) with unknown states and under-specified determinants of outcomes. Yet, people do not perform well in the much simpler setting when the task can be easily solved using a dynamic programming approach. What learning process may explain these contrasting learning outcomes?

\(^2\) We are thankful to Coty Gonzales and Don Morrison for running the instance-based learning on this task.
While we have no direct evidence on the cognitive mechanisms people rely on, we propose that most subjects use a simple process of trial and error. People try different policies, observe their performances, and tend to select policies that performed well in the past. For example, in the Harvard game continuously pushing #, or @, would each be a policy that our participants could try and evaluate by observing its past (average) payoff; so would be alternating between # and @ choices, and so on. This learning heuristic differs from dynamic programming because it does not attempt to understand the dynamics of the task, it simply tries sequences of actions and repeats those with favorable outcomes. This heuristic can be relatively effective when learners know very little about the task and thus the task is computationally very complex (Sims et al. 2013). However, when more is known about the task, following this heuristic ignores additional available information, leading to no improvement as we find.

A few observations support the hypothesis that people follow this heuristic. First, the state-action-payoff data offered to participants in the Full Knowledge condition is very useful for solving the dynamic program, but has limited value if one is using a policy optimization method. This may explain why Full Knowledge does not enhance performance beyond Informed History. Second, we noted that exploration was indeed valuable for learning, yet its effect was not moderated through improving the mental models of state-action-payoffs. A policy optimization heuristic depends on exploration, but does not utilize it to update the state-action-payoff mappings, instead, the relevant updates are in policy-payoff space. Third, as we observed among our participants, a policy trial and error heuristic would not recognize end-of-horizon adjustments, unless it has observed multiple instances of such end-of-horizons and has incorporated the end states in a modified policy function.

Policy trial and error may be a useful heuristic offering good payoffs when there is little known about task structure (e.g. Classical condition), but it cannot solve the task optimally. Subjects cannot systematically explore all sets of policies, including choosing @ eleven periods in a sequence. Rather, they may try a few possible, often short, sequences. Depending on the order in which these sequences are tried, a learner may end up believing that a suboptimal sequence is superior to a sequence with only choices of @. Consider, for example, a learner who examines sequences of four choices. Remember that the Harvard game is initialized with choices
alternating between @ and #. If the learner initially tries the sequence ####, the observed average per period payoff will be 5.4. If the learner then immediately tries the sequence @@@@@ the observed average per period payoff will only be 2.1 (because the fraction of choices of @ is now low). Because 2.1 < 5.4, the minimum average payoff from choosing #### repeatedly, the learner may never revert back to @@@@@ even if they continue with #-only choices and discover its long-term value to be only 3 points per period. Of course, if the learner explores, and tries repeated @ choices again, she may discover its superiority, which is consistent with our results that variation in exploration explains part of the variation in performance. This mechanism is also consistent with evidence that knowing about the maximum long-run payoff possible (i.e., 6 in our set-up) improves performance (Tunney and Shanks 2002). A learner who knows that the maximum payoff is 6 would be less likely to settle for a payoff of 3.

If people do follow a policy trial and error heuristic this can also explain why they do reasonably well in the classical condition, even if this condition provides little information about the relevant state space and thus is exceedingly complex analytically. By trying out a few sequences, people may realize that including a few choices of @ increase the payoff even from the choice of #. As a result, most people tend to alternate or include some choices of @, although very few understand the dynamics of the task and find the optimal strategy. In fact, the optimal policy in this task has an extremely simple structure (just push one button repeatedly), and thus likely to be explored (albeit not for long enough by many subjects). Using a policy trial and error heuristic would be less likely to find a good policy if the optimal strategy required a complex arrangement of actions (e.g. cycling through the sequence “##@##@@@@”).

These results suggest that managers may not be myopic in the sense of ignoring the long-term. Rather, what seems like myopic behavior may occur because managers use policy optimization heuristics that “muddle through” (Lindblom 1959) complex dynamic problems. Unless managers could afford substantial exploration, those heuristics are unlikely to discover the superiority of policies that rely on alternatives with poor immediate payoffs. Moreover, even if managers are informed about relevant characteristics of the task (e.g. r@ in our task), such information will not impact behavior much because they do not directly inform the typical learning heuristic. But that does not mean they could do better when restricted not to use their
baseline learning heuristics. Experiment 3 shows that when forced to find the solution by thinking through the problem, subjects perform even worse, and no better than chance.

To improve learning managers may take a few distinct paths. First, they may engage in substantial exploration which would allow them to observe the payoffs from alternative policies including policies that persist with the long-term option. Case study evidence from Rahmandad and Repenning (2016) provides one such example: the software group that sustained quality processes had managers who had experienced the negative consequences of skimping on process, and had internalized the lesson of not doing so. This path is costly, and many would-be managers in such failed projects will not be promoted to utilize their hard-won lessons. Alternatively, managers may switch to a more analytical mode of thinking, in which they try to understand the dynamics of the task they face and solve the resulting optimization problem. Taking this route comes with the challenges of a) building simple models of complex organizational problems which could be tackled analytically, b) collecting and processing the data needed to parameterize that model reliably, and c) solving that model. Our experiments do not inform the first two steps, but show that without specific training subjects are unlikely to succeed in the third. A third, complementary, path is through valuing the intermediate states directly. Organizational measurement systems that assign value to factors other than bottom-line, such as balanced scorecard (Kaplan and Norton 1996), may help overcome the challenge of learning complex value functions by individual managers. Yet, the value of intermediate steps would still need to be calculated before it can be embedded in organizational measurement systems or culture. Therefore, this path largely helps role out solutions found through other methods, but cannot fully address the challenge on its own.

**Implications for understanding heterogeneity in strategies and performance**

Scholars of organizations have long debated the sources of heterogeneity in firms’ strategies and outcomes in similar markets (Gibbons and Henderson 2012; Syverson 2011). The resource based framework has advanced a theoretical understanding of such heterogeneity rooted in variations of organizational resources and capabilities that are valuable, irreplaceable, rare, and hard to imitate (Barney 1991). It is well recognized that organizational resources may induce heterogeneity if their development and usage is ambiguous, path-dependent, complex, or subject
to rapid environmental change (Dierickx and Cool 1989; Levinthal 1997; Teece 2007). The literature has assumed a corollary to those requirements: that simpler managerial tasks where the underlying technology and market conditions are stable and well-understood are unlikely to be relevant for understanding heterogeneity among organizations. After all, the solutions to those problems are easy and managers would learn or imitate the best solution across the board, removing heterogeneity. However, our findings illustrate that differences can persist even in simple dynamic tasks with a small state space and full information about the payoff function. Despite ample opportunity to identify the optimal strategy, most participants fail to do so.

Various additional information and hints do little to change the outcome when they do not support the dominant learning heuristics managers bring to the task. These results add to a recent literature that shows that differences in performance can emerge even in simple trading settings without entry barriers and need for special knowledge (Levine et al. 2017).

Overall, three sources seem relevant in explaining heterogeneity in performance in dynamic tasks. First, luck matters. Whether early exploratory steps would expose a learner to the benefits of insisting on the long-term option is as much a function of insight as it requires luck. Second, differences in insights or ability to think through a problem, i.e., differences in what can be called managerial cognition (Helfat and Peteraf 2015), would also matter. For example, learners advised about the long-term value of @ choices (in Direction Tip condition), performed better than others with a minimal intervention; and some 15% of subjects figured out the optimal solution in our One-shot condition (though we can’t rule out luck for this group). Third, heterogeneity may also be informed by the fit between managerial learning heuristics and the task at hand. For example, one can argue that, in light of ambiguity and complex state-space, human learners do a great job in the classical version of Harvard task (Sims et al. 2013). Policy optimization heuristic offers a viable, and simple, path to discovering a policy of only choosing @. However, one could conceive of tasks that are much harder to deal with effectively using policy optimization heuristics. The issue of fit between common learning heuristics and the structure of dynamic managerial tasks thus brings up an important area of research for scholars of behavioral strategy: what are the other learning heuristics, beyond policy optimization or elaborating on its features, that people may apply in dynamic tasks? And what are the structures
of common dynamic managerial tasks? When optimal strategy can be approximated by simple rules intuitively explored in policy optimization, learned heuristics may perform well, even compared to sophisticated algorithms (Sims et al. 2013). In contrast, when optimal strategies are complex and non-monotonic mappings from various states to organizational choices, adopted strategies may fall significantly short of the optimal (but then if nobody can find the optimal strategy, who can tell which strategy is subpar?) Exploring the fit between common heuristics and realistic dynamic tasks can help us distinguish tasks where managers can evolve simple rules for analytically daunting problems (Sull and Eisenhardt 2015) from those where even well understood managerial insights do not stick (Repenning 2002).

Limitations and Future Research Directions
Our experimental study focused on a few variants of the Harvard task. The strength of this experimental paradigm is in capturing temporal tradeoffs in a simple, analytically tractable, setting. Within this paradigm we only leveraged the payoff function most often used in previous research, but other functions can offer opportunities to deepen our understanding of how people learn in dynamic tasks, and which types of tasks lend themselves to effective human learning. Specifically, teasing out if people follow heuristics that are close to dynamic programming, policy optimization, or another solution approach is an important area for future research. This can partially be achieved by collecting more process data (e.g. using verbal protocols, by allowing participants to change the state of the system for a price at various points in the game, or by collecting post-experiment detailed debriefs). Other promising pathways include using payoff functions with smaller state spaces but more complex optimal strategies. Dynamic programming approximations should be rather robust to such changes whereas policy optimization methods would falter. A third set of interventions could be focused on finding ways to improve participants’ learning in these tasks. Successful interventions not only inform our understanding of why people fail in these tasks, but also may offer promising practical implications. It would be interesting to test if more sophisticated participants, e.g. those with training in dynamic programming, would significantly outperform the general population. Participants may also benefit from having benchmark for how well they can perform (Stillwell and Tunney 2009); in the absence of such benchmarks they may have stopped exploration too.
early. Other visualization interventions may both simplify and make more prominent the current state of the system in the hope that participants will focus on building a value function for different levels of the state. Performance incentives in the current study were relatively strong, but not extremely so. Even stronger performance incentives, e.g. including significant tournament bonuses for best performers in each experimental condition, may stimulate increased effort and exploration among all participants. Exploration incentives could also be enhanced by tying the bonus to the performance of a final strategy the participant offers, rather than their cumulative performance over time. This set up frees participants to focus only on exploration and learning during the main task, and then offer their ideal strategy at the end. A fourth direction is in identifying individual traits that may impact learning and performance in dynamic tasks, a promising area given observed impact of individual characteristics in other strategic choice settings (Levine et al. 2017). Fifth, we focused on interdependencies over time, it is interesting to see how results may change when interdependencies are among choices with no intertemporal dimension. Other research trajectories could examine heuristics used in realistic dynamic managerial tasks and opportunities to build better decision rules in those settings. In fact, many managerial choices do not include the number of trials offered to our subjects. Identifying how people learn in dynamic tasks when samples are more limited is an important topic for future research. Overall, persistent suboptimal performance in a simple task even when all ambiguity and complexity is removed, highlights the challenges to learning in dynamic settings and offers a robust behavioral foundation for understanding heterogeneity in the strategies that managers adopt.
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Figures
Figure 1 - Payoff as a function of # (dashed blue circle) and @ (dotted red square) choices and the fraction of previous N=10 choices that were @ \((r@)\).

Figure 2 - Experimental interface in Full Knowledge condition. Three components identified by blue dashed lines and marked 1, 2 and 3 are varied across the first four conditions. Classical excludes all three; History includes only 1; Informed History includes 1 and 2; 3 is unique to Full Knowledge.
Figure 3-Learning outcomes in experiment 1. A) Actions over time, averaged across participants in condition and 10-period intervals (except for optimal actions which are graphed every period) B) Long-term learned strategies (i.e. actions averaged between 401-490 periods). The columns on the right represent those with $s_L=1$.

Figure 4- Performance over time (left) and long-term learned strategies (right) in experiment 2

Tables
Table 1-Challenges in different conditions of experiment 1

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Classical</th>
<th>History</th>
<th>Informed History</th>
<th>Full Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unknown dynamics</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Computationally Complex</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Credit Assignment Problem</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Deriving Optimal Solution</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Optimal Policy Available</td>
<td>No</td>
<td>Approximately</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Length in Periods</td>
<td>500</td>
<td>500</td>
<td>500</td>
<td>500</td>
</tr>
</tbody>
</table>
Table 2: Overview of outcome measures in experiment 1. Those different from Classical at p≤0.1 in a T-test are bold.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Condition</th>
<th>Classical</th>
<th>History</th>
<th>Info. Hist.</th>
<th>Full Know.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative Profits (π)</td>
<td></td>
<td>2318 (409)</td>
<td>2373 (306)</td>
<td>2421 (302)</td>
<td>2432 (302)</td>
</tr>
<tr>
<td>Exploration Score (xs)</td>
<td></td>
<td>0.33 (0.67)</td>
<td>0.24 (0.56)</td>
<td><strong>0.53 (0.45)</strong></td>
<td><strong>0.087 (0.77)</strong></td>
</tr>
<tr>
<td>Learned Strategy, Short (sH)</td>
<td></td>
<td>0.4 (0.37)</td>
<td>0.43 (0.29)</td>
<td><strong>0.5 (0.31)</strong></td>
<td><strong>0.54 (0.23)</strong></td>
</tr>
<tr>
<td>Learned, Long Strategy (sL)</td>
<td></td>
<td>0.64 (0.34)</td>
<td>0.66 (0.23)</td>
<td><strong>0.74 (0.25)</strong></td>
<td>0.7 (0.23)</td>
</tr>
<tr>
<td>eMM#</td>
<td></td>
<td>3.18 (2.01)</td>
<td>3.58 (2.26)</td>
<td>3.11 (1.63)</td>
<td></td>
</tr>
<tr>
<td>eMM@</td>
<td></td>
<td>3.21 (2.46)</td>
<td>3.26 (2.2)</td>
<td>2.98 (2.36)</td>
<td></td>
</tr>
<tr>
<td>Number of Participants</td>
<td></td>
<td>60</td>
<td>55</td>
<td>52</td>
<td>54</td>
</tr>
</tbody>
</table>

Table 3: Long-term learned strategies and performance as a function of conditions in experiment 1 (Informed History is reference condition) and process controls

<table>
<thead>
<tr>
<th>Long-term Learning and Performance Outcomes</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition = Classical</td>
<td>-0.099</td>
<td>-103</td>
<td>-0.056</td>
<td>-50.1</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td>(63.9)</td>
<td>(0.048)</td>
<td>(60.8)</td>
</tr>
<tr>
<td>Condition = History</td>
<td>-0.077</td>
<td>-47.4</td>
<td>-0.019</td>
<td>37.5</td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td>(64.7)</td>
<td>(0.050)</td>
<td>(63.5)</td>
</tr>
<tr>
<td>Condition = Full Knowledge</td>
<td>-0.033</td>
<td>11.3</td>
<td>0.026</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(65.3)</td>
<td>(0.024)</td>
<td>(30.3)</td>
</tr>
<tr>
<td>Qualification Score</td>
<td>0.24</td>
<td>302</td>
<td>0.026</td>
<td>12.8</td>
</tr>
<tr>
<td></td>
<td>(0.033)</td>
<td>(42.4)</td>
<td>(0.024)</td>
<td>(30.3)</td>
</tr>
<tr>
<td>Exploration Score (xs)</td>
<td>-0.0046</td>
<td>-7.70</td>
<td>-0.0076</td>
<td>-6.12</td>
</tr>
<tr>
<td></td>
<td>(0.011)</td>
<td>(14.3)</td>
<td>(0.0097)</td>
<td>(12.3)</td>
</tr>
<tr>
<td>Mental Model Error # (eMM#)</td>
<td>0.74</td>
<td>2,421</td>
<td>0.55</td>
<td>2,256</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(46.4)</td>
<td>(0.11)</td>
<td>(133)</td>
</tr>
<tr>
<td>Mental Model Error @ (eMM@)</td>
<td>0.63</td>
<td>0.275</td>
<td>0.65</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>(0.052)</td>
<td>(65.3)</td>
<td>(0.018)</td>
<td>(30.3)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.74</td>
<td>2,421</td>
<td>0.55</td>
<td>2,256</td>
</tr>
<tr>
<td></td>
<td>(0.037)</td>
<td>(46.4)</td>
<td>(0.11)</td>
<td>(133)</td>
</tr>
<tr>
<td>Observations</td>
<td>218</td>
<td>218</td>
<td>162</td>
<td>162</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.021</td>
<td>0.018</td>
<td>0.275</td>
<td>0.263</td>
</tr>
</tbody>
</table>

Standard errors in parentheses

Table 4: Various outcome measures in experiment 2.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Condition</th>
<th>Classical</th>
<th>Value Tip</th>
<th>Direction Tip</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative Profits (π)</td>
<td></td>
<td>2271 (356)</td>
<td>2394 (301)</td>
<td>2482 (326)</td>
</tr>
<tr>
<td>Exploration Score (xs)</td>
<td></td>
<td>0.38 (0.61)</td>
<td>0.46 (0.56)</td>
<td>0.37 (0.61)</td>
</tr>
<tr>
<td>Learned Strategy, Short (sH)</td>
<td></td>
<td>0.38 (0.34)</td>
<td>0.56 (0.29)</td>
<td>0.56 (0.3)</td>
</tr>
<tr>
<td>Learned Strategy, Long (sL)</td>
<td></td>
<td>0.63 (0.3)</td>
<td>0.65 (0.25)</td>
<td>0.74 (0.26)</td>
</tr>
<tr>
<td>Number of Participants</td>
<td></td>
<td>66</td>
<td>62</td>
<td>59</td>
</tr>
</tbody>
</table>