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ABSTRACT

1. Information complexity in animals is an indicator of advanced communication and an intricate socio-ecology. Zipf’s Law of least effort has been used to assess the potential information content of animal repertoires, including whether or not a particular animal communication could be “language-like”. As all human languages follow Zipf’s law, with a power law coefficient (PLC) close to -1, animal signals with similar probability distributions are postulated to possess similar information characteristics to language. However, estimation of the PLC from limited empirical datasets (e.g. most animal communication studies) is problematic because of biases from small sample sizes.

2. The traditional approach to estimating Zipf’s law PLC is to find the slope of a log-log rank-frequency plot. Our alternative option uses the underlying equivalence between Shannon entropy (i.e. whether successive elements of a sequence are unpredictable, or repetitive), and PLC. Here, we test whether an entropy approach yields more robust estimates of Zipf’s law PLC than the traditional approach.

3. We examined the efficacy of the entropy approach in two ways. First, we estimated the PLC from synthetic data sets generated with a priori known power law probability distributions. This revealed that the estimated PLC using the traditional method is particularly inaccurate for highly stereotyped sequences, even at modest repertoire sizes. Estimation via Shannon entropy is accurate with modest sample sizes even for repertoires with thousands of distinct elements. Second, we applied these approaches to empirical data taken from 11 animal species. Shannon entropy produced a more robust estimate of PLC with lower variance than the traditional method, even when the true PLC is unknown. Our approach for the first time reveals Zipf’s law operating in the vocal systems of multiple lineages: songbirds, hyraxes, and cetaceans.

4. As different methods of estimating the PLC can lead to misleading results in real data, estimating the balance of a communication system between simplicity and complexity is best performed using the entropy approach. This provides a more robust way to investigate the evolutionary constraints and processes that have acted on animal communication systems, and the parallels between these processes and the evolution of language.

KEYWORDS: Animal communication, Information theory, Language, Shannon Entropy, Zipf’s Law
1. INTRODUCTION

All animal species have evolved communication systems to suit their ecological requirements, but these systems vary greatly in their complexity, and the volume of information that can be transmitted, received, and interpreted. Humans appear to be an extreme case, with the capability of conveying essentially unlimited information in our language, while relying on a finite set of signal elements. Non-human animals, on the other hand, are generally thought not to possess any true language (Cheney and Seyfarth, 1998; Fitch, 2005). The origin of human language has long been a controversial topic (Dunbar, 2003; Hauser et al., 2002; Jackendoff, 1999), but current thinking is that this apparently unique human ability arose from complex communication in our non-human ancestors (Bergman et al., 2019; Boë et al., 2019; Crockford et al., 2017; Lameira, 2017; Lameira and Call, 2018; Schlenker et al., 2016), rather than arising de novo as an adaptation to the unique social and ecological challenges that our ancestors faced (de Boer et al., 2020; Martins and Boeckx, 2019). To address these unknowns, comparative studies between human language and non-human animal communication systems continue to be important for identifying the conserved features of these systems and explaining any differences that emerged (Fitch, 2005).

It has long been observed that word frequency (i.e., prevalence) in human languages appears to conform to Zipf’s Law of least effort (Zipf, 1949) henceforth, simply Zipf’s Law, across most, if not all, languages in the world (Yu et al., 2018). Zipf’s Law states that word frequency, ranked in descending order of frequency, follows a power law distribution

$$P_i \propto i^{-k}$$

Where \(P_i\) is the probability (number of instances divided by total number of words) of the \(i^{th}\) most common word, and \(k\) is a constant. Specifically, in Zipf’s Law, the word probabilities follow a power law where \(k=-1\). Many suggestions have been proposed to explain this peculiar observation, from a statistical artefact (Suzuki et al., 2005) to a reflection of intentional information content (Lestrade, 2017; McCowan et al., 1999). However, there are reasons to suspect that the existence of Zipf’s Law in human communication reflects a fundamental trade-off between signal complexity (potential information content), and signal cost (processing power required to generate and interpret) (Ferrer-i-Cancho and Solé, 2003). It has been postulated (Ferrer-i-Cancho, 2005) that this balance of trade-offs is fundamental to complex communication, and language in particular. If that is the case, then observing a value of \(k=-1\) in the power law distribution of an animal communication system would imply that similar constraints on the co-evolution of complexity and signal cost have been operating in that species, as in humans. This hypothesis has led some researchers to suggest further that \(k=-1\) may be used as a potential indicator of language-like communication in a particular species (McCowan et al., 2005). While such a claim may be subject to
debate, the converse claim is much stronger: that a communication system where $k$ deviates strongly from -1 is unlikely to be a true language, because it represents a system where signals are either highly predictable, or “stereotyped” ($k < -1$, a steeper negative slope) or highly random ($k \sim 0$, a shallow negative slope). As $k \approx -1$ is likely a universal requirement for an efficient language system, a case has also been made for using the power law coefficient (PLC) $k$ to screen nonhuman signal systems, including signals from outer space for signs of intelligent life (Doyle et al., 2011).

Although Zipf’s Law and the traditional approach of PLC has merit in ‘big data’ contexts, e.g., an entire language corpus (while taking care not to “saturate” the Zipf plot with too much data), there remain practical challenges of measuring this entity in the real-world datasets of animal communication. The standard method for calculating the PLC ‘$k$’ is to measure the negative slope of a log-log plot of word rank against word prevalence (Figure 1) (Corominas-Murtra et al., 2018). This technique has been used successfully in studies of Zipf’s Law in human language (Yu et al., 2018), as well as other domains such as city sizes (Decker et al., 2007), and family name popularity (Zanette and Manrubia, 2001). However, while corpora of human language may run into hundreds of thousands or even millions of words, animal data sets are generally far smaller, and collecting full repertoires requires long term studies with automated recorders (e.g., (Ilany et al., 2013)). Small sample sizes means that calculations of empirical slopes vary strongly when elements (words in the case of human language) occur at low prevalence, e.g. when many elements occur just once or twice (Figure 1, region c). In addition, deviations from a power law distribution are known to occur for words that are particularly common or rare (Figure 1, regions a, c as compared to region b), known as the broken power law distribution (Newman, 2005). Furthermore, a communication system with a large vocabulary repertoire presents additional challenges to the ability of existing analyses to estimate $k$ with a small sample size because the potential counts per call type are very low. Therefore, claims of particular values of $k$ for animal communication systems with small sample size datasets may be unreliable and/or difficult to replicate.
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Figure 1. A log-log plot of the word prevalence vs. word prevalence rank of more than 4600 words in Shakespeare’s Hamlet (solid blue). The markedly different slopes demonstrate the broken power law distribution. The dotted red lines indicate straight line fits to (a) the 10 commonest words, and (b) words ranked 50-600. Region (c) illustrates deviation from the power law for low prevalence (single occurrences of words, which for the purpose of best-fit could be treated either as sequential points of increasing rank, as here, or as a single point). Of the three regions, only region (b) approaches a slope of -1, as predicted by Zipf’s Law.

Given the challenges associated with using a traditional log-log frequency approach to estimate PLC in small animal communication datasets, it is important to design an alternative approach that circumvents these challenges. A promising alternative is to use an approach that relies on the information theory concept of Shannon entropy. Shannon entropy is a measure of “uncertainty” in a group of discrete elements (Shannon, 1948), and is fundamentally related to Zipf’s law PLC (see Section 2.1). Communication systems with a highly repetitive, or stereotyped, repertoire ($k<<-1$) have low information entropy (signals are highly predictable), whereas systems with more random repertoires ($k~0$) have high entropy (signals are unpredictable). Shannon entropy is often used to describe the information potential in animal communication systems (Da silva et al., 2000; Doyle et al., 2008; Freeberg and Lucas, 2012; Suzuki et al., 2006). Yet, it remains to be seen whether an entropy approach could be used to estimate PLC in situations in which the traditional approach is unreliable.
In this study, we examine the efficacy of the entropy approach in estimating Zipf’s law PLC. First, we lay out a mathematical proof showing that PLC can be robustly estimated via the normalised Shannon entropy \( H \) of a communication repertoire, due to this fundamental equivalence between \( H \) and the probability distribution of the communication elements (Corominas-Murtra and Solé, 2010). Estimating \( k \) via \( H \) reduces the sensitivity to deviations from the power law distribution, and therefore represents a promising approach to testing animal communication conformity to Zipf’s Law. Then, we demonstrate the practical utility of an entropy approach in artificial and real-world datasets. We show the utility of the entropy approach in artificial data by generating a set of communication sequences with \textit{a priori} known probability distributions, using sample sizes typical of animal communication studies. Then, we show the utility of the entropy approach in real-world datasets by comparing entropy- and traditional-derived PLC estimates in vocal repertoire datasets for 11 vertebrate species.

2. METHODS

2.1 Equivalence of Zipf’s Law and Shannon entropy

Throughout this manuscript, we use “log” to refer to natural logarithm (base e). Assuming that the element frequencies follow a power law, then for \( W \) distinct element types, arranged in order of decreasing probability, the probability of the \( i \)th type is given by:

\[
P_i = A i^k
\]

where \( k \) is the PLC of the power distribution, \( k = [-\infty, 0] \), i.e. \( -\infty \leq k \leq 0 \). The normalisation constant \( A \) ensures that \( P_i \) sums to one, and is given by

\[
A = \frac{1}{\sum_{i=1}^{W} i^k}
\]

The normalised entropy \( H \) (taking values between \([0,1]\)) of a sequence of elements selected from this distribution is then given directly by:

\[
H = -\sum_{i=1}^{W} P_i \log_W P_i
\]

where using the logarithm to the base of the repertoire size \( \log_W P = \frac{\log_P}{\log_W} \) ensures that the normalised entropy \( H \) will take values between 0 and 1, independent of \( W \).
Substituting Equation (1), the expression for $H$ becomes:

$$H = -\sum_{i=1}^{W} A_i k \log_W A_i^k$$  \hspace{1cm} (4)$$

Crucially for animal communication studies where repertoire sizes are typically small compared to human language, it is clear that the relationship between the PLC $k$ and normalised entropy $H$ depends on the repertoire size $W$ (Figure 2). In the limiting case as $W \rightarrow \infty$ and the slope of the curve becomes steeper, Zipf’s Law, i.e. $k=-1$, applies to all values of $H$. For realistic repertoire sizes, however, even a signal with $H=0.5$, i.e. half way between stereotypy ($H=0$) and randomness ($H=1$), and would show a PLC of a substantially lower magnitude than -1. In addition, estimating the entropy $H$ gives equal weight to rare elements with equal rank, whereas estimation of PLC via Zipf’s Law may or may not, depending on the method used to perform linear fitting.

Figure 2. Shannon entropy $H$ as a function of $k$, for different repertoire sizes $W$. The case where $k=-1$ represents Zipf’s Law, and corresponds to $H=0.5$ as $W \rightarrow \infty$. The two inset boxes show examples of probability histograms for $W=5$ for a low entropy system (left), where successive elements are highly predictable (almost always “A”), and for a high entropy system (right), where each element has a similar
probability of occurrence, and so the sequence is highly unpredictable (note that for clarity, only a short sequence is shown, so that not all possible elements necessarily appear).

It is therefore straightforward to calculate the equivalent Shannon entropy $H$ for any particular value of $k$. Conversely, however, no closed-form solution exists for the inverse problem of finding $k$ given a value of the entropy $H$. Estimating $k$ must therefore be done iteratively using a least-squares approach, assuming that the repertoire size $W$ is known.

2.2 Estimating the PLC

Observed probabilities of sequence elements are unlikely to follow a power law distribution precisely. This is because of sampling errors (e.g., rare elements) and the broken power law effect (e.g., element generation operates differently at extreme high and low frequencies), as shown in Figure 1. As a result, estimation of PLC in empirical data is sometimes performed using only those elements that occur with middling probability (Corominas-Murtra et al., 2018). In this study, we use the log-log slope to estimate PLC in two ways: with the full set of element probabilities and with the coefficient calculated with the central 50% of the log-transformed ranks (Figure 1, region b).

2.3 Artificial data sets with known entropy

As the information complexity of empirical animal data sets is not known a priori, we generated random artificial sequences with three known distinct PLCs, $k=[-0.5, -1, -2]$. At the lowest value, $k=-0.5$, the sequences would show high entropy and would appear relatively random, at $k=-1$ the sequences should correspond to those expected by Zipf’s Law, and at $k=-2$ the sequences would be more stereotyped than the others, with the more common elements being repeated much more often.

We also generated sequences with each of these values of $k$ for multiple vocabulary (repertoire) sizes, $W=[8, 32, 256, 1024, 8192, 65536]$. The smallest repertoire sizes (8, 32) are typical of the number of calls.
in many animal communication systems (Kershenbaum et al., 2016). $W=256$ and 1024 are unusual for animals, but not unheard of (e.g. Figure 3 California thrasher, 182 call types). Higher repertoire sizes are not found in animal communication, but begin to approximate the number of words in human language. The highest repertoire size, $W=65536$ approached the maximum size possible because of computational constraints.

For each of the sequences, we bootstrap sampled elements randomly with different sample sizes, $S=[10, 40, 80, 320, 5120]$, representing the different sampling efforts possible in realistic field data collection scenarios. Each sampling size was repeated for each data set 1,000 times.

As an indication of the accuracy and precision of estimation of the information entropy, we calculated the mean and standard deviation of the estimated PLC using three methods. (a) Fitting a straight line to the log(probability) vs. log(rank) graph for all the sequence elements (“Full Zipf”). (b) Fitting a straight line to the middle 50% of the graph in (a), i.e. between ranks $e^{\log(W)}$ and $e^{\log(W)}$ (“Central Zipf”). (c) Estimating the PLC from the Shannon entropy of the probability distribution of sequence elements, from the relationship described in Equation 4, using the Matlab function $fmincon$ to find the value of $k$ that best predicts the measured entropy $H$ for a particular vocabulary $W$.

2.4 Real animal data sets

Finally, we estimated the PLCs for empirical animal communication datasets taken from other studies (Figure 3), using each of the methods above. As the role of vocalisations varies greatly between the different species, e.g. male display song (songbirds, hyrax) vs. contact and other social calls (orca, bats) vs. complex messaging (humans), the units of analysis also varied greatly, and this breadth of signal purpose adds to the general applicability of the method. Although the true PLCs for these data are not known a priori, we bootstrap subsampled the data for each of the study sets 1000 times using each of the sample sizes used with artificial data sets in Section 2.3, i.e. $S=[10, 40, 80, 320, 5120]$ (up to the maximum size of the empirical data set). Using these analyses, we calculated the variance, and hence the precision, in the estimate of the PLC using each of the three methods above: Full Zipf, Central Zipf, and Shannon entropy.
Figure 3. Empirical animal vocalisation datasets used, and the phylogenetic relationship between the species. The 11 species include five birds and six mammals. Timeline from http://timetree.org/ (Kumar et al., 2017).
As an additional test of the practical relevance of the PLC estimates, we used the estimated PLCs calculated from the full empirical data for each species as $k$-values for artificial sets, as in 2.3. Using these power law distributions with known PLC, we generated 100 random data sets according to the probability distribution using Equation 1, but with sizes (number of sampled elements) corresponding to the actual size of the empirical datasets. For example, for the orangutan data set, we estimated the PLC, $k_{\text{orang}}$, and used that value to generate 100 artificial data sets of 570 elements each, taken from a repertoire of 7, using a power law distribution $P_i = A_i^{k_{\text{orang}}}$. For each of these random data sets, we compared the element frequencies to those in the empirical data set, and calculated the root mean squared error between the artificial and empirical distributions. This provides an estimate of the extent to which an approximation of the PLC is a reliable predictor of the element distribution in the animal’s repertoire.

3. RESULTS

3.1 Artificial data sets with known PLC

All three methods, Full Zipf, Central Zipf, and Entropy generally converged on the correct value of $k$ for large sample sizes and small vocabulary sizes (Figure 4). However, in the low entropy data set ($k=-2.0$), representing relatively stereotyped sequences, the Full Zipf method failed to converge on the correct value even at modest repertoire sizes ($W>256$). The Central Zipf and Entropy methods converged similarly well, although the Entropy method showed a lower error than Central Zipf at low sample sizes (SI Figure 1). For the low entropy data set, the Central Zipf method showed a substantially higher error at low sample sizes than either Entropy or Full Zipf. The Central Zipf method was also substantially more variable than either of the other methods, except in the high entropy data set (SI Figure 2).
Figure 4. Estimated PLC for different simulated data sets. Each panel shows the true PLC (dashed line), and the estimated PLC for the three methods, Full, Central, and Entropy, for increasing sample size (within panel), and increasing vocabulary size (between panels). The upper panels show data generated for low PLC ($k=-0.5$), high entropy, producing random-like sequences, the middle panels for medium PLC ($k=-1.0$), medium entropy, producing sequences with statistical properties similar to human language, and the bottom panels for high PLC ($k=-2.0$), low entropy, stereotyped sequences.

3.2 Real animal data sets

On real data sets, although the true value of the PLC was unknown, the Central Zipf method showed substantially higher variation than the other methods (Figure 5). High variation (low precision) indicates that the Central Zipf method is likely a poor choice for estimating vocal complexity with realistic samples. Although the Full Zipf method generally showed variation similar to the Entropy method, most of the sampled species also showed increased variability at higher sample sizes.
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Figure 5. Variation in the estimated PLC when subsampling empirical animal data sets, for the three methods, Full, Central, and Entropy. The x-axis indicates the number of calls sampled from the data set to estimate PLC.

Examples of the probability distributions obtained by synthesising data sets based on the estimated PLC are shown in Figure 6. Both the Entropy and the Central Zipf methods generated similar distributions, except when the repertoire size was small (e.g. orangutan). Clearly, the Central Zipf method could not be used for the free-tailed bat, where $W=3$. The Entropy method generally produced distributions more similar to the empirical data than the other methods, except in the cases of the Carolina chickadee, the rock hyrax, the orca, and the California thrasher. In each of these, the Central Zipf method performed best, although the results of both the Central Zipf and Entropy methods were substantially better than the Full Zipf method (Figure 7). These four species were prominently characterised by the most infrequent elements deviating strongly from the power law distribution.
Figure 6. Probability of each element in the empirical animal data sets vs. rank (black line and points) on a log-log graph. Also shown are the probability-rank plots for sample data sets generated from a power law distribution using the estimate of the PLC by each of the three methods, Full, Central, and Entropy.

Figure 7. Mean squared error between the element probabilities in the empirical data sets, and the element probabilities in artificial datasets generated from a power law distribution using the estimate of the PLC by each of the three methods, Full, Central, and Entropy. Letters indicate post-hoc Tukey test classification, with the letter in bold showing the lowest error.
Comparing the estimates of PLCs for the full animal datasets (Figure 8), we can see that the Full Zipf method generally estimated a lower value of $k$ relative to the other two methods. The Central Zipf and Entropy methods mostly agreed on which species fell within the region around $k=-1$, corresponding to a balance between complexity and simplicity, although the hyrax and the thrasher were considered by the Central Zipf method to be more random than by the Entropy method. It is worth noting that all three methods estimated that human language corresponds to $k=-1$, although the Central Zipf method ranked it as somewhat more stereotyped than the other methods.

Although many of the species we examined showed PLC estimates that were similar using each of the three methods, some species gave very differing results according to the different approaches. For example, the orangutan (one of the smallest sample sizes in our collection) was estimated to be highly stereotyped by the Central Zipf method ($k<-2.5$), whereas both the Full Zipf and Entropy methods suggested it to be much closer to the linguistic range ($k=-1.6$). Similarly, the orca, another dataset with a small sample size, was found to have a PLC very close to -1 by both the Entropy and Central Zipf methods, although the Full Zipf method predicted much more stereotyped behaviour ($k=-1.6$). If anything, the Entropy method resulted in a “flatter” curve in Figure 8, with the mean PLC across all species closer to $k=-1$, implying that more species conformed more closely to Zipf’s Law than previously thought.
4. DISCUSSION

Field zoologists are, by the nature of their study systems, often constrained to drawing conclusions from much smaller sample sizes than is the case in other fields of science. In the case of animal vocal communication, comparison with human language, and language’s almost unlimited size of corpora available for testing, has led to considerable interest in “Zipf’s Law” as an indicator of balance between complexity and simplicity. However, with smaller sample sizes than the human corpora (often millions of words long) that available for linguistic analysis, animal communication studies require a more robust metric than estimating PLC from the slope of a log-log graph. Theoretical analysis shows that Zipf’s Law can be transformed into a formalisation measured in terms of information entropy, and we have shown that such an approach appears to be more robust for small sample sizes.

4.1 Overall suitability of the entropy method

We examined the suitability of traditional methods of estimating the PLC of animal vocal repertoires, calculating the slope of the rank-probability log-log graph using all the data points (Full Zipf) or only the central portion of data (Central Zipf), and compared them to a novel method, that of normalised Shannon entropy. Normalised entropy performed generally better than either of the traditional methods: converging on the true value of artificial data sets more quickly and more reliably and showing less variation within subsamples. The entropy method also showed substantially less variation in estimating the PLC from empirical animal data sets. Although the accuracy cannot be measured (i.e., the true PLC is not known for these real data), the entropy method was more consistent than the Central Zipf method. The Central Zipf method, on the other hand, was highly variable on animal data sets. The Entropy method also has the advantage that it can be calculated from data sets of any size, whereas the Central Zipf method in particular, relies on assumptions about what sized central region of the probability distribution should be chosen for measuring the rank-frequency slope. We have provided simple Matlab scripts to perform the Entropy PLC calculations from field data.
4.2 Why are some data sets mis-characterised by the entropy method?

For empirical data sets, the Entropy method also showed more consistency when measuring the PLC of a particular species, i.e. less variation across bootstrapped samples than other methods. The PLC estimated by the Entropy method generally allowed us to simulate artificial power law data sets that more closely corresponded to the empirical data in terms of element frequencies. However, the Entropy method was less successful than the Central Zipf method in simulating artificial data sets based on four of the species examined. These four species, the Carolina chickadee, the rock hyrax, the orca, and the California thrasher, all empirically showed element distributions that deviated strongly from a power law model. In particular, the most infrequent elements were substantially less frequent than predicted by a straight line model (Figure 9).

![Figure 9. log-log plots of rank against element probability for the four species for which the Entropy method generated inaccurate simulated datasets. All of these species show particularly low probabilities for the least frequent elements.](image)

We can only speculate at this stage whether the deviation from the power law in these species represents a true result of evolutionary trade-offs in the cognitive and production mechanisms governing communication, or whether it is an artefact of data collection, or a combination of both. Closer examination of the empirical distribution of element probabilities, compared to the probabilities generated by sampling a power law, illustrates well the problems of estimating complexity in animal repertoires. Figure 10 shows three of the species analysed: the gelada, with a small repertoire (W=6) and a small sample size (N=4,746); the rock hyrax, with a small repertoire (W=8) but a very large sample size (N=117,746); and the northern...
mockingbird, with a very large repertoire (W=100) but a small sample size (N=3,466). Although for the
gelada the sample size is small, the empirical data (red) correspond well to a power law (straight line), and
so estimates of the PLC are likely to be accurate. However, it is unclear whether this correspondence is
truly a reflection of an underlying power law nature of the communication mechanism in the animal, or
merely an artefact of the small sample size. In contrast, the rock hyrax, with a similar repertoire size but
much larger sample, shows the two least frequent elements far less common than predicted by a power law
model. As a result, both the Full Zipf and the Entropy methods (which are calculated using all the data),
deviate from the Central Zipf method, which excludes the infrequent elements. Again, however, it is
unclear whether these extremely uncommon sounds are genuinely a part of the animal’s evolutionarily
adaptive communication strategy, or an artefact of data sampling (e.g. inter-individual variation, including
due to abnormal behaviour, errors in coding, etc). The northern mockingbird, on the other hand, has an
extremely large repertoire and relatively small sample, but nonetheless corresponds well to the power law
model. It is probably safest to say that the optimal method used to quantify the communicative complexity
of animal vocalisations via PLC requires a preliminary examination of how and whether the collected data
correspond to the power law in the first place. As with any analysis involving linear assumptions, visual
examination of the supposedly linear relationship (the log-log plot in this case) should be performed before
applying quantitative methods.

Figure 10. Empirical measurements (red) and a single instance of an artificial data set (green) of the same
repertoire and sample size, generated from a power law distribution of similar PLC. Three species are
shown: gelada (left) with small repertoire size and small sample size, rock hyrax (centre) with small
repertoire size and large sample size, and mockingbird (right) with large repertoire size and small sample
size.

4.3 Why estimate the power law coefficient of animal vocalisations?
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Like all traits, animal communication is subject to evolutionary trade-offs, including effects of environmental transmission (Henry et al., 2011), the requirement for interspecific (species recognition) and intraspecific (individual recognition) specificity of the signaller (Kershenbaum et al., 2016), information content, and cognitive and motor constraints on the production of sound (Kipper et al., 2006). The question of the trade-off between information content vs. cognitive complexity has attracted particular interest because of its link to the evolution of human language (Ferrer-i-Cancho, 2005). Any communicative channel must increase in complexity if it is to contain more information, but complex communication places higher cognitive and motor demands on the animal, both for meaningful signal production, and accurate signal interpretation (Fedurek et al., 2017; Seyfarth and Cheney, 2010). There is considerable evidence that many animal species balance these trade-offs according to empirical laws of information encoding, such as the Menzerath-Altmann law (Gustison et al., 2016; Gustison and Bergman, 2017; Heesen et al., 2019), Zipf’s law of brevity/abbreviation (Demartsev et al., 2019; Semple et al., 2010), and Zipf’s law of least effort (this study; (Allen et al., 2019; Ferrer-i-Cancho and McCowan, 2009)). In itself, conforming to such laws does not indicate that an animal possesses true linguistic abilities, rather, that the evolutionary history of the species has had to contend with conflicting pressures of information content and cognitive-motor constraints. However, it does seem plausible that our own pre-human ancestors themselves met such balanced constraints in the pre-linguistic phase of human evolution, upon which other factors, such as social cognitive demands (Freeberg et al., 2012), could act to drive the evolution of language. As such, the balance shown by, amongst other metrics, the PLC, may indicate the extent to which an animal’s communicative system has been subjected to pressures to increase information content, and therefore inescapably balancing information with cognitive and biomechanical simplicity.

Quantifying the “complexity” of animal communication remains an open area for debate. Metrics such as overall repertoire size have been used, particularly when comparing individuals of the same species, e.g. of varying nutritional state (Kipper et al., 2006), or members of closely related species (Freeberg et al., 2012). However, this cannot be a complete description, as two of the species in this study display repertoires of 100 element types or more, and yet neither the mockingbird nor the thrasher show signs of using this large information capacity to communicate the kind of complex concepts that could be supported by such a large repertoire. Previous studies have looked at the structure of transitions between elements in a communicative sequence as an indicator of either the non-randomness of sequences (Sayigh et al., 2013), or of the fundamental complexity itself (Kershenbaum, 2014). However, the probabilities of transition between different elements in a sequence is unlikely to be a good indicator of communicative complexity, because of the varied production mechanisms employed by different species (Kershenbaum et al., 2014). The PLC itself is not a measure of information complexity in communication, and certainly not an indicator
of intentional information content. Rather, PLC reflects maximum information potential in a way that is similar to entropy. However, a balanced PLC value does appear to point to a situation where animal communication has been evolutionarily optimised for efficient information content - although not necessarily optimised for maximum information content. Our observations that distantly related taxa (orca, hyrax, warbler, thrasher) show balanced PLC may indicate that optimised acoustic communication is a trait that has evolved independently in these taxa, rather than being conserved across vertebrates broadly, or being a trait found in primates specifically. In this work, we have looked only at the diversity of low level vocal elements (words, calls, syllables), but information theory techniques can also be used to analyse higher level syntactic structures, as well as hierarchical organisation in communication (Garland et al., 2017; McCowan et al., 1999).

4.4 Conclusion

Appealing as the concept of Zipf’s Law and “a straight line graph with slope -1” are, they are nonetheless merely indicators of the extent to which a communicative repertoire is balanced between complexity and simplicity. The popular method of estimating the coefficient of a power law distribution, which we have dubbed the Central Zipf method, places an emphasis on the comparison to the strong linear relationship seen in human language. However, animal communication repertoire sizes are much smaller than corpora of human language, as are the available animal vocalization databases. Although the fundamental equivalence between the power law coefficient $k$, and the Shannon entropy $H$, mean that either could be used interchangeably, it may be more conservative to quantify the balance between complexity and simplicity in animal communication directly via entropy, rather than attempting to fit limited data to the model seen in human language. In any case, as an entropy-based approach is more precise than slope measurements across both animal and artificial data sets, we recommend the entropy estimate of the PLC as a more rigorous indicator of the extent to which an animal repertoire is balanced in information complexity. We provide the following guide (Table 1), based on our results shown in Figure 4, as a guide to choosing an appropriate method, according to the sample and vocabulary sizes.

Table 1. Recommended complexity method for data sets with varying sample and vocabulary sizes.

Recommendations are given separately for stereotyped signals, consisting mostly of very common elements, and random signals, where element frequencies are more evenly distributed. Recommended methods are E (Entropy), F (Full Zipf), and C (Central Zipf).
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