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\section*{A B S T R A C T}

This paper conducts a simulation study of low-speed Autonomous Vehicles (AVs), referred to as "pods", platooning in shared urban environments. The proposed on-demand transport service can help solve the "last mile" challenge and improve mobility for non-drivers, elderly, and disabled people. To help the industry understand the dynamic system for deployment, this paper provides a practical prospect for pod platooning without prior planning. We designed a simulation system for the new transport. Non-homogenous Poisson processes were adopted to simulate arrivals of user requests. A three-density-zone map was designed from real-world city layouts. Practical time and location patterns of user demand were used. The supervision cost reduction as a benefit of platooning was estimated. System performance and user experience were evaluated. We identified how deployment can influence platooning. We found that platooning can reduce supervision cost by approximately 20% and 14%, during peak times on weekdays and midday on weekends respectively.

\section*{1. Introduction}

\subsection*{1.1. Background and motivation}

A challenge for public transport and urban planners is a phenomenon known as the "last-mile", which describes the difficulty in getting people from a transportation hub, such as railway and bus stations, to their destinations \cite{1,2}. A low-speed autonomous transport system consisting of electric fully autonomous vehicles (EAVs), or colloquially as "pods" in the literature, would help solve the last-mile challenge, satisfy the increasing personal travel demand and ensure accessible and convenient public transport for sectors of our society, including elderly, people with mobility issues and non-drivers \cite{3}.

As an environmentally friendly transport, electric pods, like the type used in this study, have the potential to improve people's mobility at a more affordable price than taxis. A unique advantage of the pod service we propose, comes from its ability to operate in shared spaces. In this paper, the "shared space" includes spaces travelled by both pedestrians and vehicles, and some suitable car-free pavements for pedestrians. This means pods will be able to pick up and drop users where taxis cannot reach. Since pod will typically not travel on road, it would avoid the fast traffic environment. On one hand, the pod would increase the transport capacity without increasing traffic on road; on the other hand, pods will be able to take shorter routes than other vehicles. For example, pods can run through a square.

At present, UK Government legislation requires AVs to be supervised by a human at all times, either in the vehicle or remotely. This need of a human supervisor for each vehicle makes the value proposition of small vehicles too costly for both passengers and the company. To cope with this practical difficulty and to make the service commercially viable, the SWARM project proposes the use of platooning pods \cite{4}. With a platoon of pods it opens up the possibility of having one supervisor supervising multiple pods (up to 5 in our system), therefore reducing the number of supervisors required to manage a fleet, which should ultimately lower operating costs. In other words, several pods running in a platoon share a supervisor. The idea of sharing in transport makes a difference. For example, ride-sharing services could help with traffic congestion, save energy consumption while satisfying people’s travel needs. To name a few studies on it, Fagnant and Kockelman \cite{5} studied shared autonomous vehicles, Caulfield \cite{6} conducted a case study on ride-sharing for Dublin. Supervision of operations of an AV fleet has been studied \cite{7}.

Research into vehicle platooning originated from studies of traffic dynamics and behaviours more than 50 years ago \cite{8,9}. Since the transportation sector is responsible for the largest share of increased oil consumption (see e.g. \cite{10–12}), truck platooning has attracted increased
attention in recent years, due to its advantage of energy saving. This is because vehicles travelling close behind each other can reduce aerodynamic drag, reducing fuel consumption. Liang et al. [11] studied how several scattered heavy-duty vehicles (HDVs) can cooperate to form platoons on highways in a fuel-efficient manner and proposed an algorithm that coordinates neighbouring vehicles pairwise. Many interesting problems, such as systems of distributed controllers for HDV platooning [13], mathematical framework for trucks platooning in road networks [14] and the trade-off between energy savings and delays caused by platooning [15] have been studied.

Many aspects of vehicle platooning have been studied, such as planning strategy, communications technology and control problems. To name a few, Feng et al. [16] proposed a composite platoon trajectory planning strategy to maximize the intersection throughput; Xu et al. [17] proposed a distributed platoon formation framework considering vehicle dynamics; Gong and Du [18] developed a cooperative platoon control for a mixed traffic flow including human drive vehicles and connected and autonomous vehicles; control strategies for platooning based on model predictive control have also been studied (see e.g. [19,20]). In addition, communication technologies have also been studied for platoon, such as V2X (vehicle-to-everything), 5G V2X and V2V (vehicle-to-vehicle) (see e.g. [21–23]).

Moreover, simulation studies have also been conducted for platoon. To name a few, Teixeira et al. [24] presented a simulation framework that unifies vehicular, communications and multi-agent system simulators in order to test the coordination mechanisms more effectively and realistically; Elbert et al. [25] developed an agent-based simulation model for analysing the trade-off between savings and waiting times due to platooning. Bhargva et al. [26] developed a traffic simulation model to analyse the impact of tunnel closures necessary for monitoring the flow of dangerous goods vehicles and abnormal load vehicles. Travelling together as a platoon can reduce cost and risk. An efficient fleet management is therefore important. For example, Wesolowski and Wojtaszek [27] used fleet configuration to improve the scheduling and Billhardt et al. [28] proposed to employ an event-based architecture for dynamic fleet management and applied it to the coordination of an ambulance fleet in a medical emergency scenario to reduce response time.

A similar concept of platooning is swarming. Proposed in 1989 [29], swarm intelligence has been developed and transferred from robotics to transportation studies [30,31]. For example, particle swarm optimization has promoted the study of scheduling and routing problems (see e.g. [32–35]).

1.2. Paper outline

Most studies about platooning focus on trucks travelling on roads. Although pod platooning will not reduce the energy consumption as significantly as truck platooning, it can reduce the number of human supervisors needed, hence reducing the operation cost. A detailed simulation study on it is of interest to the industry.

This paper will investigate platooning in shared urban environments with the emphasis on supervision cost reduction. To the best of the authors’ knowledge, this is the first simulation study on supervision cost reduction by EAV platooning. There are many practical questions to be answered before the industry can provide the service to the public through feasible deployment. For example, how many pods we need such that platooning can happen a lot to obtain visible cost reduction, how large the operating area should be, how the system would perform under different user demand patterns with practical uncertainties, etc. The answers to these questions can be found from our simulation.

This paper provides a practical prospect for pod platooning without prior planning in the real world. The reasons for omitting planning are, firstly it is simple and does not require central control or orchestration, and secondly, it can provide a baseline for other platooning strategies in future study. We also incorporated practical uncertainties into the simulation by Monte Carlo method, using suitable stochastic models based on real data. This simulation study has two main parts. The first part is to investigate how deployment can influence pod platooning. Study of this specific problem used the standard (uniform) grid maps. The second part is to predict the system performance and user experience in a day of service. This service is planned to run from 06:00 to 24:00. The simulation of one day trial used a three-density-zone map including four hotspots, with higher path density and lower speed limit in the centre. We considered higher user demand in the centre and at hotspots. Time patterns of user demand for weekdays and weekends were set based on real data and a previous study [36].

Practical uncertainties were integrated into the simulations. We adopted Poisson processes, a type of stochastic processes which can reasonably and effectively model customer arrivals, to simulate arrivals of user requests. We considered that some users will not show up in time at the pickup node, resulting in cancellation of the request. We set reasonable dynamic probabilities to decide whether pods can “see” each other to form a platoon when they are getting close. Random disturbances were also considered into pods’ speeds and time for users to get on/off board.

Here are the key findings from the simulation. We identified several influencing variables on deployment on platooning opportunity and helped understand the influence by statistical modelling. We provided a list of suitable fleet sizes for user demand from low to high levels. Users’ waiting time during peak and off-peak hours on weekdays and weekends is evaluated. We found platooning during the rush hours on weekdays and platooning around midday on weekends can reduce the supervision cost by roughly 20% and 14% respectively. Therefore it is worth trying to platoon during these time periods.

2. Methodology and experimental setup

The “last-mile” problem can be largely relieved in our transport service by setting suitable “pod stops”. In our experiment, a node is referred to as a “pod stop”, where users get on and off to start and complete journeys. By setting several pod stops at a residential area, pods can bring convenience to residents, especially the elderly, people with mobility issues and non-drivers. Notice that our nodes could be set on suitable pavement at front of a store, and in a square where people sit for leisure. For example, carrying residents between their houses and stores or square in the town centre. Now let us investigate the transport system which provides the convenient service through a simulation study.

To investigate the dynamic system of cooperative EAVs, we created a multi-agent system simulation in MATLAB. Using this simulation as an experimental platform, we developed an AV platooning algorithm for simulation purpose.

The results from our simulation study will eventually be implemented on a fleet of SWARM pods being developed by RDM. These pods, an example of which is provided in Fig. 1, are fully electric and can seat up to 4 passengers. The working parameters of the pod form the basis of the simulation developed for this study.

2.1. System framework

The system framework defines a set of rules for which our simulation are built on. The framework of our system operation has the following assumptions in Table 1:

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Some</td>
<td>The system is designed to operate in a certain environment with specific constraints.</td>
</tr>
<tr>
<td>On-demand</td>
<td>The system operates in a demand-driven manner, with users requesting rides as needed.</td>
</tr>
<tr>
<td>Safety</td>
<td>The system prioritizes safety for all users and stakeholders.</td>
</tr>
</tbody>
</table>

This on-demand transport service allows users to request to travel between any two nodes on our map immediately. After a user request is received, the closest available pod will be dispatched to pick up the users at the departure node (we also refer to it as “pickup node”). The pod will wait the users for up to 3 min at the departure node. Users will use (face) recognition for identity verification, as it is secure, fast and easy for users. After users get on board, a two-minute safety announcement will be broadcast. Then pod will depart for the destination node according to the shortest path.
Our map design is based on undirected graph, where each edge connecting two nodes is referred to as a “path”. A node is referred to as a “pod stop”, where users get on and off to start and complete journeys. In our simulation, each path can have its local speed limit, all lower than the legal speed limit 24 km/h. When pods need to move, we always chose the shortest path as the pod’s route.

To make the simulation accurate and to integrate as much practical details as possible, the time unit for simulation was chosen to be one second. In other words, the change of the dynamic system at every second was simulated.

### 2.2. Pod platooning

There are three modes for running pods. Each running pod is in one of the three modes: (1) running alone, (2) joining by changing speeds to form a platoon, and (3) running in a platoon. Pods in a platoon have the same speed and are considered to have the same location for simplicity.

When two pods are joining, namely in mode (2), they are referred to as a “prospective platoon”, the front pod slows down and rear pod speeds up. When the distance between them are within 3 m, we consider they have joined successfully and become a platoon. In other words, their running modes both change from (2) to (3). Sometimes it is “too late” to join, pods in mode (2) may not always join together successfully. For example, when the front pod has passed their common paths; or the distance between them is increasing to be far (an edge length) due to their original speeds (front pod very fast and rear pod very slow). If two pods fail to join, then both pods run alone, namely change their modes back from (2) to (1). If two pods in a platoon have passed their common paths, which means they will enter different paths, or one pod has arrived at the destination, then the platoon splits, the remaining running pod has its mode changed from (3) to (1).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>System assumptions.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assumption 1:</td>
<td>All paths are two-way traffic.</td>
</tr>
<tr>
<td>Assumption 2:</td>
<td>Pods can bypass other pods and pedestrians.</td>
</tr>
<tr>
<td>Assumption 3:</td>
<td>Pods are not running exactly in the middle of the path and two pods may “see” each other even though there are other pods running between them.</td>
</tr>
<tr>
<td>Assumption 4:</td>
<td>Pods can wait for users at the departure node for up to 3 min, if users have not shown up in time, the user request will be cancelled.</td>
</tr>
<tr>
<td>Assumption 5:</td>
<td>Supervisors only supervise moving pods. Pods which already have terminated at nodes are not supervised. We always have enough supervisors.</td>
</tr>
</tbody>
</table>

A platoon cannot exceed five pods for safety purpose. The communication for joining is between two pods. For a platoon this is done by its leading pod. There are three types of joining and it can happen between: (1) two single pods which are running alone, (2) a single pod and a platoon of fewer than five pods, and (3) two platoons if they have no more than five pods in total.

Joining can happen at any time and in any location, as long as the following conditions (in Table 2) are met:

Specifically, Condition 3 includes three pod-path cases, shown in Fig. 2, where the dark grey circles represent nodes and arrows point to the running directions of the pods next to it. The three pod-path cases where platoon can form are specified as follows (see Table 3):

In Case 1, both pods have the same running direction (here from left to right), it is easy to see that the right pod is at front. So the right (front) pod slows down and the left (rear) pod accelerates for joining. In Case 2, two pods will pass the same node and both enter the right path. For Case 2, it is not clear to tell which is the front pod. In our simulation, we let two pods run as normal, until one pod has reached their common next node. Then this pod is set to be the front pod and starts decelerating, the other pod starts accelerating as the rear pod. If two pods happen to pass the common node at the same second, then they become a platoon directly. In Case 3, the left pod will pass the middle node and enter the same (right) path as the right pod, then it becomes Case 1. Obviously the right pod is at front.

In Condition 5, we considered that pods may not always be able to “see” each other for cooperatively joining. For example, sometimes there can be pedestrians or other pods travelling between the two pods and “blocking view”. Then the two pods fail to detect each other at that second. As long as other conditions still hold, pods still have the chance to detect each other at next second. This is because pedestrians may already walk away and our Assumption 3 in Section 2.1 guarantees that pods can only be temporary obstacles for line of sight. Simulation of this uncertainty will be explained in Section 2.3.

Low acceleration rate was considered in platooning. The acceleration rate for both front and rear pods is 0.8 m/s² or lower when they are not too close. The front pod reduces speed until reaching the very low
speed 0.5 m/s. The rear pod may run as fast as the speed limit when it is over 8 m away from the front pod. When they are getting closer (within 8 m), the rear pod’s speed depends on both their distance and the front pod’s speed. A specific speed control was used for this situation to avoid overtaking. This will be specified in Algorithm 3 in Appendix.

When two pods are getting close to be within 50 m, they would communicate by the “hand-shake” protocols, to exchange informations such as their locations and next paths, to determine platooning or not according to the conditions in Table 2. If pods find conditions to join are all satisfied, they would identify which is at front and which is at rear, then pods would change speeds accordingly. So far, we have set conditions for when pods could join and how they could make it cooperatively. Every pod as an agent is equipped with the same platooning rules, and no central control is required. For other travelling apart from platooning, each pod runs on its own independently as an agent. Hence we have created a multi-agent system simulation for pods’ travel.

Passing node can bring important changes to the prospective platoon. Changes depend on many factors, such as the pod-path case, it is the front or rear pod that is passing a node, etc. When the pod-path case is Case 1: if the front pod only is passing a node, then change the pod-path case to be Case 3; nothing needs to be changed if both the front and rear pods are passing a node. (Notice that it is impossible that the rear pod only is passing a node in Case 1.) For Case 2: if only one pod is passing the node, then it becomes Case 3, otherwise, the platoon is formed successfully directly as mentioned above. For Case 3: if only the front pod is passing a node, this means the distance between the front and rear pods are too far away (over an edge length), then give up platooning (this platooning is failed); if only the rear pod is passing a node, then it becomes Case 1; if both front and rear pods are passing a node, then no setting needs to be changed, in other words pods are still joining in Case 3.

When an (already formed) platoon is passing a node, we took these actions. Check whether any pod is terminating at this node. If so, drop the stopping pod. If there is more than one pod remaining running in the platoon, check whether all the remaining pods are entering the same next path. If so, the platoon keeps going; otherwise, this platoon splits. Group the remaining pods according to their next paths. Let pods going to the same next path form a new platoon to run away. Any pod whose next path is different from all others’ run away alone.

2.3. Uncertainty simulation

This section explains how we incorporated practical uncertainty into simulation through Monte Carlo simulation. For user requests, whether we would receive a request at this second and the requested journey, which is consisting of both a departure node and a destination node, are both decided by uniform random variables. Combining practical experience and system assumptions, we used a uniform random variable to set that, 7% users cannot show up at their departure nodes within 3 min after their pods’ arrival, and those arriving in time would show up at a time between 10 s to 3 min equally likely after the pods’ arrival. Then an identity recognition which takes 10 s would open the door.

Time for users to getting on board can be varied between seconds to minutes. In practice, those taking lots of luggage, wheelchair, stroller, children, older people or disabled people would need more time and it is these people who are very likely to occupy a large proportion of the potential users, as people travelling with fewer belongings may either take a taxi to save time or simply walk to their destinations. Considering this, we set the average time duration to be 20 s. It is natural and reasonable to use exponential distribution to simulate the time duration for loading or unloading passengers. Therefore the relevant time duration in our simulation follows an exponential distribution with mean 20 s plus a constant 5 s for door’s opening and closing.

As mentioned in Section 2.2, our simulation considered the uncertainty in Condition 5, which requires pods can “see” each other. We used uniform random variables based on the distance between the two pods and their pod-path case to decide whether Condition 5 holds. In our setting, the closer they are, the more likely that they find each other, because the less likely that they can be blocked by other obstacles. We also considered in practice, it would be easier for pods to find each other when they are running on the same path. In other words, we set that pod-path Case 1 has relatively more chance than other two cases (while the distance is same).

Since the practical shared environment is rarely smooth like a rail, we considered small fluctuations in pod’s speed. So the pod’s speed was set to be normally 80% of the speed limit plus a small noise, without exceeding the speed limit. As we know, the noise is a normal random variable with mean 0. The standard deviation was set to be 0.06, this is because such setting can guarantee the random change of pod’s speed from last second is usually not greater than 0.36 m/s.

After arriving to the destination, those who get on slowly usually also get off slowly, and vice versa. So for the same user request, we simulated the time to unload users through a normal distribution with mean equivalent to their loading time.

2.4. Map setting and user demand location pattern

This simulation study has two main parts. The first part is to investigate a specific problem: how deployment would affect pod platooning and the benefit of it. To eliminate the influence of randomness of user requests’ arrivals, we set that fixed numbers of requests can be received in every second. To eliminate the influence of various map shapes on this problem, we used the uniform square grid maps, which is shown in Fig. 3a. On such a map, each edge is of the same length and nodes are equally distributed. We also set the location pattern of user demand is uniformly distributed. In other words, a journey can be any two different nodes on the map and each node can be requested equally likely.

The second part of this simulation study is to provide a practical estimation of the system performance. The map in Fig. 3b was designed to be more representative of real-world city layouts, with higher path density in the centre and sparser longer paths in the outer area. We set three zones and four hotspots. Zone 1 is the centre of the map and comprised of 25 nodes; zone 2 surrounding zone 1 has 68 nodes; zone 3 is the outer most zone containing 56 nodes. In addition to the 4 hotspots, the map has 153 nodes in total. The four hotspots represent key focal points for people in a city, for example, business centre, train and bus stations. The whole map is of 3.2 km×3.2 km. The centre area is of 400 m×400 m with each edge length 100 m. The inner and outer square areas have path lengths 200 m and 400 m respectively. The speed limits for the centre, inner and outer areas were set to be 9 km/h, 15 km/h and 22 km/h respectively.

On the uniform grids, user request would be rejected if there is no pod available. For the three density zone map, we added a waiting list.
for user requests to the simulation algorithm. When a pod becomes available, waiting requests will be served on a “first come first served” basis.

We designed the location pattern of user demand such that, hotspots and centre get higher travel frequencies than other places. Specifically, 1) the probability that each hotspot get requested is 0.06; 2) zone 1 would be travelled from/to with probability 0.2 and each node would be requested equally likely, which means the probability of getting requested for each node in zone 1 is 0.008; 3) other 124 nodes would be requested with probability 0.56 in total and each node would be requested equally likely, which means each remaining node has the request probability 0.0045.

The histogram in Fig. 4 shows the distribution of journey distance from 50,000 simulated requests. Around 11% requested journeys have distance between 1.2 km and 1.3 km. Journeys over 4 km are negligibly few. Under this location pattern, most journeys are within 2 km and the average journey distance is 1579 m.

2.5. User demand time pattern

To ensure the second part of the simulation study is as close to practice as possible, we not only designed a practical map (Fig. 3b) and a location pattern of user demand, but also simulated user requests’ arrivals according to Poisson processes and practical time patterns.

While the simulation of requests’ arrivals, we generated a sequence of exponential random numbers, to represent the time interval between two consecutive user requests. Since our simulation time unit is one second, we discretised the time point. For example, if a user request arrives at time 2.3 s, then we treat it as the 3rd second.

Our user demand to travel should have a similar time pattern as the road and rail traffic. This user demand was generated based on a previous study [36], which used traffic count data of all motorised vehicles in Coventry city centre in a 10 year period. The data sources are OpenStreetMap (OSM) and the Department of Transport [37]. In addition, we also incorporated visit counts from Google map into our time pattern setting. In this way, we set the time pattern of user demand for weekday (Mon–Fri) and weekend (Sat–Sun). Fig. 5 shows the Poisson rate, which means the average number of requests we can receive in one second, for each hour from 06:00 to 24:00.

Fig. 5 a presents time pattern of user demand for a weekday. We set rush hours in the morning and afternoon. In 06:00–07:00 and 08:00–09:00, we can expect to receive one request in 2 s. In 07:00–08:00, user demand would reach the highest level of one request per second. After 09:00 the demand decreases. At noon, the average time intervals between two consecutive user requests are 8 s. In 16:00–17:00 and 17:00–18:00, we can expect a request in 1.5 s and 2 s respectively. Later user demand would decrease.

Fig. 5 b shows the time pattern of user demand for weekend. Different to weekday, there is no rush hours in the morning or afternoon on weekend. Instead, user demand becomes highest around noon. In 11:00–14:00, we can expect to receive a request in average 2 s, which becomes 2.5 s in 14:00–16:00. Then user demand would drop. At late night, we would have slightly higher demand on weekend than on weekday.

2.6. Simulation algorithm

According to the Poisson rate set in Fig. 5, we simulated the arrivals of user requests as a non-homogeneous Poisson process. Algorithm 1 shows how we simulated user requests in terms of when we receive the request and the requested journey.

At each second of the simulation, the dynamic system is updated according to Table 4. Steps 3–6 are specified in Algorithm 2–5 in Appendix.

Given user requests, the system would start from finding pods to serve the requests, which is the Step 1 in Table 4. Then what will happen before departure of the requested journey is simulated in Step 2. Pod’s speed depends on its running mode, so the first thing once a pod can move is to check platooning opportunity, which is Step 3. If a pod can join other pods, some status needs to be determined immediately, for example, the pod-path case, it is front or rear pod. The speed setting for
Table 4
Algorithm steps.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1: Pod dispatch</td>
<td>For user request received at this second, find the available pod and dispatch the closest one to the departure node, otherwise reject this request (for uniform grid map) or add this request to the end of the waiting list (for the zoned map).</td>
</tr>
<tr>
<td>Step 2: Before departure</td>
<td>If users fail to show up in time at the departure node, cancel the request and set the pod free. Otherwise, users would get on board, listen to the safety announcement then depart.</td>
</tr>
<tr>
<td>Step 3: Check platooning opportunity</td>
<td>For all running pods, check whether they can platoon according to the platooning conditions (in Section 2.2).</td>
</tr>
<tr>
<td>Step 4: Set platooning</td>
<td>For joining pods in prospective platoons (running mode (2)), determine which pods are at front or rear, then set their speeds and check whether the platoon is formed successfully at this second according to the distance between the front and rear pods.</td>
</tr>
<tr>
<td>Step 5: Pods running forward</td>
<td>For all running pods, set speeds and locations at next second. Set speed for platoons (running mode (3)) and pods running alone (running mode (4)) at this second. Then set location for all running pods at this second.</td>
</tr>
<tr>
<td>Step 6: Check path update</td>
<td>Check whether any pod is passing a node and determine what to do. Pod within 4 m to its next node is considered to be passing that node. Then pod will enter the next path or terminate if that node is the destination.</td>
</tr>
<tr>
<td>Step 7: After arrival</td>
<td>After arrival at the destination, wait for users to get off and then set the pod free.</td>
</tr>
</tbody>
</table>

a joining pod is complex, as it depends on the distance to other pods. These are determined in Step 4. Finally we can let all running pods move forward by straightforward settings and this is Step 5. When a pod is passing a node, many corresponding attributes or status, such as it is terminating or not, the platooning is successful or failed, change of pod-path case, whether other pods in the same prospective platoon can still try to join as before, may all change consequently. The complicated changes caused by this are determined in Step 6. If the pod is arriving at the destination node, Step 7 tells roughly the pod’s job before it becomes available to other users, which goes back to step 1.

In step 6, the distance tolerance for a pod to reach its next node is 4 m. This is because the simulation time unit is 1 s and a 4-m tolerance can avoid that when pod runs fast, both distances before and after its passing are too far to be detected. The maximum legal speed limit 24 km/h is equivalent to 6.667 m/s. So a circle with radius of 4 m can always cover the pod’s location at the second right before or after its passing, even at the maximum speed.

In addition, the simulation tells pod’s location by both its 2D location coordinates and tracking the nodes they’ve passed, as the route in this study is a sequence of adjacent nodes. Since rerouting is not considered, tracking nodes can guarantee that temporary changes of pod’s direction such as bypassing or turning around will not confuse the system. This is also helpful when some paths are very close or an intersection node is connecting several paths from close directions.

2.7. Limitations

As this study is being conducted as part of a project ending soon, there are some limitations worth discussing. For example, in order to simplify the user generation process and avoid scheduling problem, we did not consider users’ pre-booking, pre-allocation of pods (to hotspots), allocation of supervisors and pod charging. To avoid the complexity on optimisation, we did not consider request swap, which means that after a user request was assigned to a pod, another pod closer to the pickup node becomes available, then the closer pod will take that request instead.

We realise that in practice, supervision work may be more than necessary. For example, when a platoon splits to several pods, each pod or new smaller platoon will need a supervisor, for simplicity we did not consider that these supervisors should actually get ready before a platoon splits in the simulation. However, these are negligible compared to the total supervision cost. Due to time limits, the low acceleration rate was considered only for platooning, and more other uncertainties such as pedestrian interference was ignored but corresponding work may be set later.

3. Results and discussion

We used Monte Carlo method to simulate what would happen in the transport service system per second, given the map setting and user demand patterns, adopting the designed pods’ platooning rules, considering practical uncertainties. Simulation of the dynamic system was mainly from the pods’ travelling point of view, but also included the influence of users’ behaviours. The transport service is ready for operation in our simulation, let us start experiment on it.

Starting by a pre-trial study, we will firstly identify how deployment could affect platooning and the consequent benefit, through computer simulation and statistical regression analysis, in Section 3.1; then we will find a suitable fleet size before conducting trials for one day of service, according to different patterns of user demand for weekday and weekend, in Section 2.5.

3.1. Study using uniform grid map

In this section, we investigate the influencing variables about deployment on platooning, using the uniform square grid maps. We focus
on supervision cost reduced by platooning, which is of great interest to the industry. To quantify this benefit, we calculated the overall reduced supervision time in percentage, which is defined as

overall reduced supervision time in percentage

\[
\frac{\text{total reduced supervision time}}{\text{total supervision time without platooning}}
\]

Total reduced supervision time is the sum of reduced supervision time in every second over the simulation time. In every second, the fleet has:

reduced supervision time = supervision time without platooning

- supervision time with platooning.

Since we assume that supervisors would not work on a pod stopping at a node, the supervision time without platooning is equivalent to the fleet’s travelling time. In one second, this is equivalent to the number of running pods.

Without prior knowledge on map size and fleet size for platooning, we conducted a pretrial study by simulating different fleet sizes running on three sizes of maps for different levels of user demand. We found that when user demand is fixed at one request per second, platooning can reduce almost 18% overall supervision time for a fleet of 300 pods running on a small map of 1 km×1 km. However, this benefit is reduced to only 1.2% when we have 1600 pods running on a large map of 15 km×15 km. Since the benefit of platooning on such a large map is negligible, we decided not to consider such a large area in the formal study. The dramatic difference inspired us that, it is the pod density with respect to map area that makes a difference instead of the number of pods. Therefore, we conducted the following study.

We simulated different pod densities on different sizes of maps but using the same request densities. The maps we used for this problem are uniform grid of edge length 100 m. We used three maps of 1 km×1 km, 3 km×3 km and 5 km×5 km. A larger area should cover more people and thus should have higher user demand. We set the user demand to be one request in every 1 km² in every second. This is a very high user demand over the fleets’ capacities in the trials. So pods are almost always busy in service and most are travelling. For each map, pod densities are chosen to be 50, 100, 150 and 200 pods in every 1 km². In total, we simulated 12 cases shown in Table 5.

To obtain steady results, we simulated 30 h of the system. Results are shown in Fig. 6a. By comparing the three lines, we found that larger maps can yield more supervision cost saving, under the same request density and pod density. By looking at each line, we found that a higher pod density can reduce more supervision time.

Based on the simulation result, we obtained the following regression model using RStudio after lots of trials:

Overall reduced supervision time in percentage

\[
= 2.8 \times \log(1.6 + \text{Dens}_\text{edge}) \times \log(\text{Num} \_\text{Jrne})
- 1.5 \times \log(\text{Num} \_\text{Jrne}) + 2.4.
\]

The variable \text{Num} \_\text{Jrne} means number of journey choices, namely how many ways to choose two different nodes from the map, as departure and destination nodes of a journey. For example, the map of 1 km×1 km has 121 nodes, then there are 14,520 (121 × 120) journey choices. The variable \text{Dens}_\text{edge} means pod density with respect to edge, namely how many pods we have for each edge, i.e., for every 100 m. Table 6 shows the numbers of nodes, edges, journey choices and pod density with respect to edges.

The regression model indicates that, supervision time reduction is negatively related to the number of journey choices, positively related to the product of the pod density with respect to edge and the number of journey choices. Moreover, the model tells us two points. Firstly, the more pods we have over every 100 m on the map, the more supervision time can be reduced by platooning. Secondly, a larger map has two opposite influences: on one hand, on a larger map, pods can deliver longer journeys, so during the journey they have more chance to meet other pods sharing some common paths, which can lead to

---

**Table 5**

<table>
<thead>
<tr>
<th>Map (km)</th>
<th>Map area (km²)</th>
<th>Requests per second</th>
<th>Number of pods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 1</td>
<td>1</td>
<td>1</td>
<td>50, 100, 150, 200</td>
</tr>
<tr>
<td>3 x 3</td>
<td>9</td>
<td>9</td>
<td>450, 900, 1350, 1800</td>
</tr>
<tr>
<td>5 x 5</td>
<td>25</td>
<td>25</td>
<td>1250, 2500, 3750, 5000</td>
</tr>
</tbody>
</table>

---

**Table 6**

<table>
<thead>
<tr>
<th>Map (km)</th>
<th>Nodes</th>
<th>Edges</th>
<th>Journey choices</th>
<th>Pod density w.r.t edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 1</td>
<td>121</td>
<td>220</td>
<td>14,520</td>
<td>0.227, 0.455, 0.682, 0.909</td>
</tr>
<tr>
<td>3 x 3</td>
<td>961</td>
<td>1860</td>
<td>922,560</td>
<td>0.242, 0.484, 0.726, 0.968</td>
</tr>
<tr>
<td>5 x 5</td>
<td>2601</td>
<td>5100</td>
<td>6,762,600</td>
<td>0.245, 0.490, 0.735, 0.980</td>
</tr>
</tbody>
</table>

---

**Fig. 6.** Overall reduced supervision time in percentage for different pod densities on three maps; (a) Simulation result; (b) Estimation result of modelling.
more platooning; on the other hand, on a larger map, users would have more different journey choices, so relatively speaking, pods are more likely to run on different paths, which can reduce platooning opportunity.

The last column of Table 6 indicates that, while pod density with respect to map area is equal, a larger map can have slightly higher pod density with respect to the edge. This explains why in Fig. 6a, a larger map can yield more supervision time saving.

Estimates of the overall reduced supervision time in percentage given by the model are shown in Fig. 6b. The adjusted R-squared of the model is 0.9969, very close to 1. This means the model explains 99.69% variations of the supervision cost saving. The model has a very good fit and gives accurate estimates. We also checked that the model residuals are acceptable, as residuals are normally distributed with mean 0 and no obvious irregular pattern was found.

A suggestion from the model is, to reduce supervision cost through platooning, we need to increase the travelling pod density with respect to edge, considering that the high user demand keeps most pods travelling. This can be done by increasing the number of travelling pods and reducing the total path length. The influence of pod density with respect to edge was also confirmed from our simulation trials using maps of different path densities but same map size and fleet size. Details on it is not given here due to paper length.

3.2. Study using multiple density zone map

As for the second part of this simulation study, we used the three density zone map in Fig. 3b and location pattern stated in Section 2.4 to predict system performance and user experience. Since the user demand from 06:00 to 24:00 can vary from one request per second on average, to two requests per minute on average, we found the suitable fleet sizes for different levels of user demand. Results are shown in Table 7. The first column shows the average time interval between two consecutive requests in time unit second. (Due to time limits, for this table, pods’ regular speeds were set to be 90% of the speed limits.)

These fleet sizes can produce, not only a high fleet efficiency but also acceptable waiting time for users. In this paper, we say a fleet has a high efficiency if most pods are being used and only a few pods are idle. Acceptable waiting time used for Table 7 means that, users who request within the first hour of service can be served immediately, and requests after two hours can still be served within 15 min. The map of 3.2 km x 3.2 km may be used in medium cities such as Coventry and Milton Keynes. This means when shared environments become wide enough in the future, the list can provide a reference for fleet size.

To balance the system efficiency and user experience, we tried simulating 460 pods to serve one weekday, but this fleet size is too small and lead to four-hour waiting time for users. Therefore we chose the fleet size to be 500 pods and conducted trials for one day of service in the following two sections.

<table>
<thead>
<tr>
<th>Average time interval between requests (s)</th>
<th>Average number of requests in 1 min</th>
<th>Suitable fleet size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60</td>
<td>750</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>400</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>270</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>200</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>160</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>140</td>
</tr>
<tr>
<td>8</td>
<td>7.5</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>80</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>40</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>27</td>
</tr>
</tbody>
</table>

3.2.1. Weekday trial

This section shows our simulation result of 500 pods in a weekday of service from 06:00 to 24:00. The normal speed setting was used, namely the pods’ regular speeds are 80% of the speed limits.

Fig. 7a shows the dynamic fleet efficiency in a weekday from 06:00 to 24:00. Fleet efficiency has similar pattern as user demand shown in Fig. 5a. During the rush hours in the morning and afternoon, fleet efficiency keeps at 100%. This means all pods are busy in service in rush hours. During the off-peak hours between 11:00 and 15:00, only 20% to 30% pods are in service and most pods are idle. At 20:00, only 20% pods are in service. Then fleet efficiency tends to drop.

Fig. 7b shows the total journey length the fleet travelled in each hour. During the rush hours in the morning and afternoon, the fleet of 500 pods can travel 5000 km in an hour. Fleet journey length has similar pattern as fleet efficiency and user demand.

Fig. 8 shows the dynamic proportions of pods running in different modes in a weekday. The blue, green and red lines represent pods running in mode (1), (2) and (3) respectively, namely running alone, joining and running in a platoon respectively, as defined in Section 2.2. The figure shows that there are always more pods running alone than joining or running in platoons. During rush hours in the morning and afternoon, over 20% pods are running in a platoon, roughly 30% pods are cooperatively joining and almost 50% pods are running alone. At noon, user demand drops and most pods are idle, so only less than 5% pods are in platoons. After 22:00, pods joining or in platoons are negligibly few.

Fig. 9 shows the dynamic benefit of platooning with 500 pods in a weekday. Fig. 9a shows the percentage of reduced supervisors,
Fig. 8. Percentage of pods running in three modes in a weekday. Blue dash-dotted line: pods are running alone – mode (1); Green thick solid line: pods are joining – mode (2); Red dashed line: pods are running in a platoon – mode (3).

Fig. 9. Reduced supervisors needed in a weekday: (a) Percentage reduction in supervisors needed; Blue dash-dotted line: the reduced supervisors needed at every second; Red thick solid line: hourly average of the reduced supervisors needed; (b) Number of supervisors needed with and without platooning; Green thick solid line: supervisors needed without platooning; Red dashed line: supervisors needed with platooning.

with blue dash-dotted line and red thick solid lines respectively representing the reduced percentage in every second and the average in each hour. In Fig. 9b, the red dashed line and green thick solid line represent how many supervisors needed with and without platooning respectively. It can be seen that supervision reduction has similar time pattern as the fleet journey length, fleet efficiency and user demand.

During rush hours in the morning and afternoon, we need approximately 320–330 supervisors, approximately 20% supervisors can be saved by platooning, and we would need 400 supervisors without platooning. Around noon, the supervision cost saving by platooning is negligible and the hourly average is only 5%. At 20:00, only 100 pods are enough to serve the relatively low user demand. After that, supervisors needed decreases as user demand decreases and fewer pods are traveling.

Fig. 10 shows how many minutes the users need to wait on average since their requests are received, until available pods are dispatched, until pods have arrived at the departure nodes, until pods carrying users depart. When more than one request were received at the same time, we calculated the average of waiting time for these requests.

Waiting time for pods’ arrivals for picking up and departure both change rapidly in every second and look like very thick lines. This is because these heavily depend on the distance between departure node of the new request and destination of the finishing request. Departure time also heavily depends on how long users can show up and get on board. During the rush hours, all pods are fully used and busy in service. So the time when any pod becomes available heavily depends on the fleet service capacity, instead of on probability or uncertainty. This is why the waiting time for pods’ dispatch is a normal line with only tiny fluctuations. Waiting time for pods’ arrivals for picking up and departure both change rapidly in every second and look like very thick lines. This is because these heavily depend on the distance between departure node of the new request and destination of the finishing request. Departure time also heavily depends on how long users can show up and get on board. During the rush hours, all pods are fully used and busy in service. So the time when any pod becomes available heavily depends on the fleet service capacity, instead of on probability or uncertainty. This is why the waiting time for pods’ dispatch is a normal line with only tiny fluctuations. Notice that waiting time for departure does not start from 0. This is because, after pod’s arrival to the departure node, it needs to wait for the users to show up and get on board, then broadcasts safety announcement, before it can depart.

The three sub-plots all indicate that, users have to wait for very long time during rush hours in the morning and afternoon. Waiting time for dispatch can be longer than an hour in the morning but less than 30 min in the afternoon, because user demand is higher in the morning. In contrast, user requests during off-peak times can be served immediately. If users request a pod at 07:30, then they would need to wait for 30 min before any pod can be dispatched to them. If a request is made at 17:00, then the user would need to wait for 20 min before a pod becomes available, and 40 min before departure.

In summary, platooning during rush hours on weekdays can indeed reduce substantial supervision cost – approximately 20%. Supervision cost saving, platooning opportunity and fleet efficiency all have similar time pattern as that of user demand. We notice that, the major-
ity of pods are idle at off-peak midday, while users have to wait for a long time during rush hours, so the fleet operator may want to adjust user demand or deployment to balance the efficiency and user experience. Besides, the service after 20:00 may be cancelled due to low demand.

3.2.2. Weekend trial

This section shows our simulation result of 500 pods on weekend from 06:00 to 24:00, with the same speed setting used in Section 3.2.1.

Fig. 11 shows the dynamic fleet efficiency on weekend from 06:00 to 24:00. Fleet efficiency on weekend has similar pattern as user demand shown in Fig. 5b. On weekend, there is no rush hour in the morning or afternoon, instead we expect to receive more user requests around noon, when fleet efficiency can reach the highest level, 80% approximately. This means 20% pods are still not used in busiest periods on weekend, and at most 400 pods are in service. Before 10:00 and after 18:00, less than 40% (200 pods) are used. Recall that the fleet can travel at most 5000 km in an hour on weekdays, while this is reduced to 3300 km on weekends due to lower user demand.

Fig. 12 shows the dynamic proportions of pods running in different modes on weekend. Similarly to weekday, there are always more pods running alone than other two modes on weekend. During the busiest hours around midday, pods’ have the most running and platooning. Approximately 12% pods are running in platoons, 17% pods are joining and 40% pods are running alone. Platooning in other time periods is negligible. This is in contrast to the weekday, when 25% pods are running in platoons during rush hours, which is reduced to 12% for weekend around noon. On weekend, we have fewer journeys and hence less platooning.

Fig. 13 shows that the dynamic benefit of platooning with 500 pods on weekend. Demand for supervisors is high when pods travel the most, namely when user demand is high, i.e., around noon for weekend. Approximately 270 supervisors would be needed if pods do not share supervisors. Platooning can reduce this number to 220. This is in contrast to the weekday, when we can save up to 25% of the reduced supervisors with hourly average of 20%. On weekend, these are reduced to 20% and 14% respectively, due to lower demand and less travel.

Fig. 14 shows how many minutes the users need to wait on weekend. The simulation result shows that all user requests can be served immediately. In other words, users do not need to wait for pods’ dispatch. This is because we have more than enough pods.

Recall that fleet efficiency in Fig. 11 shows 500 pods are not fully utilized. Fig. 14a shows usually it would take 2–5 min for a pod to arrive at the departure node after the request is received. This waiting time is

![Fig. 11. Fleet efficiency on weekend from 06:00 to 24:00.](image)

![Fig. 12. Percentage of pods running in three modes on weekend. Blue dash-dotted line: pods are running alone – mode (1); Green thick solid line: pods are joining – mode (2); Red dashed line: pods are running in a platoon – mode (3).](image)

![Fig. 13. Reduced supervisors needed on weekend; (a) Percentage reduction in supervisors needed; Blue dash-dotted line: the reduced supervisors needed at every second; Red thick solid line: hourly average of the reduced supervisors needed; (b) Number of supervisors needed with and without platooning; Green thick solid line: supervisors needed without platooning; Red dashed line: supervisors needed with platooning.](image)

![Fig. 14. Users’ waiting time for pods’ arrivals to the departure nodes and departure, on weekend; (a) Waiting time for pods’ arrivals to the departure nodes; (b) Waiting time for departure.](image)
still less than 10 min at the busiest midday. Fig. 14b shows that usually users can depart for destinations within 10 min. This is much better than the rush hours on weekdays.

In summary, compared to weekday, we would need fewer pods, have less travel, less platooning and less supervision saving on weekend; although 14% supervisors can be saved by platooning around noon; the benefit is that users can be served immediately on weekend and avoid long waiting time as in rush hours on weekdays.

Fig. 13b shows fewer than 300 pods are running at the same time, so we simulated 300 pods to serve the weekend and but found it is not enough. This is because some pods in service are waiting at nodes for users. Then according to the fleet efficiency, which indicates at most 80% pods are in service, we estimate that 400 pods should be enough.

In addition, we also tried different speed settings. Recall that in Sections 3.2.1 and 3.2.2, pods’ regular speeds are 80% of the speed limits – 9 km/h, 15 km/h and 22 km/h for zone 1, zone 2 and zone 3 respectively. We changed the speed setting to be 90% of the speed limits – 12 km/h, 18 km/h and 24 km/h, for weekday trial. Our simulation results show obvious differences for afternoon rush hours: fleet efficiency drops from 100% to 85%; percentage reduction in supervisors needed drops from 20% to 12%; user requests can be served immediately. This is because the faster travelling increases fleet’s service capacity, to be greater than user demand. Under previous speed setting, the service capacity is lower than the user demand in the afternoon. With or without platooning, both numbers of supervisors needed drop slightly. The number of supervisors needed with platooning drops from 320–330 to 300, although slightly less pods are running in a platoon. In the morning, fleet’s hourly travel distance increases from 5000 km to 6000 km; users’ waiting time to be served drops from 70 min to 35 min. We also changed the speed setting to be 60% of the speed limits – 9 km/h, 15 km/h and 22 km/h, for weekday trial. Our simulation results show more platooning and supervision savings, but at the expense of requiring more supervisors, and users’ waiting time is unacceptably long.

In summary, we found that pods’ faster travel can lead to shorter waiting time for users, less picking up, less travel, requires fewer supervisors although less platooning is yielded. Less travel is because faster delivery means shorter journey times and therefore more available pods. When many pods are available, the closest pod would be chosen and dispatched to take the request.

4. Conclusions

This paper presents a simulation study of a low-speed electric autonomous transport system, consisting of pods, running on shared urban environments, with ability to cooperate to form platoons. This is the first simulation study on supervision cost reduction by EAV platooning. The on-demand transport strategy adopted for this study, is designed to help address the “last mile” challenge, to ensure accessible convenient public transport.

The main contribution of this paper is that it provides a framework for low-speed AV platooning in shared urban environments and a prospect for opportunistic pod platooning without prior planning in the real world.

We found from the simulation that platooning can reduce substantial supervision cost. Specifically, approximately 20% supervision cost during peak times on weekdays and 14% supervision cost at midday on weekends can be saved. For a weekday on the multiple density zone map, we found that 400 supervisors are sufficient for a fleet of 500 pods without platooning, as not all pods in service are running and pods waiting for users do not need a supervisor. This can be reduced further to only 330 supervisors when platooning is employed.

An most important benefit of platooning is supervision cost reduction, its influencing factors of it is identified by computer simulation and statistical modelling. Corresponding suggestions were provided: increasing travelling pod density with respect to total path length, which can be done by increasing user demand, and reducing journey choices. Various practical uncertainties such as noise and users’ absence were considered. Arrivals of requests were simulated by reasonable Poisson processes. Practical time and location patterns of user demand were set. System performance and user experience were evaluated from several aspects. Users usually can be served immediately except rush hours on weekdays, when they need to wait for long. We also provided a reference of suitable fleet sizes for different levels of user demand, according to system efficiency and user experience.

In addition, our simulation result suggests that the service supplier may want to change some business strategies before deployment, for example, to balance the fleet efficiency and users’ waiting time caused by current user demand pattern, and to cancel the service after 20:00 due to low demand.

We incorporated practical uncertainties into the simulation by Monte Carlo method, using suitable stochastic models based on real data. The algorithms built for this study can be used as a platform for further investigation of practical uncertainties in transport service systems.

As the transport system studied in this paper is new and still under development, some problems are still to be addressed, which would require further research to be conducted. For example, users’ pre-booking, pods’ pre-allocation, setting main roads and optimising pods’ routes without disturbing user experience. Bringing this service to the real world requires contributions from various fields.
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Appendix A

```
for every two pairs of pods running alone do
  if two pods can join then
    create a prospective platoon;
  end
end

for every single pod and platoon do
  if pod and platoon can join then
    add the pod into the platoon to form a bigger prospective platoon;
  end
end

for every two pairs of platoons do
  if two platoons can join then
    add one platoon to the other to form a bigger prospective platoon;
  end
end
```

Algorithm 2: Simulation algorithm for Step 3.
foreach prospective platoon do
    if pod-path Case 1 then
        determine which pods are at front and rear;
        set speeds and update platooning status according to their distance;
        front pods speed(t) = max(0, max(0.5, front pods speed(t-1)-0.8) + noise);
        calculate distance between front and rear pods;
        if distance > 8 m then
            rear pods speed(t) = min(min(rear pods speed(t-1)+0.8, speedlimit) + noise, speedlimit);
        else if distance > 5 m then
            rear pods speed(t) = min(5 m/s + front pods speed(t), speedlimit);
        else if distance > 3 m then
            rear pods speed(t) = min(distance + front pods speed(t), speedlimit);
        else
            this prospective platoon becomes a platoon;
        end
    else if pod-path Case 2 then
        for every pod in the prospective platoon do
            speed(t) = min(speed(t-1)+ speed(t);
        end
    else if pod-path Case 3 then
        determine which pods are at front and rear;
        set speeds and update platooning status according to their distance;
    end


foreach prospective platoon do
    foreach pod in the prospective platoon do
        location(t) = location(t-1) + speed(t);
    end
    endforeach
    foreach pod running alone do
        speed(t) = min(80% * speedlimit + noise, speedlimit);
        location(t) = location(t-1) + speed(t);
    endforeach
    foreach platoon do
        calculate speed and location for the leading pod:
        speed(t) = min(80% * speedlimit + noise, speedlimit);
        location(t) = location(t-1) + speed(t);
        for every pod in the platoon do
            speed(t) = leading pod speed(t);
            location(t) = leading pod location(t);
        end
    endforeach

Algorithm 4: Simulation algorithm for Step 5.

foreach prospective platoon do
    if distance (location(t), next node) < 4 m then
        if next node is the destination then
            this pod will terminate at the destination;
        else if this pod is in a platoon or prospective platoon then
            drop this pod from the platoon or prospective platoon;
        else
            this pod will enter the next path;
        end
    end

foreach platoon do
    if the platoon is passing a node then
        group remaining running pods according to their next paths;
    foreach group do
        if this group has only one pod then
            this pod leaves alone;
        else
            these pods become a platoon;
        end
    endforeach

foreach prospective platoon do
    if both parts are passing a node then
        check platooning opportunity according to pods’ current and next paths;
        let corresponding pods become a platoon or a prospective platoon;
        update pod-path Case 2 to be Case 1;
    else if only front part is passing a node then
        if pod-path Case 1 then
            check whether this platooning fails due to front part is terminating;
            check whether any pods can cooperate to join as pod-path Case 3;
            check whether any pods from the same (front or rear) part can become a platoon;
            update pod-path Case 2 to be Case 3;
        else if pod-path Case 3 then
            check whether this platooning fails according to Section 2.2;
            check whether any pods from the same (front or rear) part can become a platoon;
        else if only rear part is passing a node then
            update pod-path Case 2 to be Case 3;
            update pod-path Case 3 to be Case 1;
        end
    end
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