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Summary:

As sessile organisms, plants must be able to adapt to and exploit their environment in order to survive. A key aspect of this is the ability of plants to remodel their root system architecture in order to carry out the essential functions of providing anchorage and nutrient and water uptake from the surrounding soil. Soil typically contains a huge variety of microorganisms which will likely include species which are potentially harmful or beneficial to the plant, as well as a range of abiotic conditions.

One way in which plants can adapt their root systems in response to their environment is via the formation of new lateral roots. Lateral roots generally emerge perpendicularly to the primary root or other lateral roots and increase the surface area of the root system and the range of exploration. Genes involved in the regulation of lateral root formation in *Arabidopsis thaliana* were investigated by using fluorescence activated cell sorting over a timecourse. Gene expression changes over time in response to nitrogen application or *Sinorhizobium meliloti* inoculation, both of which are associated with the regulation of lateral root development, were investigated in cells of the pericycle, from which lateral roots derive, and an overlaying cell type, the cortex. Gene expression was found to be highly cell-type specific between the two cell types and this was conserved during environmental responses.

The formation of root nodules by legumes represents another quintessential example of a modification of the root to adapt to the environment. During conditions of nitrogen starvation, the plant can form structures on the root which can be colonized by symbiotic nitrogen-fixing bacteria in the soil called rhizobia. In the nodule, atmospheric nitrogen is reduced by the bacteria and utilized by the host plant. The intersection between plant defence responses and symbiosis was investigated in the model legume *Medicago truncatula* to try and identify genes involved in distinguishing rhizobia as symbionts rather than as pathogens. Putative novel markers of defence and symbiosis were identified that may underpin this transition.
Chapter 1: Introduction

Plant root architecture and the environment:

Plant roots are important for providing anchorage to the soil and facilitating nutrient and water uptake. In order to optimize their root systems for these functions, plants must be able to fine tune their root system architecture in response to their environment (Lynch, 1995). This need to fine tune is further complicated by the need to respond to a wide range of short-term biotic and abiotic stresses which affect resource allocation as well as growth. Plant root systems are capable of an exquisite level of plasticity and this serves as a mechanism by which they can adapt to their environment. As part of this mechanism, the plant must continue to integrate a multitude of diverse and often antagonistic signals when making developmental decisions. The molecular basis of this mechanism is the differential expression (DE) of genes; different environmental conditions will lead to the activation or repression of specific transcription factors (TFs) which in turn leads to different patterns of gene expression, the activity of which facilitates different developmental outcomes.

Much research has been carried out towards understanding the molecular basis of how plants regulate various developmental processes during environmental responses but this research is made difficult by the nature of these responses. Many of these responses occur over relatively long periods and involve different cell types maintaining vastly different transcriptional programs whilst still working in a concerted fashion.

Lateral root formation enables plants to adapt to their environment:

As sessile organisms, plants must source all the nutrients they need for growth from their local environment. The majority of nutrients plants require for growth are obtained from the soil so it is one of the primary functions of the root system to maximize the uptake of these. Plants meet this goal by ensuring their roots grow in the direction of nutrients. Growing from only a single (primary) root would reduce the likelihood of finding nutrients in addition to providing
extremely poor anchorage. Therefore, plants are able to induce branching in
their root systems to maximize soil exploration and nutrient uptake. The
formation of these branches, or lateral roots (LR), is a highly regulated process
controlled by a diverse range of stimuli including nutrient status, abiotic
stresses and even interactions with microorganisms in the rhizosphere that
can both positively and negatively influence the morphogenesis of new LRs
(Benkova and Bielach, 2010).

**Stages of lateral root morphogenesis:** LR formation involves forming an
totally new organ from an initially very small number of cells. LR initiation
originates deep inside the root and thus requires co-ordinated action between
multiple different root cell types for the root to eventually emerge through
overlaying tissues. Because LR formation is best understood within the plant
*Arabidopsis thaliana* (Figure 1.1), the following information is based on LR
formation in this model. However, the mechanism appears to be highly
conserved across other higher plant species such as *Medicago truncatula*
(Herrbach *et al.*, 2014).

LR formation can be considered to begin with the specification of a
founder cell. Accumulation of the plant hormone auxin in a single cell of the
xylem pole pericycle is sufficient to drive differentiation into a founder cell by
activation of the transcription factor (TF) *GATA23*. (De Rybel *et al.*, 2010;
Dubrovsky *et al.*, 2008). Cells which have adopted founder identity (as
controlled by *GATA23* expression) then start to undergo changes. The nucleus
migrates to a pole of the cell which then begins to divide asymmetrically,
producing unevenly sized daughter cells and giving rise to a structure called
the lateral root primordia (De Smet *et al.*, 2006). At this stage, the process may
be aborted by the alteration of cytokinin signalling which is able to inhibit
founder cell division (Laplaze *et al.*, 2007).
Figure 1.1: Stages of lateral root emergence in *A. thaliana*. Lateral root formation begins with the specification of founder cells (A) in the pericycle. These founder cells begin to divide (B) both radially and periclinally to form a lateral root primordia (C). Continued cell division lead to the expansion of the primordia and its emergence through overlaying tissues (D) before the lateral root primordia develops its own active meristem (E) and commences outgrowth into the surrounding environment. Adapted from Banda *et al* (Banda *et al.*, 2019).
Broadly, the next stage of LR development is outgrowth. After several rounds of cell division, a dome shaped structure is formed as additional pericycle cells distort the structure of the overlaying tissues. Once the primordia is several cell layers deep it develops its own meristem (Laskowski et al., 1995). At this stage the emergence of a new LR is not inevitable as the LR primordia is still subject to regulation by the overlaying cells and stress signalling. The plant hormone abscisic acid (ABA) is responsible for inducing quiescence of LRs (De Smet et al., 2003). This may be mediated by the MYB93 TF which is induced by ABA and expressed specifically in the endodermis overlaying LR primordia and serves to inhibit LR emergence (Gibbs and Coates, 2014; Gibbs et al., 2014).

Following outgrowth is emergence when the LR primordia irreversibly commits to becoming a LR and breaks through the overlaying tissues. Crossing the epidermis represents a particular challenge due to the presence of a lignin diffusion barrier called the Casparian strip that exists between endodermal cells. Selective breakages in the Casparian strip and shrinkage of endodermal cells allows the primordia to traverse the endodermis without affecting the integrity of overlaying cells and still protecting the vasculature from diffusion (Vermeer et al., 2014). Auxin signalling via the cortical and epidermal auxin transporter LAX3 (Auxin1-like protein 3) leads to loss of cross-linking between cells allowing the LR to grow through the now separated cells in these layers (Peret et al., 2009).

Now free from the mechanical constraints of the overlaying tissue, the new LR is able to grow outwards into the environment, enabling the plant to forage for resources. Although LRs predominantly arise from the primary root, it is possible for LRs to initiate from an existing LR, giving rise to second or even third order LRs. It should be noted that it is also possible, although rare, for roots functionally analogous to LRs to emerge from the shoot in some species, including *A. thaliana* (Gutierrez et al., 2012). These roots, called adventitious roots, are usually formed in response to mechanical or environmental stress (Bellini et al., 2014).

**Factors influencing root system architecture:** Plants integrate a diverse range of cues when regulating when and where to form new LRs. One of the
most potent external stimuli that influences root architecture is the form and availability of nutrients, particularly nitrogen in the form of nitrate. Proliferating roots towards areas rich in a key nutrient (foraging) is crucial for plants to adapt to their environment. The formation of new LRs is understood to be induced following a transition from deplete to replete nitrate (Linkohr et al., 2002; Walker et al., 2017; Zhang and Forde, 1998). A MADS box TF, ANR1 (Arabidopsis Nitrate-Regulated 1), has been shown to be essential for orchestrating this response by stimulating lateral root emergence (Gan et al., 2005; Zhang and Forde, 1998). Conversely, LR initiation is repressed under low nitrate. As this phenotype is lost in a mutant of nitrate transporter nrt2.1, it seems NRT2.1 (Nitrate Transporter 2.1) mediates this inhibition, suggesting it has an additional function as a nitrate sensor (Little et al., 2005).

Water foraging and osmotic stress also influence root architecture significantly. Osmotic stress has been shown to repress (via the action of ABA) LR formation in A. thaliana (Deak and Malamy, 2005) and the cereals Zea mays and Hordeum vulgare (Babe et al., 2012). More recent work in the latter two species has suggested that the repression may be specific to LRs not in contact with water. This is via a response termed xerobranching which occurs when ABA accumulates in root sections near air spaces in the soil and prevents LR primordia initiation (Orman-Ligeza et al., 2018). LRs are known to preferentially emerge from the root towards water sources (hydropatterning). Hydropatterning is auxin-dependent but is unaffected in ABA mutants which suggests that it is a distinct process from the aforementioned water stress response (Bao et al., 2014). Subsequent work has shown this depends on LBD16 (Lob domain-containing protein 16) expression in founder cells which itself depends on the TF ARF7 (Auxin Response Factor 7); when roots are exposed to air SUMOylation of ARF7 disrupts it binding to LBD16 and auxin signalling is disrupted (Orosa-Puente et al., 2018).

The effects of salinity on LR development depend on the severity of the salt stress. Mild salt stress seems to promote LR morphogenesis whilst more severe salt stress is inhibitory (Galvan-Ampudia and Testerink, 2011). The mechanism relating to salt perception is not well understood but LR initiation is mediated by auxin accumulation in the primordia as typical in unstressed
conditions (Zhao et al., 2011; Zolla et al., 2010) whilst higher salt concentrations induce accumulation of ABA and thus push the balance in favour of quiescence (Duan et al., 2013).

In addition to abiotic factors, biotic factors may also influence root plasticity. A retardation of systemic growth is a commonly observed phenotype of plants undergoing defence responses, possibly due to the plant reallocating resources from growth to defence. This is distinct from pathogenesis (for example a biotrophic pathogen diverting resources from the plant) as the same phenotype is observed in response to treatment with the immunogenic peptide flg22 which activates innate immunity but is harmless to the plant (Gomez-Gomez et al., 1999). Phenotypes have also been reported in some non-pathogenic plant-microbe interactions; for instance, treatment with the rhizobial symbiont Sinorhizobium meliloti triggers the emergence of new LRs at the expense of elongation in A. thaliana (Walker et al., 2017).

**Nodulation is a symbiosis between legumes and nitrogen-fixing bacteria:**

The formation of root nodules by leguminous plants represents another example of plants altering their root systems in response to their environment. The family Fabaceae (legumes) is set apart for almost all of the rest of the plant kingdom by the ability of most of its family members to enter symbiosis with soil-dwelling nitrogen fixing bacteria called rhizobia. During this symbiosis (nodulation) the bacteria physically colonize specialized structures on the plant root called nodules where they reduce atmospheric nitrogen into forms that can be utilized by the host plant (Oldroyd, 2013).

**Nodule organogenesis requires co-ordination between the epidermis and cortex:** Similarly to lateral root formation, nodule morphogenesis is a process that requires the concerted action of multiple cell types (Figure 1.2). Nodulation typically exhibits a high degree of species specificity with different rhizobial strains showing preference to colonizing particular host species and vice-versa (Albrecht et al., 1999). Although the majority of these interactions are characterized by a similar set of events, nodulation is best characterized
in the model legumes *Medicago truncatula* and *Lotus japonicus* so subsequent information is predominantly based on the events from these models.

**Figure 1.2: Stages of indeterminant nodule formation.** (A) Cross-section of a plant root showing individual cell types comprising different layers of the root; stele (purple), pericycle (red), endodermis (blue), cortex (orange) and endodermis (green). (B) Nodulation is initiated when, in nitrate-deplete conditions, the plant root secretes flavonoids into the rhizosphere. These are detected by nearby rhizobia which respond by secreting Nod factors and are chemoattracted into close proximity of the plant root hairs of epidermal cells. (C) Nod factor perception by the plant results in calcium ion spiking in epidermal cells and the induction of a suite of nodulation-specific signaling and transcription factor genes that lead to both root hair curling that encircles the rhizobia, and initiation of cell division within underlying cortical cells. (D) Trapped bacteria are able to invade the root through a structure called an
infection thread leading to invasion of underlying cortical cells. Rhizobial invasion triggers rapid cell division in the cortex. As the developing nodule continues to grow it breaks through the overlaying endodermis. (E) Rhizobia differentiate into specialized nitrogen-fixing bacteroids and assimilate atmospheric nitrogen for use by their host plant, receiving carbon-based compounds derived from photosynthesis in return. The nodule continues to grow and can eventually exceed the diameter of the root it derived from.

Nodulation begins with signalling cross-talk between legume root hair cells and rhizobia in the soil secreting flavonoids and Nod factors respectively (described in more detail below). This signalling culminates in chemoattraction of the bacteria into close proximity of epidermal root hairs (Bauer and Caetano-Anollés, 1990). As a result of Nod factor-induced localized inhibition of growth at root hair tips, root hairs are induced to curl, creating a pocket in which rhizobia may become trapped (Esseling et al., 2003). Rhizobia then gain entry into the root hair by localized cell wall degradation which is thought to be host-mediated (Xie et al., 2012). Cytoskeletal rearrangements occur in the root hair, giving rise to a structure called an infection thread (Timmers et al., 1999). By dividing towards the root, the bacteria in the IT are able to traverse the infection thread which ultimately extends into underlying cortical cells (Gage, 2004).

Concurrent with root hair curling and infection thread formation in the epidermis is de-differentiation and division of the first two layers of underlying cortical cells giving rise to a nodule primordia which will become the nodule meristem (Patriarca et al., 2004). The nodule continues to grow in size and can eventually host as many as $10^9$ bacteria (Downie, 2014). However, there is a distinction between legumes in which this meristem is transient (determinant nodulators) or maintained (indeterminant nodulators). The nodules of indeterminately nodulating species, such as *M. truncatula*, are therefore able to persist indefinitely whilst determinant nodules formed by species including *L. japonicus* eventually senesce (Gibson et al., 2008).

Bacteria in the nodule primordia are enclosed within a membrane by endocytosis, becoming an organelle called the symbiosome (Brewin, 2004). Bacteria in the symbiosome usually differentiate into specialized nitrogen-fixing bacteroids, losing their ability to replicate in the process (Oke and Long,
Inside the nodule, bacteria use the enzyme nitrogenase to break down atmospheric dinitrogen into ammonia which is provided to the host plant whilst anaerobic conditions in the symbiosome protect the enzyme from oxygen (Hunt and Layzell, 1993). Accumulated ammonia is used by the host plant for nitrogen nutrition whilst the bacteria obtain fixed carbon from photosynthesis in exchange (Kaschuk et al., 2009). The level of ammonia/carbon exchange is highly regulated over the course of nodule development.

**Molecular activation of the nodulation pathway:** During times of nitrate paucity, compounds called flavonoids are exudated from the root of the host plant into the rhizosphere. These flavonoids are able to diffuse across rhizobial membranes and into the cell (Fisher and Long, 1992). Upon flavonoid perception, rhizobia activate transcription of a set of genes (Nod genes) orchestrated by nodulation protein D (*nodD*) binding to the *nod* box of these genes. The principle result of this transcription programme is the production and secretion of lipochitooligosaccharides (LCO) compounds called Nod factors (Schlaman et al., 1992). Although the primary function of flavonoids during the symbiosis is the activation of Nod factor production in rhizobia, they are also essential to endogenous processes in legumes including repression of auxin transport and activation of genes involved in the nodulation pathway (Subramanian et al., 2007).

Nod factors are crucial in reprogramming the host plant to begin forming nodulation (Figure 1.3). Nod factors are recognized by RLK proteins homologous to the *A. thaliana* chitin receptor *CERK1* (Chitin Elicitor Receptor Kinase 1). The Nod factor receptors (NFR) *NFR1* and *NFR5* were first identified in *L. japonicus* (Madsen et al., 2003; Radutoiu et al., 2003) and their orthologs, *LYK3* (Smit et al., 2007) and *NFP* (Nod factor perception) (Amor et al., 2003) respectively were later found in the *M. truncatula* genome. Unlike most RLKs, NFR5/NFP (Fliegmann and Bono, 2015; Mbengue et al., 2010) lacks an active kinase domain, suggesting that both receptors must interact for Nod factor perception with NFR5/NFP functioning as a signalling receptor and NFR1/LYK3 as an entry receptor. The exact mechanism of by which these receptors function is not fully understood but they are known to co-localize at the plasma membrane (Moling et al., 2014). Some targets immediately
downstream of these receptors are beginning to be identified. LYK3 is able to phosphorylate LYR3 (Fliegmann and Bono, 2015) although the significance of this interaction is unclear. NFR5 has been shown by co-immunoprecipitation to associate with the cytoplasmic kinase NiCK4 (NFR5-interacting Cytoplasmic Kinase) which is then able to phosphorylate NFR1 and NFR5 (Wong et al., 2019). Nod factor signalling must be maintained through subsequent infection thread formation and also maintained in nodules for the symbiosis to be successful as later stages of nodulation are also induced by Nod factor impression (Timmers et al., 1998).

Although Nod factors are usually considered indispensable for nodulation there are examples which contradict this. For instance, some species of legume are nodulated in the absence of Nod factor (and thus without an infection thread) when the bacteria directly invade through naturally-occurring gaps in the epidermis via a process termed ‘crack entry’ (Sprent, 2008). However, examples of invasion without infection threads that still depend on Nod factors also exist (Acosta-Jurado et al., 2016; Liang et al., 2019). Some rhizobia that normally do depend on Nod factors for infection are still able to induce nodulation in their absence; a Nod factor-deficient mutant of *Bradyrhizobium elkanii* was still able to, possibly also via crack entry, weakly nodulate soybean and this interaction was dependent on the intact expression of a type III secretion system by the bacteria (Okazaki et al., 2013). More rarely, some rhizobia are able to directly infect epidermal cells via a mechanism termed intracellular infection. This process is distinct from crack entry as it occurs independently of natural gaps, with the bacteria using other methods to gain access, possibly by degrading epidermal cell walls (Ibanez et al., 2017). Finally, some mutants are able to be nodulated in the absence of Nod factors or even rhizobia. For example, constitutive activation of the CCaMK protein (Calcium/calmodulin-dependent kinase, discussed below) by removal of its autoinhibitory domain is sufficient to induce spontaneous nodule organogenesis, giving rise to non-functional nodules devoid of rhizobia (Gleason et al., 2006; Tirichine et al., 2006).

Downstream of NFRs, are more proteins involved in the nodulation pathway. The first of these is the protein SYMRK (Symbiosis receptor kinase, *L. japonicus* (Stracke et al., 2002))/NORK (Nodulation receptor kinase, *M.
truncatula; also called Doesn’t Make Infections 2 (DMI2) (Endre et al., 2002)). It operates downstream of Nod factor receptors and is responsible for transducing Nod factor perception into nuclear calcium oscillations (Charpentier and Oldroyd, 2013). This Ca^{2+} spiking is dependent on the ion channels CASTOR and POLLUX (Charpentier et al., 2008) and the nucleoporin NUP133 (Kanamori et al., 2006) in L. japonicus or DMI1 in M. truncatula (Peiter et al., 2007).

The calcium ion flux is detected by the nuclear-localized CCaMK in L. japonicus or the orthologous DMI3 in M. truncatula (Weidmann et al., 2004). Upon binding calcium, the resulting conformational change exposes a threonine residue which is then phosphorylated, activating the protein (Singh et al., 2012). CCaMK/DMI3 is found in complex with its target CYCLOPS/IPD3 (Messinese et al., 2007; Yano et al., 2008) which it then phosphorylates.

The active CCaMK/DMI3 and CYCLOPS/IPD3 complex activates downstream targets that in turn induce nodulation-related gene transcription. The GRAS family TFs NSP1 (Smit et al., 2005) and NSP2 (Kalo et al., 2005) are the best characterized of these nodulation regulatory genes. The two proteins dimerize and activate expression of both early nodulin genes and additional TFs (Hirsch et al., 2009). One such component is the essential ERN1/ERN2 complex (Cerri et al., 2012; Hirsch et al., 2009; Middleton et al., 2007) which is implicated in infection thread formation (Kawaharada et al., 2017). Nodule inception (NIN) is also a key regulator of nodulation (Marsh et al., 2007) and has recently been found to be highly conserved not just in legume species, but also non-legumes that are able to nodulate including Parasponia andersonii and Casuarina glauca (Clavijo et al., 2015; van Velzen et al., 2018). NIN is known to have multiple roles during nodulation, including activation of the CRE1 cytokinin receptor. Cytokinin signalling is known to promote nodule inception (Gamas et al., 2017) in the cortex but actually antagonizes processes associated with further infection in the epidermis, suggesting it has a role in feedback inhibition of the nodulation pathway (Vernie et al., 2015; Yoro et al., 2014).
Figure 1.3: Key genes involved in activation of the nodulation pathway in *M. truncatula*. Initial perception of rhizobial Nod factors is mediated by the NFP/LYK3 receptor complex in the epidermis. The receptor complex activates NORK leading to opening of the DMI1 ion channel and nuclear calcium influx. Calcium influx activates the DMI3/IPD3 complex which leads to the activation...
of transcription factors associated with nodulation. Transcription factor activity in the epidermis enables infection by rhizobia whilst driving cell division in the cortex and later inhibiting further infection thread formation. Adapted from Lagunas et al (Lagunas et al., 2015).

**Regulation of the nodulation pathway:** Nodulation incurs significant costs for legumes in terms of resources and is accordingly very tightly regulated to maximize the benefits to the host. Similarly, rhizobial activity is controlled according to resource allocation to the symbiosomes. Control of nodulation does not simply consist of a binary passage or blockage of nodulation; legumes are able to finetune nodule numbers to best balance their energy needs. Nodulation is able to be moderated at all stages of the symbiosis including once active nodules have developed (Ferguson et al., 2019).

The main benefit legumes derive from the symbiosis is available nitrogen, thus it does not make sense for the plant to form nodules during a surfeit of nitrogen. Therefore, nodulation is primarily regulated through the availability of nitrogen although this shares mechanisms with the autoregulation of nodulation pathway (Okamoto and Kawaguchi, 2015). It has long been known that nodule formation is inhibited in high nitrate concentrations but the mechanisms behind this are not well understood and may vary between legume species (Mortier et al., 2012; Omrane and Chiurazzi, 2009). Plants grown in a high nitrate environment remain resistant to rhizobial colonization for several days after transfer to low nitrogen (Omrane et al., 2009). Flavonoids may be a possible mechanism controlling this; the expression and diversity of flavonoids can be reduced in replete nitrate conditions which could consequently reduce plant-rhizobia interactions (Cho and Harper, 1991). Both nitrate and ammonia act to inhibit rhizobial perception at some point between root hair curling and cortical cell division (Barbulova et al., 2007; van Noorden et al., 2016). Additionally, the size and activity of existing nodules is also rapidly reduced in higher nitrate conditions and this is likely mediated by cutting off the supply of photosynthates to the nodule (Fujikake et al., 2003).

In addition to direct nitrate-mediated inhibition, legumes also use a feedback inhibition pathway called autoregulation of nodulation (AON). AON
involves induction of CLAVATA3/embryo-surrounding region (CLE) peptides by rhizobia which inhibit additional infection (Reid et al., 2011). In *M. truncatula* these peptides are called CLE12 and CLE13 (Mortier et al., 2010) with close orthologs identified in other legume species including *L. japonicus* (Nishida et al., 2016; Okamoto et al., 2009), *Glycine max* and *Phaseolus vulgaris* (Ferguson et al., 2014). In *L. japonicus*, the production of CLE peptides is known to occur via the previously discussed TF *NIN* (Soyano et al., 2014). Functional CLE peptides are first synthesized as much longer pre-cursors before they are cleaved to peptides 12-13 amino acids in length (Hastwell et al., 2015) and then further chemically modified via arabinosylation (Corcilius et al., 2017; Hastwell et al., 2019; Okamoto et al., 2013). The mature CLE peptides are then transported by the vasculature to the shoots where the CLE receptor is expressed (Magori and Kawaguchi, 2009). In *M. truncatula* the CLE receptor is called *SUNN* (Super numerary nodules) and its mutation results in a hypernodulation phenotype as the plant loses its ability to regulate nodule number (Schnabel et al., 2005). Analogous receptors have been identified in *Pisum sativum*, *L. japonicus* (Krusell et al., 2002; Nishimura et al., 2002), *Glycine max* (Searle et al., 2003) and *P. vulgaris* (Ferguson et al., 2014). Upon activation of the CLE receptor an unknown signal originates in the shoots and travels to the roots, again via the vasculature, where it is able to antagonize further nodule development. Very little is known about the subsequent steps aside of studies in the *L. japonicus* hypernodulating mutant *too much love* (tml). TML is known to act specifically in the root downstream of CLE receptor *HAR1* (Hypernodulation Aberrant Root formation 1) and likely functions by targeting unknown protein(s) for degradation by the 26s proteasome pathway (Magori et al., 2009; Takahara et al., 2013).

The plant also responds to and integrates hormonal cues in order to inhibit nodulation when conditions are not conducive to nodulation. The plant hormone ethylene is a potent inhibitor of nodulation likely due to its role in signalling for other stresses (Stougaard, 2000). The defence-associated hormone jasmonic acid (JA) has been demonstrated to inhibit nodulation in *M. truncatula* (Sun et al., 2006) and *L. japonicus* (Nakagawa and Kawaguchi, 2006) seemingly by inhibiting the early nodulation apparatus but acting independently of any direct effect on rhizobial wellbeing. The role of another
defence-associated hormone, salicylic acid (SA), is less clear. Although traditionally thought to be an inhibitor of nodulation only in indeterminately nodulating species (van Spronsen et al., 2003), external SA application has been shown to inhibit nodulation in the determinant nodulator *L. japonicus*. Reducing SA accumulation in these plants by expression of the bacterial salicylate hydroxylase gene *nahG* also leads to increased nodulation (Stacey et al., 2006).

Finally, various environmental stresses have negative effects on the fitness of both symbiotic partners and these lead to inhibition of nodulation. This allows the plant to conserve resources for coping with the stress although the mechanisms underpinning this are even less well understood than for other forms of inhibition. Low soil pH leads to reduced nutrient availability and increased accumulation of toxic metal ions which reduce the effectiveness of nitrogen fixing symbiosis. In *Glycine max*, systemic repression of nodulation acting via the CLE receptor from the AON pathway has been reported thus providing a mechanism for controlling nodulation in acidic soils (Lin et al., 2012). High soil salinity severely harms rhizobial nitrogen fixing efficiency and many legumes exhibit reduced nodule numbers and nitrogen fixation as a coping mechanism (Manchanda and Garg, 2008). Drought stress also leads to reduced nodulation even when the plant is able to maintain photosynthate supply to nodules, suggesting this may simply reflect reduced demand for nitrates due to reduced growth and that drought stress is able to feed into the AON pathway (Streeter, 2003).

**Determinants of host-symbiont specificity during nodulation:** Nodulation represents a significant cost to legumes in terms of providing fixated carbon to bacteroids in nodules. An optimal strategy is for the plant to only participate in symbiosis with bacteria that fix nitrogen efficiently in return. However, a lifestyle closer to parasitism (cheating) may be more beneficial from the perspective of the bacteria if it able to sequester carbon whilst providing little or no nitrogen fixation in return. Cheating is especially a consideration in some legume-rhizobia interactions were bacteroids are terminally differentiated and therefore fixing nitrogen occurs a huge fitness cost to the rhizobial population as a whole (Denison and Kiers, 2004). Therefore, it is important for legumes
not just to be able distinguish between commensals, symbionts and pathogens but also to differentiate between individual symbionts on the basis of their compatibility with the plant (Clua et al., 2018).

The first opportunity to discriminate between symbiotic partners is during the initial signalling events between the plant and rhizobia. Across the legume family there is enormous diversity in flavonoids although not all are involved in nodulation (Cooper, 2007). Flavonoids serve as the primary determinant of rhizobial host range based on their ability to activate NodD expression in the bacteria (Liu and Murray, 2016; Wang et al., 2012). This has been demonstrated elegantly using a NodD null mutant of S. meliloti transformed with NodD plasmids from other rhizobia species. Different combinations of flavonoids were required to induce Nod gene expression depending on the source of NodD complementation (Peck et al., 2006).

The ability of the host plant to recognize Nod factors during the initial cross-talk between the two parties is also a determinant of host range as subsequent events require expression of nodulation-related genes in the plant. Although Nod factors share the same basic structures, they can be extensively modified by the bacteria which has given rise to diversity of Nod factors across rhizobial species (Long, 1996). Removing the nod genes of Rhizobium leguminosarum abolished its ability to form nodules with its natural host Trifolium refens. Subsequent transfer of a plasmid bearing the nod genes from S. meliloti permitted symbiosis with Medicago alfafa, a natural host of the donor rhizobia (Debelle et al., 1988). This applies equally to the host plant; transformation of M. truncatula with Nod factor receptors from L. japonicus facilitates symbiosis with rhizobia which are normally not compatible including Mesorhizobium loti (Radutoiu et al., 2007).

Plant defence responses, or rather the ability to overcome these, is also thought to play a role in rhizobial compatibility. Surface and exopolysaccharides of rhizobia are often required for suppression of plant defence responses. Mutant strains of S. meliloti that do not produce the exopolysaccharide succinoglycan are not able to initiate infection threads during symbiosis with M. alfafa (Cheng and Walker, 1998). Some rhizobia are known to use type III or IV secretion systems to deliver effector proteins into target cells and aid infection. It has been theorized that some legumes may
have evolved resistance (R) proteins that detect these effectors and activate defences, thus serving as another mechanism of control of host range (Deakin and Broughton, 2009). This is exemplified by the \textit{Rj2} and \textit{Rfg1} genes in \textit{Glycine max} which encode R proteins that block nodulation with certain strains of \textit{Bradyrhizobium japonicum} and \textit{Sinorhizobium fredii} respectively (Yang \textit{et al.}, 2010).

Although host/symbiont selection typically occurs prior to infection, mechanisms exist to select for preferential rhizobia post-infection. For instance, some legumes species including \textit{G. max}, \textit{M. alalfa} and \textit{P. sativum} are able to ‘punish’ rhizobia in nodules that fail to fix nitrogen by cutting off the supply of photosynthates to that nodule or altering the oxygen permeability of the nodule (Kiers \textit{et al.}, 2003; Oono \textit{et al.}, 2011).

Nodule cysteine-rich (NCR) peptides are also thought to be important determinants of host range in some indeterminant nodule forming legumes. The \textit{M. truncatula} genome encodes more than 700 NCR peptides which are short sequences of amino acids related to antimicrobial defensins (Pan and Wang, 2017). \textit{S. meliloti} strain Rm41 is able to form nitrogen fixing nodules in the \textit{M. truncatula} ecotype DZA315 but not A17. This has been shown to be at least partially due to each ecotype possessing different versions of one NCR, \textit{NFS2}, which has antimicrobial activity in only the latter case (Wang \textit{et al.}, 2017). Interestingly, mutants deficient in another NCR family member, \textit{NCR169}, fail to fix nitrogen in nodules infected with either \textit{S. meliloti} 1021 or \textit{S. medicae} 419 (Horvath \textit{et al.}, 2015). This suggests that despite the very large number of family members, a single peptide can still be functionally non-redundant and that they have functions beyond simply supressing the populations of less favoured rhizobial species. \textit{S. meliloti} B800 forms nitrogen fixing nodules in \textit{M. truncatula} ecotype A17 but deficient ones in ecotype A20. This \textit{S. meliloti} strain possesses the peptidase \textit{hrrP} that is able to cleave some NCR peptides. It is possible that the phenotype in the former case is due to A17 possessing NCRs not targeted by this peptidase allowing it to keep bacteroids differentiated at the expense of their proliferation (Price \textit{et al.}, 2015).
Plant possess multiple layers of defences to protect them from pathogens:

Plants can be attacked by pathogens that try to obtain nutrients from living (biotrophic pathogens) or dead (necrotrophic pathogens) cells. Plants rely entirely on innate immunity to protect themselves from these threats. This immune system is complex and consists of multiple layers that act to minimize harm to the plant at different stages of pathogenesis (Figure 1.4). Defence responses arising from immunity from the plant can be either local to sites of invasion and wounding or systemic. (Boller and Felix, 2009). The components and regulation of these pathways is best understood in A. thaliana so most of the information in this section is based on this model. However, it is thought to be highly conserved across higher plants (Staal and Dixelius, 2007).

**Figure 1.4: Mechanisms of plant defence.** Receptors at the cell surface have evolved to recognize features of microbes (MAMPs) such as flagellin and
chitin and activate pathways leading to defence responses upon their perception. Pathogens have been found to secrete effectors into plant cells to enhance virulence of interfere with the immune response. These effectors, or symptoms of their activity, may be recognized by cytoplasmic receptors which also can activate defence responses. Another class of receptors exist that recognize endogenous signals associated with wounding of the plant (DAMPs) which are also able to trigger immunity. Adapted from Boller and Felix, 2009.

**MAMP-triggered immunity recognizes chemical signatures of microorganisms that may be associated with pathogens:** The first element of plant immunity is MAMP-triggered immunity (MTI). MTI consists of a range of pattern recognition receptors (PRRs) that identify conserved features of bacteria and other microbes, pathogenic or otherwise. Recognition of ligands by these PRRs induces an intracellular signalling cascade that results in protective immunity in most circumstances.

Bacterial flagellin has long been known to induce defence responses in *A. thaliana* and this is mediated by the PRR *FLS2* (Flagellin-sensitive 2) in *A. thaliana* (Gomez-Gomez and Boller, 2000). A specific 22 amino acid epitope (flg22) contained within flagellin acts as a potent MAMP and is responsible for binding FLS2 (Chinchilla *et al.*, 2006) and that FLS2 has to form heterodimers with *BAK1* to elicit downstream signalling (Chinchilla *et al.*, 2007). Chitin from fungal cell walls is also a MAMP and this is detected by the *CERK1*-*LYK5* PRR complex (Cao *et al.*, 2014; Miya *et al.*, 2007; Petutschnig *et al.*, 2010). The highly conserved bacterial elongation factor EF-Tu also has MAMP activity and its recognition is conserved in Brassicaceae. It is perceived by the receptor *EFR* in *A. thaliana* (Zipfel *et al.*, 2006).

**DAMP-triggered immunity of plants responds to endogenous signals indicative of pathogen activity:** In the event that MTI is not successful in restricting attack by a pathogen, another layer of immunity revolves around the detection of host-derived molecules called damage-associate molecular patterns (DAMPs). These elicitors are released during cell damage or death and therefore serve as an additional mechanism for activating defence responses (Yamaguchi and Huffaker, 2011).
The plant elicitor peptides (PEPs) are a family of DAMPs consisting of 7 peptides in *A. thaliana* and is thought to be conserved in many plant species (Huffaker *et al.*, 2006). *A. thaliana* possesses two receptors for PEPs called *PEPR1* and *PEPR2* and both mutant studies and binding assays show partial redundancy between them. AtPEP treatment activates defence responses and enhances disease resistance to pathogens. (Krol *et al.*, 2010; Yamaguchi *et al.*, 2010; Yamaguchi *et al.*, 2006).

DAMP perception seems to activate immunity by the same pathways as MAMP perception. This suggests that DAMPs have evolved to increase the diversity of mechanisms by which plants can detect danger and to amplify existing immune responses, increasing the likelihood of a protective immune response (Yamaguchi and Huffaker, 2011). This theory is supported by induction of MTI leading to enhanced transcription of both PEP pre-cursors and PEP receptors (Ross *et al.*, 2014; Yamaguchi *et al.*, 2010).

**Effector-triggered immunity counteracts attempts by pathogens to subvert the host immune system:** Plant-pathogen interactions represent what is often termed an evolutionary arms race between the host and microbe. Some pathogens use proteins called effectors to circumvent host immunity and enhance virulence. Plants have in turn developed receptors termed resistance (R) proteins that can detect either the presence or activity of these pathogen effectors. This system is called effector-triggered immunity (ETI) and represents another key layer of plant innate immunity (Cui *et al.*, 2015).

Pathogen effectors are diverse and so R proteins must be exquisitely specific, often recognizing the effector of a single species or even strain of pathogen. These R proteins belong to a family of receptors conserved throughout the plant kingdom called nucleotide-binding domain and leucine-rich repeats (NLR/LRR) proteins (Jacob *et al.*, 2013). There are two modes of action by which NLRs may recognize effectors. Direct recognition occurs when the cognate ligand of an R protein is a bacterial effector and indirect recognition describes the perception of modification to endogenous proteins as a result of pathogen effector activity rather than the effector itself (Rafiqi *et al.*, 2009). In either case, the receptors are thought to function as dimers although it is unclear if this is their native form or if this is induced by ligand
recognition. Active receptors then instigate transcriptional reprogramming, leading to a defence response (Cui et al., 2015). The complex co-evolution of host and pathogen is reflected in ETI; just as a plant might evolve an R protein recognizing an effector, the pathogen may then evolve an effector to suppress the activity of that protein and this new effector could also become a target for the plant. In some cases, R proteins actually enhance the virulence of pathogens, especially in the case of necrotrophic pathogens which depend on host cell death to source nutrients (Lorang et al., 2007).

An example of direct recognition is provided by the oomycete *Hyaloperonospora arabidopsidis* effector *ATR1* and its corresponding NLR *RPP1*. The LRR domain of *RPP1* binds to the effector and activates an immune response (Krasileva et al., 2010). The *RING/RSP2/RPM1* model of indirect effector recognition provides an example of the potential complexity of ETI. The product of the *RING* gene is involved in signalling the closure of stomatal openings, a barrier to leaf pathogen entry (Liu et al., 2009a; Liu et al., 2009b). The effector proteins *AvrB* and *AvrRpm1* of the pathogen *Pseudomonas syringae* DC3000 phosphorylate and inactivate *RING* (Kim et al., 2005b; Mackey et al., 2002). *RPM1* confers resistance to these two effectors, likely through detecting these modifications and activating immune responses (Mackey et al., 2002). Another *Pseudomonas syringae* effector, *AvrRpt2*, is able to cleave and inactivate *RING* (Kim et al., 2005a; Mackey et al., 2003). Expression of the *RPS2* gene by the host plant confers resistance to *AvrRpt2* and is able to associate with *RING*. RSP2 signalling is only induced in the absence of *RING* suggesting that it responds to the elimination of this protein rather than the effector itself (Axtell and Staskawicz, 2003).

**Signal transduction from the perception of danger to the expression of defence-related genes:** Plant immunity integrates a wide range of cues at the recognition stages but the responses downstream of these receptors are less specific. There are two main defence pathways in plants based around phytohormone signalling; the salicylic acid pathway (SA) is associated with defence against biotrophic pathogens and the jasmonic acid (JA)/ethylene pathway is usually active against necrotrophic pathogens. Both pathways are usually considered to be mutually antagonistic (Bari and Jones, 2009).
The activity of mitogen-activated protein kinases (MAPK) is crucial in transducing signals between active receptors and downstream TFs. MAPKs act at the bottom of cascades, usually depending on activating phosphorylation from a MAPK kinase (MAP2K) which may in turn require activation by an upstream kinase (MAP3K) (Pitzschke et al., 2009). The A. thaliana genome encodes 60 MAP3Ks, 10 MAP2Ks and 20 MAPKs (Rasmussen et al., 2012).

The best characterized MAPKs are MAPK3, MAPK4 and MAPK6. MAPK3/MAPK6 are thought to function together at the end of one cascade (Ren et al., 2008) and MAPK4 in another (Gao et al., 2008). All of these are strongly linked to co-ordination of immunity in both PTI and ETI responses. For instance, all three are induced by flagellin (Bethke et al., 2009; Droillard et al., 2004) whilst MAPK3 is induced by purified effectors from the oomycetes Phytophthora parasitica, Pythium aphanidermatum and Phytophthora sojae (Qutob et al., 2006), MAPK6 by the fungal pathogen Alternaria brassicae (Kannan et al., 2012) and MAPK4 and MAPK6 are induced by harpin (an immunogenic compound) secreted by Psuedomonas syringae (Desikan et al., 2001).

Activated MAPKs are then responsible for regulating TFs to co-ordinate the immune response. The best studied of these belong to the WRKY family of TFs. Following initial activation, some WRKY TFs are able to up-regulate their own expression and that of other family members by cross-regulation (Eulgem and Somssich, 2007) Both MAPK4 and MAPK3/MAPK6 cascades are known to activate WRKY33 (Andreasson et al., 2005; Mao et al., 2011). Interestingly, in the former case, the mechanism of WRKY33 activation is not phosphorylation, but release from complex with MAPK4/MKS1 when the MAPK is phosphorylated (Qiu et al., 2008). wrky33 mutants do not form protective immune response to the necrotrophic fungal pathogen Botrytis cinereal and WRKY33 overexpression results in increased resistance. Conversely, the response to Pseudomonas syringae is unaffected with over-expressing lines actually showing enhanced susceptibility (Zheng et al., 2006).

This highlights the antagonism between the necrotrophic and biotrophic pathogen defence pathways.
**Defence responses leading to protective immunity:** Upon activation of TFs in the innate immune pathway, cells will begin transcriptional reprogramming towards immunity and this cumulates in defence mechanisms that lead to blockage of entry or denial of resources to pathogens.

One of the most immediate outcomes of defence activation is the production of reactive oxygen species (ROS). This results in an oxidative burst that prevents colonization by many pathogens. Although the high levels of ROS are themselves likely to be harmful to pathogens it is thought that localized cell death and cross-linking of host proteins attributable to oxidative burst is the primary mechanism of resistance (Bolwell, 1999).

Many plants are capable of the production of antimicrobial secondary metabolites called phytoalexins. In *A. thaliana* the most important phytoalexin is camalexin (Bednarek *et al.*, 2011). Camalexin is toxic to some bacteria and fungi, likely by disrupting cell wall integrity (Glawischnig, 2007). Although such proteins have not yet been identified in *A. thaliana*, some crop species have been reported to secrete antimicrobial enzymes such as chitinase and β-1,3-glucanase which degrade fungal cell walls (Mauch *et al.*, 1988).

Cell wall reinforcement is another defence mechanism effective against some pathogens. Deposition of the polysaccharide callose is one of the hallmarks of plant defence responses. Cell walls can be impregnated with callose, lignin and extensin proteins to protect healthy cells from invasion and to seal off infected cells (Hematy *et al.*, 2009).

**Fluorescence activated cell sorting facilitates the study of complex developmental processes in plants:**

A key aspect of multicellularity is that it enables differentiation of cells into specialized types within organisms. These different cell types may then take on distinct functions allowing far greater complexity as the concerted action of many different cell types can give rise to tissues and organs which can in turn de-differentiate in specific locations to form new organs such as lateral roots and nodules. This specialization is underpinned by differential expression and activity of genes.
As discussed previously, responses to both abiotic and biotic (symbionts and pathogens) stimuli involve a high degree of cell type specificity. Therefore, methods which allow unique cell types to be separately analyzed offer great insight into processes involving co-ordinated actions across multiple cell types.

**Methods for isolating single cell types in plants:** One approach to enable specific tissues to be studied is laser capture microdissection. A thin polymer film is attached to a tissue of interest and a microscope operator is able to use a laser to fuse the film to cells of the underlying tissue. By precise laser operation, it is possible to fuse specific clusters of cells to the film. When the film is removed, only fused cells will remain attached and these can then be analysed (Emmert-Buck et al., 1996).

Isolation of nuclei tagged in specific cell types (INTACT) is a method that specifically purifies the nuclei of individual cell types. This protocol utilizes plants transformed with a construct consisting of the first 111 amino acids of the *A. thaliana* RanGAP1 protein (which is sufficient for targeting to the nuclear envelope), a fluorophore and a peptide which is recognized by the *Escherichia coli* biotin ligase *BirA*. If the biotin ligase is also be expressed in parallel to the construct then biotin is produced, allowing recovery of transformed nuclei with streptavidin-coated magnetic beads. Analysis of nuclear RNA or DNA is then possible (Deal and Henikoff, 2011).

Whilst INTACT captures nuclear mRNAs, RNAs associated with cytoplasmic ribosomes can be profiled using translating ribosome affinity purification (TRAP). In this method, the ribosomes of a specific cell type are tagged with GFP. Cells can then be dissociated and lysed and GFP-tagged ribosomes can be purified by the use of anti-GFP antibodies attached to beads. mRNAs associated with ribosomes bound to the bead can then be recovered and sequenced (Heiman et al., 2014).

Recent advances in the resolution of RNAseq has facilitated transcriptomic profiling of single cells. The advent of Drop-seq allows this to be performed for thousands of cells in parallel. Primers containing a unique barcode are delivered on microparticles to cells suspended in droplets which are then lysed. Cellular mRNAs bind to the microparticle creating a complex
called a STAMP. STAMPS are then subject to reverse transcription, amplification and RNA sequencing. Barcode analysis then resolves the cell from which each profile originated (Macosko et al., 2015).

An alternative method to isolate single cells is fluorescence activated cell sorting (FACS). FACS is a technique that is used to segregate populations of cells based on their fluorescence characteristics. Cells in liquid suspension are injected into a stream of pressurized saline sheath fluid which is then vibrated and broken into droplets. Either prior to, or just after, droplets breaking off from the stream, suspended cells are interrogated by lasers and those which fluoresce within a user-determined set of parameters are deflected out of the stream by electrically charged plates and into a collection tube and are thus sorted.

**Methodology of FACS:** FACS facilitates the study of plant processes at the cell type-specific level and thus provides insights into plant biology that can be obscured at the whole organism or organ level, especially in the cases where genes show mixed patterns of induction and repression between cell types. FACS is particularly well suited to studying developmental processes within each layer of the plant root. Transgenic lines can be generated expressing a fluorophore, such as GFP, in a single cell type (Carter et al., 2013). A liquid suspension of plant cells can be achieved by a process called protoplast generation in which root or leaf material is treated with cellulose- and pectin-degrading enzymes that digest cell walls such that cells become protoplasts and no longer adhere to one another. The cell suspension can then be subject to FACS (Figure 1.5) and the purified cell type of interest can be subject to a range of downstream analysis (Birnbaum et al., 2005). Although FACS has predominantly been used to study the transcriptome of single cell types, studies characterising the metabolome (Moussaieff et al., 2013), proteome (Petricka et al., 2012) and chromatin structure (Frerichs et al., 2019) of a developing A. thaliana root demonstrate the feasibility of other applications.
Figure 1.5: Fluorescence activated cell sorting of plant protoplasts. A cell sorter consists of a fluidics system that facilitates the flow of a saline sheath fluid through the machine. Pressurized sheath fluid travels through the machine to the nozzle. Separately, a sample containing particles or cells of interest (protoplasts in this case) is drawn up through the sample line to the nozzle. The sample is drawn at a slightly higher pressure, resulting in the sample being injected directly into the centre of the stream through a process
termed hydrodynamic focusing. As the stream exits the nozzle it is vibrated at high frequency, leading to formation of droplets from the stream. Droplets pass through a laser aligned to a detector behind the stream allowing the characteristics of particles/cells in each droplet to be determined (such as forward scatter, side scatter and fluorescence). If the fluorescence of an object fits a user-determined set of parameters of fluorescence intensity, termed ‘gating’, an electrical charge is applied to that droplet. Due to saline nature of the sheath fluid forming the outside of protoplast-containing droplets, this is sufficient to deflect the droplet when it passes the charged electrical plates. This deflection diverts the droplet into a collection tube. Upon conclusion of the sort, this receptacle will contain gated cells or particles of interest which can then be used for subsequent analysis.

FACS as a tool for studying plant roots: For the reasons explained above, FACS is an excellent tool for investigating root development. The first such published study in plants used A. thaliana transgenic lines with GFP expression localized to epidermis, cortex and endodermis, endodermis, stele and lateral root caps to isolate and transcriptomically profile the aforementioned cell types amongst different zones along the length of the root and thus at different developmental stages (Birnbaum et al., 2003). In addition to providing insight into key genes and hormone networks involved in root development, this also proved the viability of FACS as a tool to study root development at tissue specific level. It also identified that only a subset of genes (~250) consistently exhibit changes in expression in response to protoplast generation; these must be accounted for during such studies. This study has since been followed up with additional cell types and developmental zones to provide a higher resolution data set for the entirety of the plant root (Brady et al., 2007).

Since then, there are numerous examples of studies using FACS to better understand root biology. Some of these have focused on transcriptome responses to environmental changes in specific cell types and how this influences root development. The response of many root cell types to high salinity stress have been characterized (Dinneny et al., 2008; Geng et al., 2013) in addition to acidity and sulfur deficiency (Iyer-Pascuzzi et al., 2011)
and the transition from a deplete to replete nitrate environment (Alvarez et al., 2014; Gifford et al., 2008). Finally, the response of cortex and pericycle cell types to the immunogenic peptide flg22 and DAMP PEP1 has also been investigated (Rich et al., 2019). These studies found that although there is a degree of conservation of environmental responses between distinct cell types, the predominant component of these responses is cell type-specific.

Because of the applicability of FACS as a tool to study root development, studies have also focused on plant hormones, including the key regulator of development, auxin. Localized concentrations of auxin has been measured throughout the root (Petersson et al., 2009) and changes in gene expression in response to auxin subsequently identified (Bargmann et al., 2013b). Cells of the quiescent centre, where auxin levels were found to be highest and from where other root cell types arise, have also been isolated and transcriptomically profiled using FACS (Nawy et al., 2005). Finally, the role of ACR4 (Arabidopsis CRINKLY4) in sorted pericycle cells has been probed, implicating this gene in regulating founder cell division during LR development (De Smet et al., 2008).

A novel application of FACS is transient assay reporting genome-wide effects of transcription factors (TARGET). In this approach, protoplasts are transfected with a plasmid carrying RFP as a fluorescent marker and a fusion protein of the TF interest with a glucocorticoid receptor (GR). By applying DEX, the TF can be moved to the nucleus on command therefore allowing the TF to interact with its targets. FACS can be used to isolate RFP+ (and therefore transfected with TF-GR fusion) which are then transcriptomically profiled to identify genes induced by the TF. By comparing protoplasts treated with or without the translation inhibitor CHX, direct and indirect targets of the TF can be discriminated against (Bargmann et al., 2013a). This approach has been used to identify targets of the transcription factor HRS1 (Hypersensitivity to low P-elicited primary root shortening 1) in root protoplasts which is known to be important in regulating the response to nitrate (Medici et al., 2015).
Aims and rationale for work in the thesis:

Because LRs originate in the pericycle, it is likely that there are vast transcriptional differences between the pericycle and cell types following the application of a treatment that induces LR formation. To test this hypothesis, cells of the pericycle, as the site of LR emergence, and cells of the overlaying cortex were analyzed over time (Chapter 3: Regulation of gene expression by nitrogen and rhizobia underpinning lateral root emergence in Arabidopsis thaliana). In addition to monitoring untreated cells, the response to nitrate provision which is strongly linked to developmental changes in roots and the root architecture-modifying legume symbiont Sinorhizobium meliloti was also explored. The resulting dataset was both cell type-specific and longitudinal allowing these responses to be analyzed in an unprecedented level of detail.

The formation of root nodules of legumes represents another example of an adaptation of a plant root system to the environment. In this case, the plant must integrate both abiotic (nitrogen starvation) and biotic stimuli (rhizobia) to enable the outcome of nodule formation. The plant must also allow the rhizobia to enter, and colonize, the root without permitting this to be used as a route for pathogens to attack the plant. Suppression of defence responses is essential for nodulation to be maximized and it is likely that changes in gene expression are responsible for this transition from a state of defence to symbiosis by selectively dampening immune responses to in response to rhizobia. To identify these genes, the response to the model legume Medicago truncatula to the nitrogen fixing symbiont Sinorhizobium medicae and the pathogen Ralstonia solanacearum were analyzed in parallel to identify genes which are involved in the discrimination of symbionts and pathogens (Chapter 4: Molecular changes underpinning ‘friend vs. foe’ recognition in legume roots) by comparing symbiotic and defence responses.
Chapter 2: Methods

Plant material and growth conditions:

*Arabidopsis thaliana*: *A. thaliana* GFP-expressing lines in the Col-0 background to mark the cortex (ProCo2:YFPH2B line (Heidstra et al., 2004)) or pericycle (E3754 enhancer trap GFP line (Gifford et al., 2008)) were used. Approximately 400 seeds per plate were surface-sterilized in 100% ethanol for 5 minutes, 7% sodium hypochlorite solution for 5 minutes and washed 5 times in sterile water. Sterilized seeds were then sown on 0.7 cm strips of autoclave-sterilized brown growth pouch paper (CYGT™ Germination Pouch, West St. Paul, MN, USA) on 0.8% agar plates containing a basal 1x Murashige and Skoog (MS) growth medium (Sigma-Aldrich M0529), supplemented with sucrose (30 mM), CaCl$_2$ (1.5 mM), MgSO$_4$ (0.75 mM), KH$_2$PO$_4$ (0.625 mM) and 0.3 mM NH$_4$NO$_3$; adjusted to pH 5.7 with KOH. Plates were sealed with microporous tape, seeds stratified for 2 days at 4°C in the dark, then plates placed in opaque (black polythene) covers (Bagman of Cantley, Lingwood, Norfolk, UK) and grown in a Sanyo growth chamber (MLR-351H, Sanyo, E&E Europe BV, Loughborough, UK) with a 16/8 h photoperiod at 50 mmol m$^{-2}$ s$^{-1}$ at a constant 22 °C.

*Medicago truncatula*: Seeds of *M. truncatula* ecotype A17 were scarified in 95% sulfuric acid for 25-30 mins until dark spots appeared on all seeds. Sulfuric acid was removed and replaced with 10 ml of water followed by 2 more subsequent wash steps. Seeds were then surface sterilized in 7% sodium hypochlorite solution for 5 minutes and washed 8 times in sterile water. Seeds were then sown onto plates containing 1.5% water agar. 1 drop of sterile water was added to each seed and left until completely soaked up. This step was repeated a further 2 times. Two growth pouches (CYGT™ Germination Pouch, Mega International, Newport, MN, USA) were added to the lid of the plate and soaked with sterile water before the plates were sealed with microporous tape. Plates were kept at 4 °C for seed stratification for 2 days and then transferred to a growth chamber at 24 °C for 2 days in the dark.
Seedlings with a radial length of >2 cm were transferred to pots containing perlite with a ~ 1 cm layer of vermiculite on top. Pots were watered with nutrient solution (1 mM CaCl$_2$, 1 mM KH$_2$PO$_4$, 75 µM FeNaEDTA, 1mM MgSO$_4$, 0.25 mM K$_2$SO$_4$, 6 µM MnSO$_4$, 20 µM H$_3$BO$_3$, 1 µM ZnSO$_4$, 0.5 µM CuSO$_4$, 50 mM CoSO$_4$, 0.1 µM Na$_2$MoO$_4$, adjusted to pH 6.5-6.8 with KOH) with (replete nitrate mock, ralstonia-treated or flg22-treated) or without (deplete nitrate mock or rhizobia-treated) 15 mM ammonium nitrate. Pots were also incubated at 24 °C with a 16/8 hour photoperiod at 50 mmol m$^{-2}$ s$^{-1}$. After 1 day in pots, seedlings were mock-treated, treated with *Ralstonia solanacearum*, treated with *Sinorhizobium meliloti* or treated with flg22 (see treatment regimes below) at dawn. Whole root systems were sampled immediately prior to treatment and 30 minutes, 1 hour, 3 hours, 6 hours, 12 hours, 1 day, 2 days, 4 days, 6 days, 9 days and 12 days after treatment and immediately flash frozen and stored at -80 °C.

**Plant treatments:**

*A. thaliana treatment with nitrogen or S. meliloti:* After 9 days in the growth chamber, treatments were carried out at dawn (= time 0). To prepare the *Sinorhizobium meliloti* solution, 50 mL of TY/Ca$^{2+}$ medium (5 g/L Bacto-tryptone, 3 g/L Yeast extract, 6 mM CaCl$_2$) (Journet et al., 2001) was inoculated with a single colony of *S. meliloti* and incubated for 26 h at 28 °C and 220 rpm to an OD$_{600}$ of 1–2. Cells were harvested by centrifugation (4000 rpm, 10 min, 4°C) and re-suspended in water to a final OD$_{600}$ of 0.01. To carry out the treatments, seedling strips were removed from plates, then briefly immersed (10 seconds) in liquid deplete N medium (as plates but with no agar) and placed on a fresh plate (Untreated (U), or briefly immersed in liquid replete N medium (as plates but with no agar and with 5 mM NH$_4$NO$_3$) and placed on a fresh 5 mM NH$_4$NO$_3$ plate (N treatment), or briefly immersed (10 seconds) in a solution of *S. meliloti* and placed on a fresh deplete NH$_4$NO$_3$ plate. Plates were then re-sealed with microporous tape, replaced in opaque (black polythene) covers, and returned to the Sanyo growth chamber. At hourly time points 0 (immediately before transfer, at dawn), 1, 2, 4, 6, 8, 10, 12, 14, 16, 20, 24, 36 and 48 h after transfer, whole roots were harvested for protoplasts.
generation and FACS by cutting roots just below the growth pouch paper strip. The whole experiment was carried out in at least biological triplicate with seedlings for each biological replicate grown independently (in a non-overlapping time period). Each replicate sample (for each time point in each time series) consisted of the pooled harvested roots from ~200 GFP-expressing seedlings (destructive sampling) grown on the same plate. Each replicate sample was considered independently within subsequent analysis.

*M. truncatula* treatment with flg22, *R. solanacearum* or *S. medicae*: *S. medicae* strain WSM419 (kindly provided by Jason Terpolilli, Murdoch University) was grown on Ty/Ca\(^{2+}\) plates (20 mM HEPES, 0.5% tryptone, 0.3% yeast extract, 6 mM CaCl\(_2\) and 1.5% bactoagar adjusted to pH 6.8-7.0 with KOH and supplemented with 50 µg/ml chloramphenicol) for 2 days at 28 °C. Liquid cultures were obtained by inoculating a single colony into 10 ml liquid Ty/Ca\(^{2+}\) medium (as above including chloramphenicol, minus agar) for 2 days in a shaking incubator at 28 °C and 220 rpm. Cultures were then centrifuged for 10 mins at 2880 rcf and 4 °C before the pellet was re-suspended in sterile water and diluted to a final OD\(_{600}\) of 0.05.

*R. solanacearum* strain GMI1000 was grown on BGT media (1% bactopeptone, 0.5% glucose, 0.1% yeast extract, 0.1% casamino acids, 0.0005% tetrazolium chloride, 1.5% agar and adjusted to pH 7.2) for 2 days at 28 °C (Boucher et al., 1985). Liquid cultures were obtained by inoculating a single red colony (red colour indicating virulence (Boucher et al., 1985)) into liquid BGT media (as above, minus agar) for 2 days in a shaking incubator at 28 °C for 2 days. Cultures were then centrifuged for 10 mins at 2880 rcf and 4 °C before the pellet was re-suspended in sterile water and diluted to a final OD\(_{600}\) of 0.8.

For flg22 assays, plants were treated with a 100 nM flg22 solution. For all treatments, plants were treated by dispensing a volume of 250 µl flg22/inoculant on the perlite in extremely close proximity to the root or directly onto the root during flg22 treatment.
Cell sorting:

**Protoplast generation and Fluorescence Activated Cell Sorting (FACS):**

Harvested roots were bundled and cut into lengths of approximately 2–3 mm into a 70 μm cell strainer in a small petri dish containing protoplast-generating solution (600 mM mannitol, 2 mM MES hydrate, 10 mM KCl, 2 mM CaCl₂, 2 mM MgCl₂ and 0.1% BSA, pH adjusted to 5.7 with Tris HCl) with 1.5% cellulase R-10 (Phytotechlab), 1.2% cellulase RS (Sigma), 0.2% macerozyme R-10 (Phytotechlab), 0.12% pectinase (Phytotechlab)). The petri dishes were placed on an orbital shaker at 200 rpm for 1 hour then cells harvested by centrifugation (5 mins at 1200 rpm at room temperature), resuspended in 500 μL protoplast-generating solution lacking enzymes, then filtered through a 40 μm cell strainer to break up large clumps of protoplasts.

Protoplasts were sorted using a BD Influx cell sorter (BD Biosciences) fitted with a 100 μm nozzle, using FACS-Flow (BD Biosciences) as sheath fluid. Pressure was maintained at 20 psi (sheath) and 21–21.5 psi (sample), drop frequency was set to 39.5 kHZ, which yielded an event rate of <4000; these are optimal settings on a BD influx cell sorter for this type of protoplasts (Gifford et al., 2008). To optimize alignment of lasers and detectors, Calibrite Beads (BD Biosciences) suspended in FACS-Flow were used, and to optimize sort settings, BD Accudrop Fluorescent Beads (BD Biosciences) suspended in FACS-Flow were used. GFP positive protoplasts were identified using a 488 nm argon laser by plotting the output from the 580 nm/30 nm, bandpass filter (orange) vs. the 530 nm/40 nm bandpass filter (green). GFP/YFP positive protoplasts were in the high 530 nm/low 580 nm population, with non-GFP protoplasts in the low 530 nm/low 580 nm population and dead/dying protoplasts and debris in the high 580 nm population (Gronlund et al., 2012). At least 10,000 GFP positive protoplasts were sorted using methods shown previously to preserve endogenous gene expression levels (Birnbaum et al., 2003; Gifford et al., 2008). Sorted protoplasts were directly sorted into Qiagen RLT lysis buffer containing 1% (v:v) β- mercaptoethanol, mixed and immediately frozen at –80°C for RNA extraction (methods according to (Gifford et al., 2008)).
Molecular methods:

**RNA extraction:** For *A. thaliana* samples, RNA was extracted from sorted cells using the Qiagen RNeasy RNA Kit, and DNase treatment carried out using the Qiagen DNase Kit. The quantity and quality of RNA was checked with a Bioanalyzer 2100 RNA 6000 Pico Total RNA Kit (Agilent Technologies). For *M. truncatula* samples, frozen root material was homogenized using a mortar and pestle before extraction of RNA using a Monarch RNA MiniPrep Kit (New England Biolabs) according to the manufacturer’s protocol, including an on-column DNase treatment. Absence of contaminating genomic DNA was confirmed by PCR using primers directed against the gene Medtr3g091400. RNA was stored at -80 °C.

**cDNA synthesis:** For *A. thaliana* samples, cDNA was amplified from RNA using ½ reactions of the Ovation Pico WTA System V2 Kit (NuGEN Technologies Inc., San Carlos, CA, USA) according to the ‘quick’ protocol. Post-amplification purification of cDNA was performed using the QIAquick PCR Purification Kit (Qiagen). For *M. truncatula* samples, reverse transcription was performed using ProtoScript II cDNA synthesis kit (New England Biolabs) according to the manufacturer’s instructions using 300 ng of total RNA. cDNA was stored at -20 °C.

**qPCR:** Primers for qPCR were designed with the following parameters: primer melting temperature between 59 and 61°C (60°C optimum), product size 50-250 BP and a GC content of between 45-55% (50% optimum). qPCR was performed in 96 well plates using SYBR Green JumpStart Taq ReadyMix (Sigma-Aldrich). Each sample for analysis was loaded into 3 separate wells with 9 µl final reaction volume per well. Thermocycler conditions are displayed in Table 2.1. Expression of genes of interest was normalized against the reference genes Medtr3g091400, Medtr7g116940 and Medtr7g089120 (Kakar *et al.*, 2008) and differential expression of treated samples relative to mock samples was calculated using the ΔCt method, a derivation of the ΔΔCt (Livak and Schmittgen, 2001). Significant differences between treated and mock samples were calculated using the Student’s t-test.
Table 2.1: Thermocycler conditions for qPCR.

<table>
<thead>
<tr>
<th>Temperature/Time (mins)</th>
<th>95 °C</th>
<th>95 °C</th>
<th>60 °C</th>
<th>95 °C</th>
<th>60 °C</th>
<th>95 °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>10:00</td>
<td>95 °C</td>
<td>0:30</td>
<td>60 ˚C</td>
<td>1:00</td>
<td>60 °C</td>
<td>0:30</td>
</tr>
<tr>
<td>X 40</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Microarray analysis: 0.5 μg NuGEN-amplified cDNA was labeled using the NimbleGen One-Color Cy3 Labeling Kit, and 4 μg of this was hybridized using the GeneChip Hybridization Kit on NimbleGen A. thaliana 12 x 135k probe microarrays designed for the full TAIR-10 annotation A. thaliana genome (design OID 37507; this can be found by searching “GPL18735” in the Gene Expression Omnibus NCBI store (Roche Applied Science, Upper Bavaria, Germany)). OID has 131,524 probes designed against 27,143 genes in the A. thaliana genome; 3,675 genes had multiple probes along their length to determine expression of 31,524 gene transcripts (an average of 2.19 and up to 4 gene models each for these genes). Arrays were imaged using an MS200 microarray scanner using only the 480 nm laser and the autogain feature of the NimbleScan software; all according to the manufacturer’s instructions. Grids were aligned automatically then manually verified. Raw probe (xys) and gene level unnormalized data were obtained using NimbleScan. Expression data from the arrays can be found by searching for “GSE91379” in the Gene Expression Omnibus NCBI store.

RNAseq processing: Extracted RNA from three replicates of samples from roots treated with R. solanacearum and S. medicae 3 and 12 hours after treatment were sent for sequencing using an Illumina NovoSeq 6000 (Novogene UK). Replete nitrate mock and deplete nitrate mock T=0 samples were used respectively as references for R. solanacearum and S. meliloti samples. Selection of mRNAs was performed on the basis of poly(A)-purification. Sequencing was paired end and unstranded with a read length of 150 BP and a depth of sequencing of at least 20 million reads/sample. Raw data was obtained in the form of .fq.gz files for each pair of each sample.
Bioinformatics and statistics:

Normalization and quality assessment of microarray data: The xys (NimbleGen) files, which store array coordinates and observed intensities, were imported with the Bioconductor ‘oligo’ package (Carvalho and Irizarry, 2010) using the annotation package pd.120110.athal.mg.expr installed through the pdInfoBuilder package. The RMA algorithm, that performs background subtraction, quantile normalization and summarization via median polish, was applied to the raw data of expression arrays to obtain the log\(_2\) normalized gene expression levels. All arrays for pericycle and cortex were normalized together, and arrays were assessed for quality implemented by the Bioconductor package arrayQualityMetrics (Kauffmann et al., 2009). An object of class ExpressionSet, which was generated by the oligo package, was inputted to the arrayQualityMetrics package then a utility report created. To generate a robust total dataset, outlier arrays were removed based on the between array distances (using the sum of distances Sa as the quality metric; with a cutoff of 337), boxplot (using Kolmogorov-Smirnov statistic Ka as the quality metric; with a cutoff of 0.063) and MA-plot (using Hoeffding's statistic Da as the quality metric; with a cutoff of 0.15).

Determination and clustering of differentially expressed genes: Differentially expressed (DE) genes within each time series were obtained using the software BATS (Angelini et al., 2008) and robustness of assignment confirmed using the independent method of gradient analysis (Breeze et al., 2011). The BATS input file for each time series contains the rescaled log\(_2\) gene expression values such that the vector of log\(_2\) expression values of each gene has mean zero and variance one. Genes were considered to be DE if their Bayes Factors in the BATS output file were less than a threshold (log\(_2\) Bayes Factor >3), which was determined by the histogram of log\(_{10}\) of Bayes Factors and the regression plots of gene expression levels from BATS. Differentially expressed genes between treatments in each cell type were obtained using Gaussian process modelling implemented in the software GP2S (Stegle et al., 2010). In the GP2S input file, the log\(_2\) expression levels of each gene for the two time series were rescaled such that their mean was zero and their variance
was one. GP2S assigned each gene a Bayes Factor that equals the difference between the likelihood of the expression level of a gene in two treatments being sampled from different Gaussian processes and that from the same Gaussian process.

Immediate responding genes were defined as those with \(|x_1 - x_0| > \varphi_1 \times \text{sd}(x_t)\) for gene transcription time series \(x_t\), i.e., the absolute value of the change in the first time point being larger than \(\varphi_1\) times the time series standard deviation. Furthermore, fast and downstream responding genes were defined as genes that were not immediate responders, but had a dramatic change within 2 or 6 h of treatment \((\text{sd}(x_{0..2}) > \varphi_2 \times \text{sd}(x_t), \text{sd}(x_{0..6}) > \varphi_6 \times \text{sd}(x_t))\). The remaining genes not in any of these three classes were designated late. Clusters were further defined as up-regulated or down-regulated if their expression increased or decreased at this point of differential expression. The thresholds \(\varphi_1\), \(\varphi_2\), and \(\varphi_6\) were chosen, then clusters were visually inspected to confirm separation of the clusters into the appropriate classes.

Hierarchical clustering of the differentially expressed genes was performed using SplineCluster (Heard et al., 2005). The mean expression levels of biological replicates of a DE gene at each time point in a time series was used as input. A reallocation function was implemented to reallocate outliers of each cluster into other more appropriate clusters at each agglomerative step. A prior precision value was determined after trying different values and comparing their effects on clusters. Standard error of the mean was plotted on all graphs of gene expression.

**Gene regulatory network inference and analysis:** The Bioconductor package GRENITS (Wang et al., 2014) was used for gene regulatory network inference using the mean expression levels of biological replicates (as outlined above) for each DE gene at each time point from 0 to 16 hours. Genes that were DE within time series (as calculated using BATS) were used as input, then genes DE when comparing treatment and untreated control samples (GP2S) were identified within those networks. GRENITS gave the posterior probability of each directed link between two genes. A link probability threshold was chosen based on the confidence required for assigning links, then a link
in the gene regulatory network was assigned if its posterior probability was greater than or equal to the link probability threshold. Predicted edges were compared with the interactions found by O’Malley et al. using ampDAP-Seq and DAP-Seq (O’Malley et al., 2016) where possible.

**RNAseq data processing:** Initial quality control of raw reads was performed using FastQC. Raw reads were then subject to trimming and adaptor removal using Trimmomatic v0.33 (Bolger et al., 2014) with the following parameters: LEADING = 20, TRAILING = 20, SLIDINGWINDOW = 4:20, MINLENGTH = 75 and using PHRED33 quality scores. FastQC was again used for quality control of the clean reads.

Alignment of trimmed reads was performed using STAR (Dobin et al., 2013) using only paired reads. The index files for STAR were generated with files of the *M. truncatula* genome (Tang et al., 2014) and the *M. truncatula* genome annotation 4.0v2 with the sjdbOverhang parameter set to 149 (read length -1).

Raw counts data for 50,443 genes in the *M. truncatula* genome was obtained from the alignment files using LiBiNorm (Dyer et al., 2019) in htseq-compatible mode again using the genome annotation Mt4.0v2 with intersection mode set to strict. Differential expression analysis was conducted using DESeq2 (Love et al., 2014). Genes were considered DE if they exhibited a log₂ fold change not between 2 and -2 and a Bonferroni-corrected P-value <0.05. Lists of DE genes generated from DESeq2 were queried for overrepresented processes using AgriGOv2 (Tian et al., 2017). Locus ID V4.0 (JCVI) was used as a background and GO terms were considered significantly overrepresented a Bonferroni-adjusted P-value <0.05 was returned.
Chapter 3: Regulation of gene expression by nitrogen and rhizobia underpinning lateral root emergence in *Arabidopsis thaliana*

Introduction:

Control of nitrate metabolism in the model plant *A. thaliana*:

Nitrogen is essential for plant growth due to its incorporation in amino acids and nucleotides. Most plant species rely entirely on deriving nitrogen required for growth from nitrate or ammonia from the soil and thus its availability is a common limiting factor for growth (reviewed by Crawford, 1995). Plants have adapted elaborate strategies to regulate their uptake and storage of nitrate and in the longer term can alter their root architecture to adapt to levels of nitrate availability (Krouk *et al.*, 2010a).

![Figure 3.1: Regulation of select genes during nitrate responses in *A. thaliana*.](image)

Select transcription factors associated with the primary nitrate response of *A. thaliana* (shaded blue) and genes associated with the transport and metabolism of nitrate (shaded orange) are displayed as nodes. Edges denote reported regulatory interactions with arrowheads indicating positive regulation. Adapted from Vidal *et al* (Vidal *et al.*, 2015).
Nitrate transporter systems in A. thaliana: Upon nitrate provision, its uptake into plant roots is mediated by nitrate transporters. There are two mechanisms of nitrate uptake mediated by different classes of nitrate transporters in plants; high affinity (HATS) and low affinity (LATS) transport systems with the former further divided along the lines of constitutively expressed or inducible transporters. In A. thaliana, there are four characterized families of nitrate transporters; NRT1/PTR, NRT2, CLC and SLAC1/SLAH. Although collectively these families encompass 73 genes, not all are functional in nitrate transport. Very little is known about the latter two families and they are not thought to be involved in uptake of nitrate in the root (Krapp et al., 2014).

The NRT1/PTR family consists of 53 proteins involved in the transport of various molecules (Krapp et al., 2014). Nitrate transporters belonging to this family are considered low affinity nitrate transporters with the exception of NRT1.1 which is capable of transitioning to high affinity nitrate transport upon phosphorylation of a cytoplasmic threonine residue (Liu and Tsay, 2003). NRT1.2 is also implicated in nitrate transport into the root (Huang et al., 1999). Although it has not been observed to be involved in nitrate uptake, knockout of NRT1.5 results in a reduction (although not elimination) of root-to-shoot nitrate transport, suggesting a role in this process. As this protein is expressed in the pericycle, it likely functions, possibly alongside NRT1.8, in loading nitrate into the xylem for transport to aerial tissues (Chen et al., 2012; Lin et al., 2008). NRT1.6 is expressed in seeds which show reduced nitrate accumulation in its absence. It is therefore likely that this protein is responsible for loading nitrate from the plant into developing seeds (Almagro et al., 2008). NRT1.7 is expressed in leaf tissues and seems to be involved in loading nitrate into the phloem of old leaves for reallocation to younger leaves (Fan et al., 2009).

The NRT2 family consists of seven genes and all have been designated as high affinity transporters specifically for nitrate (Orsel et al., 2002). All NRT2s except NRT2.7 have been demonstrated to interact with an additional protein, NAR2.1 and this interaction enhances their function as nitrate transporters in some cases (Kotur et al., 2012). NRT2.4 has a very high affinity for nitrate, suggesting it is responsible for nitrate uptake under conditions of enduring nitrate starvation (Kiba et al., 2012). However, when nitrate is available, NRT2.1 is responsible for the bulk of its transport into the root with
a more minor role for NRT2.2 (Li et al., 2007). Like NRT1.1, NRT2.1 also seems to function as a nitrate sensor and represses LR emergence during nitrate starvation but a mechanism has not yet been described by which this is achieved (Little et al., 2005).

**The primary nitrate response:** When nitrate becomes available, it induces a massive reprogramming of transcription termed the primary nitrate response (PNR). This transcriptional response still occurs in the absence of nitrate reductase activity or the presence of protein synthesis inhibitors which suggests that it is directly induced by nitrate as opposed to any of its derivatives (Medici and Krouk, 2014). This pathway has become much better understood (Figure 3.1) since the discovery of the nitrate responsive element (NRE) in the promoter of the nitrate response marker gene NIR1 which has accelerated the discovery of transcription factors involved in regulating this response (Konishi and Yanagisawa, 2010).

One key component found to be involved in the PNR is SPL9 (SQUAMOSA PROMOTER BINDING-LIKE 9). This gene was identified by a time series approach monitoring transcriptome variation during very early nitrate responses which was in turn used to infer networks (Krouk et al., 2010c). SLP9 was found to be expressed within 10 minutes of nitrate provision, and amongst its targets there were known markers of the nitrate response. Although SLP9 mutants do not show any obvious phenotypes, likely due to redundancy in the N-response network, overexpression resulted in increased expression of the targets it was predicted to regulate (Krouk et al., 2010c).

The TF NLP7 (Nodule Inception-like protein 7) is also a major component of the PNR. nlp7 mutants are deficient in nitrate assimilation regardless of availability and as such produce phenotypes resembling nitrate-starved plants (Castaings et al., 2009). Conversely, its overexpression results in increased nitrate uptake even under nitrate-limiting conditions (Yu et al., 2016). NLP7 has been demonstrated to very rapidly control hundreds of genes upon nitrate provision, amongst which nitrate-responsive genes are highly over-represented. NLP7 is not transcriptionally induced by nitrate but rather seems to be retained in the nucleus in its presence (Marchive et al., 2013).
Collectively, this demonstrates \textit{NLP7} is critical in co-ordinating the PNR. Another related protein, \textit{NLP6}, is also thought to be important as it has been demonstrated to bind to the NRE and its constitutive suppression prevents regulation of normally nitrate-responsive genes (Konishi and Yanagisawa, 2013).

The \textit{ANR1} TF is another key transcriptional regulator of the PNR. Because its expression is increased in \textit{NLP7} overexpressing mutants, it is thought to function downstream of \textit{NLP7} (Yu \textit{et al}., 2016). Whilst little is known about the targets of \textit{ANR1}, its importance is seen in the failure of plants to produce LRs in response to nitrate in its absence (Gan \textit{et al}., 2005; Remans \textit{et al}., 2006; Zhang and Forde, 1998).

\textit{HRS1} and its homolog \textit{HHO1} (HRS1 homolog 1) (Marchive \textit{et al}., 2013), which are implicated in nitrate responses, are also downstream of \textit{NLP7} (Alvarez \textit{et al}., 2014). These genes are thought to be partially redundant and are responsible for suppressing primary root elongation during phosphorus starvation only in the presence of nitrate. Additionally, genes regulated by \textit{HRS1} have been identified using the TARGET approach described in Chapter 1 (Medici \textit{et al}., 2015). \textit{HRS1} is nitrate-inducible and represses many genes associated with nitrate starvation, such as the previously described nitrate transporter \textit{NRT2.4}. This is consistent with a possible role in signalling recovery from nitrate starvation (Kiba \textit{et al}., 2018).

The TFs \textit{TGA4} and \textit{TGA1} were identified as components of the PNR by a data-mining approach. Both are transcriptionally induced by nitrate and double mutants for both genes produce a similar LR phenotype to \textit{ANR1} mutants. Amongst their inferred targets are the nitrate transporters \textit{NRT2.1} and \textit{NRT2.2} (Alvarez \textit{et al}., 2014).

Mutations in the TF \textit{bZIP1} have been demonstrated to perturb nitrate signalling in a number of studies including (Obertello \textit{et al}., 2010). Subsequent experiments combining approaches to identify genes induced by its transient induction and the DNA sequences that it binds through ChIP-seq have shown that \textit{bZIP1} (basic Leucine Zipper domain 1) is also implicated in the PNR due to overlap between its putative targets and nitrate responsive genes (Para \textit{et al}., 2014).
Aside from TFs, other genes found to be important in the PNR are responsible for processing nitrate itself. The nitrate reductase enzymes NIA1 and NIA2 are responsible for converting nitrate to nitrite which is subsequently converted to ammonia by the nitrite reductase NIR1. These genes are commonly used as markers for the PNR and are regulated by most of the TFs described previously (Yanagisawa, 2014). Additionally, nitrate transporters involved in nitrate influx are themselves up-regulated, likely as a positive feedback mechanism to increase nitrate uptake. These include NRT1.1 (which is essential for the activation of the PNR in the first place), NRT2.1 and NRT2.2 (Vidal et al., 2015).

**Mutants affecting root architecture:** One common reverse-genetics approach to identify genes involved in the regulation of root development is to study the root architecture phenotypes of mutants that show increased or reduced expression of a particular gene. Two of the most significant mutants found so far to affect A. thaliana root organisation are scarecrow (scr) and short-root (shr). Both of these genes are involved in regulating asymmetric cell divisions during root development and plants show dramatically altered root patterning in their absence. Both shr and scr mutants only form a single layer of cells between the epidermis and cortex. This mutant layer in shr does not express endodermal identity markers, implicating SHR in specifying cells of the endodermis whilst the corresponding layer in scr mutants exhibits cortical and endodermal markers, suggesting SCR functions specifically during the division of these layers (Di Laurenzio et al., 1996; Helariutta et al., 2000). Although shr mutants are able to initiate LR primordia, abnormal patterning is also present in lateral roots in addition to defects in elongation (Lucas et al., 2011).

Due to its role as a positive regulator of LR patterning, there are numerous mutants in the auxin pathway which display altered root architecture. The Auxin/Indole-3-Acetic Acid (Aux/IAA) family of proteins act as be negative regulators of auxin signalling. Gain of function mutation of IAA3 (Tian and Reed, 1999), IAA14 (Fukaki et al., 2002), IAA19 (Tatematsu et al., 2004) and IAA28 (Rogg et al., 2001) all result in plants that exhibit stunted growth and are almost completely unable to form lateral roots. Expression of
GATA23 rescues this phenotype, suggesting that GATA23 acts antagonistically of IAA28 (De Rybel et al., 2010). The TFs ARF7 and ARF19 and their downstream targets LBD16 and LBD29 are positive regulators of LR formation. Thus, arf7arf19 double mutants are defective in lateral root formation and LBD16/LBD19 overexpression partially rescues this phenotype (De Rybel et al., 2010; Okushima et al., 2007). LR outgrowth regulator MYB93 mutants exhibit increased LR density whilst the opposite phenotype is observed in overexpressing lines (Gibbs et al., 2014).

In addition to their role in transducing defence responses in plants, there is also strong evidence that MAPK cascades are crucial in developmental responses. Mutants affected in expression of MEKK1, a kinase upstream of MAPK4, show severe dwarfism and late lethality (Ichimura et al., 2006). mpk4 mutants also exhibit a similar phenotype although the seedling lethality was temperature dependent rather than constitutively lethal (Gao et al., 2008). MAPK3 and MAPK6 are also important in plant development, evidenced by the fact that mpk3-mpk6 double exhibit embryonic lethality (Wang et al., 2007).

As visited previously, transporters involved in root nitrate uptake and some of their downstream targets also have significant effects on root architecture. In addition to its role in nitrate uptake, NRT1.1 is also important in sensing and signalling of the nitrate status of the plant as it facilitates the release of auxin from LR primordia, thus preventing their emergence. Because the auxin transport activity of NRT1.1 is repressed by nitrate, the protein inhibits LR emergence only in deplete nitrate conditions (Krouk et al., 2010b). Mutation of genes that function downstream of NRT1.1 result in plants with altered root architecture. ANR1 mutants fail to proliferate LRs in response to nitrate (Zhang and Forde, 1998) whilst NLP7 mutants have increased LR density (Castaings et al., 2009). The lateral root initiation 1 A. thaliana mutant (lin1)/NRT2.1 was found to constitutively form LRs even in the presence of high sucrose/low nitrate conditions which normally strongly repress outgrowth (Little et al., 2005; Malamy and Ryan, 2001).

**Aims:** Previous work in the Gifford lab had been carried out to profile untreated, nitrate-treated or S. meliloti-treated A. thaliana roots at a range of
timepoints up to 2 days after treatment as both of these treatments alter root architecture. These roots were subject to protoplast generation and FACS to isolate cells of the pericycle and cortex and subsequent transcriptome analysis using microarray profiling. This chapter sets out the data analysis conducted in order to identify regulators of root architecture remodelling, and contributing to the publication of this work in (published in Walker et al., 2017).

Results and Discussion:

**Cells of the cortex and pericycle exhibit highly specific and dynamic gene expression through time:** To identify transcriptional changes during, and therefore possibly underpinning, root architecture reshaping, cells of the pericycle (as the site of lateral root emergence) and cortex (an overlaying cell type) were sampled and transcriptomically profiled. This was performed using protoplast generation followed by FACS of cell-type specific *A. thaliana* seedlings sampled over a range of timepoints from dawn (0 hours) up to 48 hours after nitrogen treatment or rhizobial inoculation (Figure 3.2A-E, see methods). Microarrays comprising probes designed against 31,524 transcripts of the *A. thaliana* TAIR10 annotation transcriptome were used. Untreated roots, roots treated with a replete level of ammonium nitrate (5mM NH₄NO₃) and roots inoculated with the bacterium *S. meliloti* (rhizobia) were sampled. *S. meliloti* is an organism normally associated with nitrogen fixing symbiosis in legumes, but it also induces root architecture changes in *A. thaliana* (as shown in (Walker et al., 2017)). Following quality control, a final set containing 236 comparable quality arrays (126 for pericycle and 110 for cortex) over the 6 treatments and 14 time points (average replication of 2.95 samples per time point) with at least 2 replicates per time point was used for analysis. Transcriptome data was normalized and then Bayesian Analysis of Time Series (BATS) (Angelini et al., 2008) was used to identify transcripts that exhibit differential expression (DE) during each experiment (over time within each time series). For subsequent experiments (nitrogen and rhizobia responses, discussed later) DE genes were computed both within the rhizobia/replete N experiment and relative to the baseline established in the PU and CU experiments (see methods) using Gaussian Process 2 Sample
(GP2S) (Stegle et al., 2010). This dual analysis was necessary to differentiate between genes that were DE during the experiment because of circadian effects (e.g. clock-related genes) and those that are actually DE between experiments (i.e. nitrogen or rhizobia responsive).

Figure 3.2. Overview of experimental design. (A) Diagrammatic representation of an *A. thaliana* root with different cell types labelled. (B-C) Confocal microscopy images of *A. thaliana* root where marker lines express GFP in the cortex (B) or the pericycle (C). Scale bars represent 25 µm. (D) Timepoints used for sampling in the study. (E) Diagrammatic representation of sampling workflow including protoplast generation, FACS and microarray analysis. (F) Venn diagram showing the differentially expressed (DE)
transcripts within the untreated time series in the cortex (CU) and pericycle (PU); (G, Key to timings assigned to genes through clustering; red – immediate (0-1 h), orange – fast (1-2 h), yellow – downstream (2-6 h) and blue late (6+ h). (H-I) Numbers of differentially expressed transcripts over time in the cortex (H) and the pericycle (I) with timing of first significant change in expression denoted by the colour coding set out in (G). (J) ‘Core’ regulated transcripts including log₂ expression plots of the clock genes LHY and CCA1 showing the similarity of their expression between pericycle and cortex cells. Error bars represent standard error with an average sample size of 2.95 replicates. Adapted from Walker et al (Walker et al., 2017).

Next, a clustering-based approach was employed (Figure 3.2G, see methods) to identify the timing and direction (up or downregulated) with which transcripts are first DE in during the experiments and categorized these as ‘immediate’ (within 1 h), ‘fast’ (1-2 h), ‘downstream’ (2-6 h) and ‘late’ (6 h+). In the pericycle, genes are almost exclusively designated as immediate or fast responders (Figure 3.2I; 48% immediate, 49% fast, 2% downstream and 1% late) although these genes may exhibit multiple changes in expression over the experiment with latter changes not captured by this approach. By contrast, patterns of expression in cortical cells are more varied with around half of transcripts not DE until more than 2 hours after the start of the experiment (Figure 3.2H; 29% immediate, 21% fast, 42% downstream and 7% late).

Whilst the majority of the transcriptome (31,524 transcripts were assayed by these arrays) does not change in expression during the timescale of these experiments in the untreated pericycle (PU) or the untreated cortex (CU) over time, thousands of transcripts do. 4,692 and 2,041 DE transcripts change over time in untreated cells of the pericycle and cortex respectively (Figure 3.2F). Amongst these DE transcripts, a high degree of cell type specificity is observed with only 291 genes being DE in both cell types. This group of ‘core’ transcripts includes the transcription factors LHY (Late elongated hypocotyl) and CCA1 (Circadian clock-associated 1) (Figure 3.2J) which are key regulators of the plant circadian rhythm (Mizoguchi et al., 2002) and PRR5 (Pseudo-Response Regulator 5), PRR9 and ELF4 (Early Flowering 4) which are also established to be involved with the circadian clock (Hsu and
Harmer, 2014). Also present are the histone chaperones NRP1 (NAP1-related protein 1) and NRP2 which are conserved throughout multicellular eukaryotic evolution. Both proteins are involved in nucleosome assembly and have roles in root proliferation (Gonzalez-Arzola et al., 2017; Zhu et al., 2006). TORNADO2 is also DE in both cell types and is a member of tetraspanin family of membrane proteins which are key in many aspects of plant development including regulating meristem identity and root hair patterning (Cnops et al., 2006). The data shows that, although the changes in gene expression in cells of the cortex and pericycle of seedlings are largely unique, both of these cell types maintain regulation over time of a number of genes that regulate essential processes including the setting of circadian rhythms and growth and developmental processes across the root.

As these cells are from untreated roots and therefore not directly responding to a stimulus, it seems that the pericycle shows more dynamic patterns of gene expression as exemplified by the greater number (2.3 times as many DE genes during the experiment) and faster nature of changes of expression (with almost all the genes DE within 2 hours) seen after dawn. This could possibly be explained by increased mitotic activity in the pericycle as the site of lateral root emergence (Casimiro et al., 2003) as these seedlings would be beginning to form lateral roots.

**Responses to nitrogen are highly cell type specific and occur outside-to-inside:** Nitrogen provision is known to stimulate root architecture changes in plants including an increase in the formation of new lateral roots (Zhang and Forde, 1998). This phenotype was replicated in these experiments (Figure 3.3A). Therefore, plants were treated with replete ammonium nitrate to identify transcripts that could be associated with root architecture remodelling. To carry out an N-treatment, seedlings were transferred to plates containing 5 mM NH₄NO₃, then roots and cells transcriptionally profiled as during the untreated timeseries before nitrogen responsive genes were computed using GP2S.

A total of 2,832 and 2,854 nitrogen-responsive DE transcripts were identified in the pericycle (PN) and cortex (CN) respectively, of which only 450 were DE in both cell types (Figure 3.3E), suggesting that the high
degree of cell type specificity seen during the baseline experiments is maintained during the response to nitrate.

Figure 3.3. The response of pericycle and cortical cells of the A. thaliana root to nitrogen. (A) A. thaliana seedlings grown on 0.3 mM ammonium nitrate and seedlings 4 days after transfer to 5 mM ammonium nitrate. Scale bars represent 1 cm. (B-D) Number of transcripts differentially expressed in response to nitrate treatment in the pericycle (D) and cortex (C). Colours denote first statistically significant change in expression; red – immediate (0-1 h), orange – fast (1-2 h), yellow – downstream (2-6 h) and blue late (6+ h). (E) Numbers of nitrate responsive transcripts in each cell type, highlighting the ‘core’ of 450 transcripts that are differentially expressed in both cell types.
Markers of the response to nitrogen are annotated where the arrow indicates direction of expression (up = up-regulated, down = down-regulated) and colours are as in (C) and (D). NRT3.1 is differentially regulated in the cortex and pericycle. (F) Delineation of response timings of the 450 nitrate-responsive genes that are DE in both cell types, highlighting a predominance of differential expression in the cortex before the pericycle. Adapted from Walker et al (Walker et al., 2017).

To validate the efficacy of the nitrogen treatment, a list of 50 commonly nitrogen-responsive genes in the root from a meta-analysis (Canales et al., 2014) was searched for in the expression data from PN and CN. 31 of these genes were found to be regulated in PN/CN data (7 in PN only, 13 in CN and 13 in both). Considering the data consists of only two cell types and these marker genes were identified from whole roots, this suggests that the nitrogen responses observed during PN and CN are robust but also that common nitrogen-responsive genes tend to be regulated in many root cell types.

The categorization of DE genes by clustering and their assignment to timing categories was used to help understand the response to nitrogen. Of the 2,382 nitrogen-regulated transcripts in the pericycle there is a mixture of rapid and slower responses (Figure 3.3C; 28% immediate, 22% fast, 4% downstream and 45% late) whilst the response in the cortex is dominated by early changes in gene expression (Figure 3.3D; 66% immediate, 21% fast, 7% downstream and 6% late). This suggests that the response to nitrogen is faster and more dynamic in the cortex, which is opposite to the pattern observed in untreated cells of over the same timescale (PU vs CU).

This trend for faster responses in the cortex is also apparent when looking at the ‘core’ 450 transcripts that are responsive to nitrogen in both cell types (Figure 3.3E-F). 108 of these transcripts are DE with the same timing in both cell types but not necessarily the same direction (73 show identical regulation whilst 35 are DE at the same time but in opposite directions). 295 transcripts were DE in both cell types but first in the cortex before the pericycle. 47 transcripts were DE in both cell types, but first in the pericycle. This is suggestive of a signal transduction event originating in either the epidermis or lateral root cap (which was not profiled and therefore not represented in the
timeseries data) or the cortex and being perceived within the root to at least the pericycle. Nitrate itself may be transported into the root in solution through both cell layers and through intracellular spaces since it can rapidly permeate root structures such as that of *A. thaliana* seedlings (Dechorgnat *et al*., 2011). By the first timepoint sampled after treatment (1 hour) nitrate should already be present (Krouk *et al*., 2010c) throughout the root suggesting this is a genuine signal transduction event rather than simply a delayed response due to nitrate reaching the pericycle later than the cortex.

The 450 DE ‘core’ nitrogen responsive genes include many known markers for the response to nitrogen (Figure 3.3E) such as *bZIP1* which is immediately upregulated in both cell types. AtbZIP1 is transcription factor that has been demonstrated to have an important role in co-ordinating downstream responses to nitrogen (Obertello *et al*., 2010) and an inferred target of *bZIP1*, *NLP3*, is also present (Para *et al*., 2014). Also part of the core N-response is *AMT*;1,1 (fast downregulated in both cell types) which functions as a high affinity ammonium transporter (Loque *et al*., 2006). A NIN-like protein, *NLP8*, is down-regulated in both cell types. *NLP8* is associated with the regulation of seed germination in response to nitrate (Yan *et al*., 2016) but mutants in this gene have also been demonstrated to exhibit reduced growth in response to nitrogen, suggesting a role in N-assimilation in seedlings (Walker *et al*., 2017).

Many genes that are associated with transport and metabolism of nitrate during the PNR are up-regulated in the cortex and/or downregulated in the pericycle. *NRT3.1*, which functions as a high affinity nitrate transporter (Okamoto *et al*., 2006) is immediately upregulated in the cortex but late downregulated in the pericycle. In the cortex, there is upregulation of the glutamine synthetase *GS2* (Cruz *et al*., 2006), the key nitrate transporters *NRT2.1* and *NRT2.2* (Li *et al*., 2007) and the nitrate reductase *NIR1* (Konishi and Yanagisawa, 2010). In the pericycle, the nitrite reductase and PNR gene *NIA1* (Konishi and Yanagisawa, 2011), is downregulated, in addition to nitrate transporters *NRT2.1* and *NRT2.5* and the ammonium transporter *AMT1;5*.

This indicates that there are differences in the response to nitrogen between the two cell types; genes associated with the PNR are typically up-regulated in the cortex but repressed in the pericycle. At the whole root level these genes are activated in response to nitrate provision (Vidal *et al*., 2015).
so the negative trend in the pericycle would be obscured if analysis was carried out at the whole organ level. This highlights the importance of cell type specific analysis for uncovering biologically relevant gene regulatory mechanisms.

**Molecular changes underpinning root architecture changes in A. thaliana mediated by S. meliloti:** S. meliloti is a N-fixing bacterium that associates with legumes such as *M. alfalfa* and *M. truncatula* and is commonly studied due to this role in nodulation. However, there is evidence that non-legumes, including *A. thaliana*, are able to perceive and respond to rhizobia and the Nod factors they produce (Liang *et al.*, 2013). *S. meliloti* (rhizobia) treatment induces changes in root architecture in *A. thaliana* (Figure 3.4A-B) with inoculated seedlings producing more, but on average shorter, lateral roots, relative to uninoculated plants. Therefore, rhizobia was also included as a treatment in these experiments to ask if there were common or distinct gene expression changes underlying these two types of root architecture responses.

Following a similar experimental design to that described for the nitrogen treatment timeseries described above, the transcriptome of cortical and pericycle cells was profiled over time after inoculation with rhizobia. A total of 3,552 and 2,748 rhizobia responsive transcripts were identified in the pericycle (PR) and cortex (CR) respectively. As with the nitrate treatment, only a small (202) proportion of transcripts were regulated in both cell types (Figure 3.4C). The pericycle response exhibited only a very small proportion of changes within 2 hours (2% immediate, 2% fast, 23% downstream and 73% late) whilst the speed of changes in expression consist of a mix of early and late responses in the cortex (47% immediate, 9% fast, 10% downstream and 44% late) as was the case with the nitrate response.

Rhizobia are known to elicit short-lived transcription of genes associated with immunity in legumes during the early stages of nodulation (Kouchi *et al.*, 2004; Libault *et al.*, 2010; Lohar *et al.*, 2006). This may be due to the presence of microbe-associated molecular patterns (MAMPs) present in the cell walls of rhizobia which could elicit a defence response despite rhizobia not being a pathogen. To test if rhizobia induced immunity in *A. thaliana*, the PR and CR data was compared to a list of differentially expressed
genes obtained from FACS-isolated cortex and pericycle cells 1 hour after treatment with 1 µM flg22 (Rich et al., 2019). Flg22 is a highly immunogenic peptide derived from bacterial flagellin that is able to induce expression of defence-related genes in plants (Navarro et al., 2004).

**Figure 3.4. The root architecture and transcriptome response of A. thaliana to rhizobia.** (A) A. thaliana seedlings 4 days after mock (left) or S. meliloti (right) inoculation. Scale bars represent 1 cm. (B) Average length of lateral roots (left) and average number of lateral roots (right) for A. thaliana seedlings 3 days after mock (white) or S. meliloti (grey) inoculation. n=16, error bars represent standard error and asterisks denote a significance level of \( P<0.05 \) as calculated by t-test. (C) Number of transcripts differentially expressed in response to rhizobia treatment in the cortex and pericycle. Colours denote first statistically significant change in expression; red – immediate (0-1 h), orange – fast (1-2 h), yellow – downstream (2-6 h) and blue late (6+ h). Adapted from Walker et al (Walker et al., 2017).
The Rich et al. 2019 dataset (biorx number 302448) consisted of a list of 166
flg22-responsive genes in the cortex and 121 flg22-responsive in the pericycle.
Only a small proportion of these were also found to be DE in PR/CR data
(pericycle – 8 of 121; 7% and cortex - 38 of 166; 23%). However, some marker
genes of defence responses are present in both the PR and CR response lists,
including FLS2. FLS2 is the primary receptor for flg22 and is responsible for
inducing innate immunity downstream of flg22 perception (Sun et al., 2013).
Interestingly, the flagellin of another rhizobial species, M. loti, has been
demonstrated not to possess MAMP activity in the flg22-sensitive legume L.
japonicus (Lopez-Gomez et al., 2012) but it is unclear if this is the case for the
flagellin of other rhizobia. Of the genes common between both flg22- and
rhizobia-response datasets in the cortex, the majority (27 of 38; 71%) were
determined to be immediately rhizobia responsive on the basis of their cluster
membership, in line with rapid activation in response to flg22. Of the genes
conserved in both datasets in the pericycle, all but one are classified as ‘late’.
Collectively, the response to rhizobia in the cortex appears to partially
resemble a plant defence response whilst the pericycle response to rhizobia
is distinct from the flg22 response.

Expression of cell identity markers is maintained during environmental
responses: Based on the numbers of DE transcripts, these experiments
suggest that although there are common elements of environmental
responses between cell types, cell types maintain their identities following a
change in the environment. To further explore this, all lists of DE genes were
queried with lists of genes that are defined as ‘cell type specifically enriched’
(CTSE) genes for the cortex and the pericycle (Bargmann et al., 2013b).
CTSEs are genes that exhibit preferential expression in a single cell type and
therefore can be considered as an extension of cell type identity. This dataset
included 85 and 168 genes identified as CTSEs in the pericycle and cortex
respectively. However, these lists were constructed at the gene level, rather
than the gene model level as in the data presented here. Therefore, the
Bargmann lists were expanded (and three genes not present on the
microarray were removed; At1g24280, At4g36670 and At5g42600) to include
all gene models of these CTSEs represented on the microarrays. This gave a
total of 104 CTSE transcripts in the pericycle and 194 in the cortex to use for analysis.

A significant proportion of the CTSEs from both cell types (Figure 3.5A-B) were not differentially expressed during any of the timeseries experiments, and also retained their cell type specific expression – their expression was enriched in the cell type that they were identified in in the Bargmann et al. 2013 work. However, many (60/104 in the pericycle; 58% and 110/194 in the cortex; 57%) did show differential expression during at least one experiment, including a small proportion (pericycle 7%, cortex 14%) of CTSEs identified as cortex- or pericycle-associated that were nitrogen/rhizobia responsive in the other cell type. This does not necessarily suggest that cell identity is affected during the treatments, since these genes still predominantly showed preferential cell type specific expression. However, it does suggest that CTSEs (and therefore cell identity) could exhibit plasticity during environmental changes.

**Figure 3.5: Expression of cortex and pericycle cell type specific enriched genes during environmental change.** A-B) Charts showing the proportion of 194 transcripts identified as cortex (A) CTSEs and 100 transcripts identified as pericycle CTSEs (B). Transcripts annotated as ‘enriched’ do not show differential expression within any time series whilst those annotated as ‘dynamic’ to a cell type show differential expression in the untreated timecourse for that cell type. Transcripts labelled as ‘responsive’ are DE
following nitrogen or rhizobia treatment. Adapted from Walker et al (Walker et al., 2017).

Overall, this reinforces the hypothesis that the cortex and pericycle both maintain their distinct cell identities but these are able to be modulated during environmental responses.

**Understanding how cortical and pericycle gene expression is coordinated using network inference:** An interpretation of the data presented above is that the pericycle and the cortex show a very high degree of cell type specificity in terms of their gene expression in untreated cells and that this is maintained during responses to nitrogen and rhizobia. But neither cell type is directly exposed to either stimulus and it therefore seems unlikely that these highly cell type specific responses could occur without some degree of coordination at the whole root level. To identify regulators of these responses, causal transcription networks were generated (see methods) for all the experiments. Causal transcription networks can be inferred from timeseries data to predict regulatory interaction between differentially expressed genes and thus help in visualizing how responses are regulated. Since the network inference algorithm has to have samples with consistent spacing between timepoints (sampling every 2 hours), only data up to 16 hours after inoculation were used for network inference. Previously described analysis of the timing of gene responses (where most responses at least first occurred in the first few hours) suggests that this time period contains the most pertinent information for understanding these responses.

Network inference assigns transcripts as regulatory nodes if they are transcriptional regulators. In total 2,460 genes (2,946 transcripts) from the arrays used were assigned to be putative regulators. This was based on known or putative TF activity using data from the NCBI Conserved Domains database indicating the presence of conserved protein domains indicative of DNA binding combined with gene annotations (Gene Ontology and TAIR), indicative of regulatory effect.

Each network connected hundreds of genes via regulatory connections, or ‘edges’ (Table 3.1). The networks inferred from gene expression data in the
cortex show different network architectures to those for the pericycle, based on analysis of the network degree, betweenness and connectivity. In spite of the networks in the pericycle and cortex consisting of similar edge to node ratios, the pericycle networks tend to be dominated by fewer, larger nodes although this would be expected to some extent given the higher number of nodes in some of the pericycle networks. This is particularly evident when looking at the largest hubs in each network. A hub can be defined as a node with a large number of inferred targets. The three largest hubs in each pericycle network (PU; 71, 66 and 53, PN; 76, 75 and 48, PR 84, 44 and 39) are larger than all of the equivalent 3 hubs in the cortex networks (CU; 37, 36 and 34 CN; 34, 27 and 24, CR 28, 24 and 17).

<table>
<thead>
<tr>
<th>Network</th>
<th>PU</th>
<th>PN</th>
<th>PR</th>
<th>CU</th>
<th>CN</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>1651</td>
<td>1557</td>
<td>785</td>
<td>898</td>
<td>981</td>
<td>892</td>
</tr>
<tr>
<td>Edges</td>
<td>1974</td>
<td>2018</td>
<td>1099</td>
<td>1271</td>
<td>1348</td>
<td>1147</td>
</tr>
<tr>
<td>DAP-seq validation</td>
<td>61 of 1974</td>
<td>52 of 2018</td>
<td>48 of 1099</td>
<td>64 of 1271</td>
<td>73 of 1348</td>
<td>61 of 1147</td>
</tr>
<tr>
<td>Treatment responsive</td>
<td>N/A</td>
<td>670 (43%)</td>
<td>388 (49%)</td>
<td>N/A</td>
<td>770 (78%)</td>
<td>677 (76%)</td>
</tr>
<tr>
<td>Response timing (%I/F/D/L)</td>
<td>N/A</td>
<td>1/2/5/82</td>
<td>17/26/5/51</td>
<td>N/A</td>
<td>66/18/7/9</td>
<td>55/9/5/31</td>
</tr>
</tbody>
</table>

**Table 3.1: Statistical analysis of network inference.** Comparison of features of networks inferred from each timecourse experiment across a range of categories. **Nodes:** number of regulators present in each network. **Edges:** number of regulatory actions inferred between nodes in each network. **DAP-seq validation:** Number of edges validated in each network by a DAP-seq dataset (O’Malley et al., 2016) expressed as a proportion of the total number of edges present in both the O’Malley dataset and the network for which the comparison is being made. **Treatment responsive:** the proportion of nodes in each network that were identified as exhibiting significant DE relative to untreated cells. **Response timing:** percentages of nodes that were designated immediate (0-1 h), fast (1-2 h), downstream (2-6 h) or late (6+ h)
responders to treatment expressed as a proportion of total treatment responsive genes in that network.

To validate the node-node edge connections inferred from expression data, edges predicted in the networks were compared with those identified from a study predicting transcription factor binding sites using DAP-seq (O'Malley et al., 2016). Although many edges in the networks were not tested in this study, a proportion of edges were present in both datasets (Table 3.1). Across the networks, between 19-73% of interactions were conserved giving confidence in the edge prediction by network inference when the absence of whole root data from these experiments is considered.

The networks were then analysed to understand how processes change within the cortex and pericycle over time and in response to the nitrogen and rhizobial treatments. The PU (Figure 3.6) and CU (Figure 3.7) networks are constructed from expression data of cells not responding to a specific treatment, and therefore these networks provide an insight into developmental changes occurring in the cortex and pericycle of growing seedlings. The key plant circadian clock genes *CCA1* and *LHY* are represented in both networks. *CCA1* has 3 targets in the PU network and 11 in the CU network whilst *LHY* has 12 and 7 respectively. The genes inferred to be regulated by both *CCA1* and *LHY* are unique in both cell types, highlighting that both cell types have distinct identities.

The nitrate-responsive gene *TGA1* was found to be the fifth-largest hub in the CU network with 32 outgoing edges and 2 incoming edges. The two TFs inferred to regulate *TGA1* are *WRKY36* (positively) and *TGA4* (negatively). This is curious because *TGA1* and *TGA4* are associated with the PNR (Alvarez et al., 2014) and defence responses (Kesarwani et al., 2007) although this does not exclude other roles. Both proteins are thought to be functionally redundant so the idea that *TGA4* is a transcriptional repressor of *TGA1* is novel and may represent a negative feedback mechanism. Another gene associated with nitrate responses, *HHO1* (1 regulator, 3 targets), is present in the CU network but not the PU network, suggesting that it has a cell type specific role.
Figure 3.6: Causal transcription network of changes over time in untreated pericycle cells. For simplicity, the network is visualized as a regulatory backbone with only nodes displayed that are predicted to regulate at least one target and with the size of nodes increasing with the number of outgoing edges. Nodes not connected to the main network with fewer than 2 regulatory interactions are omitted. Edges with arrow heads denote positive regulation and edges with flat heads denote negative regulation.

Figure 3.7: Causal transcription network of changes over time in untreated cortex cells. For simplicity, the network is visualized as a regulatory backbone with only nodes displayed that are predicted to regulate at least one target and with the size of nodes increasing with the number of outgoing edges. Nodes not connected to the main network with fewer than 2 regulatory interactions are omitted. Edges with arrow heads denote positive regulation and edges with flat heads denote negative regulation.
Insights into co-ordination of nitrate responses from PN/CN networks:

Networks for nitrate and rhizobia responses were constructed based on genes DE within a time series (DE genes calculated by BATS) as opposed those DE between time series (those calculated by GP2S). This was because network connections over time within each treatment could involve genes that change in response to treatments but also genes that must be present but whose expression does not significantly change after treatment. Therefore, to enable visualization of the genes that do change due to treatment, these nodes were colour-coded in the networks to distinguish between this. GOrilla (Eden et al., 2009) was then used to query the networks for overrepresentation of GO terms. To focus on understanding the higher order of regulation of the rhizobial and nitrogen responses, networks were visualized as ‘regulatory backbone’ networks where only nodes with at least one target are displayed and the size of the shown nodes scales with larger nodes predicted to have more targets.

Identification of nitrogen or rhizobia responsive genes within their respective networks reveals a much higher proportion of genes regulated in the cortex networks to be treatment responsive than in the pericycle (Table 3.1). This suggests that environmental responses in the pericycle potentially show less plasticity than those in the cortex. The N-response in the pericycle (Figure 3.6B) seems to be regulated by many genes that are not directly N-responsive but are nonetheless are important in co-ordinating the response. The majority of genes in the cortex network (Figure 3.6A) are N-responsive. When analysing response timings, a much higher proportion of expression changes occur first within 2 hours of treatment (CN: 84% vs PN: 3% and CR: 64% vs PR: 43%) in the cortex than the pericycle (Table 3.1). This shows that the trend for faster responses to nitrogen or rhizobia seen amongst DE genes of the cortex relative to the pericycle (Figure 3.3B, Figure 3.3D, Figure 3.4C) is also conserved in their respective networks.
Figure 3.8: Co-ordination of the nitrate response in the cortex and pericycle. A-B) Regulatory backbone visualization of inferred casual transcription networks in the cortex (A) and pericycle (B) during response to nitrate. The network is constrained to only show nodes that have at least one outgoing edge and the size of nodes is scaled with larger nodes possessing more outgoing edges. C) Conserved transcription factor hubs present in both networks are arranged together. Overrepresentation of gene ontologies amongst a hub and its targets is denoted by shading. Colours denote first statistically significant change in expression; red – immediate (0-1 h), orange – fast (1-2 h), yellow – downstream (2-6 h) and blue late (6+ h). Edges with arrow heads denote positive regulation and edges with flat heads denote negative regulation. Adapted from Walker et al (Walker et al., 2017).
Because genes involved in the PNR are well characterized in *A. thaliana*, it is possible to query the PN/CN networks for these genes. This means that the PNR, which is a process co-ordinated across the whole root can be assessed at the cell type level. bZIP1 is present and functions as a key hub in both cortex and pericycle networks (7 outgoing edges in PN and 17 in CN). Most of the targets of bZIP1 in either network are not functionally associated with nitrate responses but the ammonium transporter AMT1;2 is repressed in the cortex, which is consistent with its downregulation of genes involved in ammonium transport seen elsewhere in the data. The NIN-like protein *NLP3* is present in both networks (2 targets in PN, 17 in CN). NIN-like proteins are a family of TFs thought to be evolutionarily related to highly conserved legume symbiosis regulator *NIN* and are known to be important in nitrate responses in *A. thaliana* (Konishi and Yanagisawa, 2013).

Many genes associated with PNR are present in only one network, suggesting that their effects are actually cell type specific. *NRT3.1* is up-regulated only in the CN network by two TFs, one of which is another NIN-like protein, *NLP9*. However, *NLP9* itself is also present in the pericycle where it has 30 inferred targets, suggesting it is a key hub gene in the nitrogen response in this cell type, despite not being differentially expressed between the PU and PN timeseries. Also exclusive to the PN network is *TGA1* which has 11 targets. The presence of *TGA1* in the PN network is noteworthy because it is also one of largest hubs in CU network but is not present in the PU network at all, suggesting it may have very different roles between the two cell types, with a role in the N-response in the pericycle but not the cortex. Also, of particular interest is the expression of *HRS1* and its homolog *HHO1*. *HRS1* is only present in the PN network where it is induced by one TF and repressed by another and has six targets of its own. *HHO1* however is only connected in the CN network where it has 8 outgoing edges.

Not present in either network are numerous genes that which are known to be markers of the PNR including *NRT1.1, NRT2.1, NRT2.2, NIA1, NIA2*, and *NIR1* (Vidal et al., 2015). It is likely that these genes are missing since they are part of whole root responses that are more strongly expressed in other cell types such as the epidermis or endodermis which are absent in this study.
Because these networks were formed from genes DE within an experiment, the clock genes *CCA1* and *LHY* are present in the nitrate networks of both cell types. Using the combination of BATS and GP2S DE lists it is possible to discriminate between circadian influences on rhizobial and N responses and changes in gene expression due to circadian rhythms in general. *LHY* only has 2 targets in the PN network and both are not nitrogen-responsive but 17 of 21 targets in the CN network are. For *CCA1*, 1 of its 6 targets is nitrogen responsive in the PN network whilst 8 of 9 targets are N-regulated in the CN network. This would suggest that these two clock genes assume additional regulatory roles during nitrogen responses in the cortex.

When evaluating the PN/CN networks to understand the plant’s response to N (Figure 3.8A-B) only a small proportion (222) of the total nodes (981 and 1557 in the cortex and pericycle respectively) in each network are conserved between both networks. However, when nodes and their targets are queried for overrepresented GO terms, in order to assess to what extent biological processes and molecular functions are distinctly regulated (Figure 3.8). Some similar processes are observed in both cell types; for instance, there are two different modules in both networks which regulate distinct sets of genes associated with JA responses. There are 11 transcription factors are conserved between, and are N-responsive in, the CN and PN networks (Figure 3.8C). The majority (8 of 11) of these showed a cortex then pericycle preference in terms of timing of expression changes, supporting the proposed mechanism discussed earlier of signal transduction through the cell types of the root during the response to nitrate (Figure 3.3F).

This suggests that different sets of genes, which may be considered functionally redundant at the whole root level, regulate common functions within the two cell types and therefore can be considered functionally distinct on the basis of the timing and spatial location of their expression and this assertion is supported by data at the gene family level (Walker *et al.*, 2017).
Figure 3.9: Causal transcription network of changes over time in pericycle cells treated with *S. meliloti*. For simplicity, the network is visualized as a regulatory backbone with only nodes displayed that are predicted to regulate at least one target and with the size of nodes increasing with the number of outgoing edges. Nodes not connected to the main network with fewer than 2 regulatory interactions are omitted. Edges with arrow heads denote positive regulation and edges with flat heads denote negative regulation.

**Analysis of networks of rhizobia-responsive transcripts:** The response to rhizobia in *A. thaliana* cortical cells seems to share some elements with defence responses as determined by comparison with flg22-regulated gene expression. Because this cannot be said to be true of the pericycle, the PR (Figure 3.9) and CR (Figure 3.10) networks were examined more closely.

In line with finding both clock genes *CCA1* and *LHY* to be DE in both CR and PR timeseries, they were both found to be within both PR and CR networks. *CCA1* has 10 targets in PR (1 of which is also rhizobia-responsive) and 7 in PR (6 of which are also rhizobia-responsive) whilst *LHY* has 5 (1 of which is also rhizobia-responsive) and 9 (8 of which is also rhizobia-responsive) respectively. This supports the findings of analysis of the N-response networks in these transcription factors are involved in environmental responses in the cortex but not in the pericycle whilst also reflecting the wider trend that a higher proportion of genes in the CN/CR network are treatment-responsive than their counterparts in the pericycle (Table 3.1).
Figure 3.10: Causal transcription network of changes over time in cortex cells treated with *S. meliloti*. For simplicity, the network is visualized as a regulatory backbone with only nodes displayed that are predicted to regulate at least one target and with the size of nodes increasing with the number of outgoing edges. Nodes not connected to the main network with fewer than 2 regulatory interactions are omitted. Edges with arrow heads denote positive regulation and edges with flat heads denote negative regulation.

The PNR-associated *HRS1* transcription factor is present in both CR and PR networks. In the pericycle *HRS1* is inferred to be transcriptionally induced by *CCA1* and has 44 predicted targets. In the cortex, *HRS1* does not have any regulators and 4 targets. *HRS1* homolog *HHO1* is present in the CR network (2 regulators, 2 targets) meaning it is connected in all three cortical networks but absent in all pericycle ones. Both of these genes have previously been assumed to exhibit functional redundancy (Medici *et al.*, 2015) but this suggests that their activities may be distinct on the basis of their expression in different cell types.

**Conclusions:** FACS was used to isolate cells of the cortex and the pericycle at a range of timepoints up to 48 hours after treatment with replete nitrate or rhizobia, both of which are able to influence plant root architecture. Transcriptomics of these cells over time was used to identify changes in gene expression that allowed examination of molecular changes that might underpin root architecture reshaping.

Based on the numbers of DE transcripts, both cell types have very strong cell type response identities as there is very little overlap between the two cell type responses. It was also seen that large differences exist in DE gene activity between treatments for each cell type. Together, this suggests that the identity of a cell type is flexible and is able to be modulated by the environment. This is reinforced by the findings from analysis of the expression of putative cell type specific enriched (CTSE) genes (Bargmann *et al.*, 2013b) that they are cell-type enriched but also responsive to environmental change. Analysis of the data also suggest the possibility of signal transduction within the root during environmental responses which originates in outer layers
of the root and travels inwards (cortex to pericycle in this case). The inclusion of analysis of responses of more cell types, particularly the epidermis (the outer most layer of the root) and the endodermis (which lies in between the cortex and the pericycle) would facilitate further study of this possible signal transduction. Key transcriptional regulatory hubs of pericycle and cortex cells were identified from the network analysis in untreated conditions and during the response to nitrate and rhizobia. Some genes assumed to be functionally redundant, such as \textit{HRS1/HHO1} seem to be preferentially expressed in one cell type. Therefore, these genes which might appear to be functionally redundant may actually be functionally ‘separate’ on the basis of their patterns of expression. This could be resolved by cell type-specific analysis of mutants for genes of interest (for instance, \textit{hrs1/hho1} mutants) to see how gene regulatory networks are perturbed.

This approach, using FACS to generate longitudinal and cell type specific gene expression data, has uncovered trends during root development which are obscured at the whole root level. This highlights the importance of analyzing the expression of genes through both time and space in order to fully understand how the timing and localization of this might moderate their activity as previous studies of root development (Birnbaum et al., 2003; Brady \textit{et al.}, 2007) and environmental responses have found (Geng \textit{et al.}, 2013; Iyer-Pascuzzi \textit{et al.}, 2011).
Chapter 4: Molecular changes underpinning ‘friend vs. foe’ recognition in legume roots

Introduction:

**Complex interactions between the legume nodulation machinery and the plant immune system are required for establishment of root nodules:** The rhizosphere is an extremely complex environment in which plant roots are continuously exposed to a diverse range of microorganisms (Berendsen et al., 2012). Whilst the majority of these are harmless to a plant, pathogens may also be present amongst this population. Plants possess a basal innate immune system as their primary defence against pathogens. This first layer of immunity, called MTI, consists of cell surface receptor kinases (PRRs) that recognize widely conserved chemical features associated with bacteria, fungi and other possible pathogens. Stimulation of these receptors activates their kinase activity and begins an intracellular signaling cascade that results in an immune response (Boller and Felix, 2009).

As the molecular patterns recognized by these receptors are often conserved amongst pathogens and non-pathogens, innocuous or even symbiotic bacteria can also induce immune responses. In the case of plant-microbe symbiotic interactions such as nodulation, this can potentially inhibit formation of mutualistic interactions. A wide range of immune elicitors and defence hormones have been shown to inhibit nodulation (Lopez-Gomez et al., 2012; Stacey et al., 2006; Sun et al., 2006). A sustained immune response to rhizobia, preventing rhizobial colonization, would result in the benefits of the interaction to both parties being lost. Consequentially, legumes have had to evolve a system allowing the selective lack of development of immune responses in response to *bona fide* symbionts without providing a potential route to be exploited by pathogens (Berrabah et al., 2015; Cao et al., 2017).

There is evidence to suggest that rhizobia and signaling molecules associated with them actually do exert a short-lived activation of legume defences during the early stages of nodulation, although the density of inoculum in these studies is typically greater than would be encountered outside of laboratory conditions. Transient up-regulation of genes associated
(based on ontology) with defence responses shortly after inoculation with rhizobia or Nod factors has been demonstrated across several model legume species including *L. japonicus*, soybean (*Glycine max*) and *M. truncatula* (Kouchi *et al.*, 2004; Libault *et al.*, 2010; Lohar *et al.*, 2006). Additionally, increased phosphorylation of *L. japonicus* MAPK proteins has been observed following inoculation with *M. loti* (Lopez-Gomez *et al.*, 2012) and brief induction of ROS has been reported after treating *M. alfa* with *S. meliloti* (Santos *et al.*, 2001), *Phaseolus vulgaris* with Nod factor purified from *Rhizobium etli* (Cárdenas *et al.*, 2008) and after treatment of peanut (*Arachis hypogaea*) with *Bradyrhizobium sp* (Munoz *et al.*, 2015). The exact mechanism by which rhizobia activate host immunity is currently unknown, but it may not be simply related to activation of MTI by MAMPs; for instance *L. japonicus* has been demonstrated to be sensitive to flg22 but purified flagellin from its symbiont, *M. loti* does not induce immunity (Lopez-Gomez *et al.*, 2012). Additionally, treatment with LPS of *S. meliloti* actually reduces ROS production and the expression of genes associated with defence responses in *M. truncatula* callus cell cultures (Tellstrom *et al.*, 2007).

The relatively brief nature, typically lasting only for a few hours, of activation of legume immunity by rhizobia is suggestive of active and long-lasting suppression of defence responses. Both host and rhizobial factors have been implicated in moderating defence responses during this symbiosis. EPS of rhizobial cells have been implicated in negatively regulating defence responses and this is a common activity of EPS throughout the bacterial kingdom, either by binding receptors or masking antigens (Fraysse *et al.*, 2003). Previous work has demonstrated increased expression of *M. truncatula* defence genes in response to *S. meliloti* mutants deficient in succinoglycan (an EPS) relative to the wild type bacteria (Jones *et al.*, 2008). LPS of *Sinorhizobium meliloti* and more specifically, the Lipid A epitope of this is able to suppress ROS production in *M. truncatula*. Curiously, this epitope actually stimulates oxidative burst in the non-legume *N. tabacum* (Scheidle *et al.*, 2005; Tellstrom *et al.*, 2007). There is evidence to suggest that the Nod factors secreted into the rhizosphere by nodule bacteria can suppress MTI; *G. max* demonstrates reduced ROS production in response to flg22 following pre-treatment with Nod factor from *B. japonicum* (Liang *et al.*, 2013). Host factors
are also known to be important in moderating defence responses; *P. sativum* mutants in key symbiosis genes have been demonstrated to produce more robust defence responses after inoculation with *Rhizboium leguminosarum*, suggesting these genes may be important in suppression of immunity and that in their absence, rhizobia are seen as pathogens not symbionts (Ivanova et al., 2015). Taken together, there is a strong case that legume and rhizobial effectors have co-evolved such that they are able to selectively minimize the extent of defence responses harmful to symbiosis (Oldroyd, 2013).

***Ralstonia solanacearum*** is a broad-spectrum phytopathogen associated with characteristic wilting in a wide variety of plant species: *Ralstonia solanacearum* is a bacterial pathogen found in soil that is able to infect and cause disease in over 200 different plant species including commercially important crops such as potato and tomato (Salanoubat et al., 2002). The combination of its exceptionally large host range, persistence in the environment (*R. solanacearum* can survive in many soil types for months without invading a host plant (van Elsas et al., 2000)) and the lethality of the disease it is associated with (bacterial wilt) mean *R. solanacearum* is one of the most intensely studied plant pathogens.

**Molecular determinants contributing to *R. solanacearum* pathogenicity:** *R. solanacearum* has been found to secrete a large number of proteins through type II and III secretion systems. Many of these proteins are important or essential for virulence, suggesting that the pathogen relies on using effectors to manipulate the host by either down-regulating defence pathways or enhancing access to nutrients (Poueymiro and Genin, 2009).

The pathogenesis cycle of *R. solanacearum* begins when bacteria in the soil recognize the presence of a potential host plant nearby. This is thought to be mediated by PrhA on the bacterial membrane which is directed against some of cell wall pattern and activates expression of virulence genes upon its detection (Aldon et al., 2000). Determinants of motility (*fliC* and *fliM*) and chemotaxis (*CheA* and *CheW*) are also important virulence factors for the bacteria, suggesting they have roles in mediating contact between the pathogen and host (Tans-Kersten et al., 2001; Yao and Allen, 2006).
The bacteria then gain entry to the plant through naturally occurring gaps in the roots or wounds. The bacteria has been observed to preferentially colonize the elongation zone of the primary root and the primordia or emerging lateral roots where the epidermis is weakest (Vasse et al., 1995). The bacteria is also known to possess several hydrolytic enzymes that are capable of degrading components of plant cell walls, which are thus contributors to virulence, although it is not known if these contribute to the capacity to invade the root directly (Huang and Allen, 1997; Schell, 1987; Tans-Kersten et al., 1998).

Once a bacterium has entered the root it then begins to divide and colonize the intracellular spaces of the underlying cortex. From here, there is penetration of the vasculature and ultimately invasion of the shoots via the xylem (Vasse et al., 1995). This would involve breaching the Casparian strip of the endodermis and the mechanism by which this is achieved is unclear. The bacterium possesses two putative drug efflux pumps, acrA and dinF, which likely protect the pathogen from host antimicrobials during the colonization process (Brown et al., 2007).

The bulk of R. solanacearum EPS is comprised of the exopolysaccharide EPS I and this is thought to be only produced when bacterial densities in the xylem are sufficient via a quorum sensing mechanism (Lowe-Power et al., 2018). Excessive secretion of EPS by the bacteria is thought to facilitate the blockage of the vasculature and be responsible for the characteristic wilting and death of infected plants (Kao et al., 1992).

**R. solanacearum as a model for legume-pathogen interactions:** Although legumes are not commonly used as a model to study pathogenesis in plants, the interaction with R. solanacearum represents the best characterized M truncatula pathosystem and best characterized pathosystem involving legumes. Some strains of R. solanacearum are able to induce disease symptoms in the susceptible M. truncatula A17 wild type, cumulating in characteristic wilting in a matter of days to weeks (Vailleau et al., 2007). Root pathogenesis in M. truncatula is dependent on the activity of Type III Secretion Systems possessed by the bacteria (Turner et al., 2009) and one particular effector, GALA7, is essential for infection (Angot et al., 2006).
solanacearum has also been demonstrated to cause limited pathogenesis in the legume *L. japonicus* although this study used inoculated leaves rather than roots (Nagata et al., 2008).

Moreau *et al.* has addressed the transcriptional response of the *M. truncatula* to *R. solanacearum* and *S. meliloti* and identified the TF EFD to be strongly up-regulated in response to both. Furthermore, *efd-1* null mutant plants mutants are resistant to infection by *R. solanacearum*, suggesting that this host gene contributes virulence. The positive effect of EFD pathogenesis was dependent on cytokinin signalling (Moreau *et al*., 2014). MIEFD is also known to be up-regulated during nodulation and promote nodule maturation at the expense of the formation of new nodules, an activity also mediated via moderation of cytokinin signalling (Vernie *et al*., 2008). Although miRNAs involved in legume symbiosis have been researched extensively, there has been very little published research on the role of miRNAs in defence response responses in legumes. Formey *et al.* have identified miRNAs responsive to *R. solanacearum* and predicted targets of these, but no functional analysis has taken place beyond this (Formey *et al*., 2014). QTL analysis has mapped the basis of resistance to *R. solanacearum* infection to the *MtQRRS1* locus which is predicted to comprise 7 R genes (Ben *et al*., 2013), but little else is known about the locus besides this.

In investigating pathogen-symbiosis intersections, a synthetic biology approach using a strain of *R. solanacearum* transformed with the symbiotic plasmid from *Cupriavidus taiwanensis* (the natural symbiont of the legume *Mimosa pudica*) was carried out. Interestingly, this work has shown that a small number of mutations is sufficient to allow a non-rhizobial strain of bacteria to induce some stages of nodulation. It should be noted that Ralstonia is not able to cause disease in *M. pudica*, but inactivation of the gene *hrcV* (a structural component of a type III secretion system) resulted in the formation of nodule-like structures and knockout of *hrpG* allowed colonization of nodule cells by the bacteria (Marchetti *et al*., 2010). The nodule-like structures formed by the bacteria resembled nodules in appearance and were invaded by infection threads. Subsequent experiments using the same system led to reduced immunogenicity of the bacteria (Marchetti *et al*., 2017; Marchetti *et al*., 2014). Although this cannot be considered a mutualism because the
resulting nodules were unable to fix nitrogen, this demonstrates a pathway that a pathogen could transition into a commensal or at least non-pathogenic invader, in line with theory that nodulation evolved from parasitic interactions.

**Aims:** immunity is important during symbiotic interactions between legumes and rhizobia with moderation of host immunity usually required for successful nodulation. The current hypothesis is that during the initial interaction between the bacteria and plant, rhizobial MAMPs initially activate MTI but this is quickly suppressed and the symbiosis is able to proceed (Cao *et al*., 2017). The molecular determinants of this transition, especially from the host plant perspective, are poorly determined. Therefore, the response of the model legume *M. truncatula* to its symbiont *Sinorhizobium medicae* and the pathogen *Ralstonia solanacearum* was contrasted over time to identify genes that could be responsible for the transition from a state of defence to symbiosis. This was carried out by first using RT-qPCR to assay timings of response using genes that serve as markers for defence and symbiosis. Subsequently, RNAseq was used to identify novel transcripts involved in these processes.

**Results:**

To maximize physiological relevance plants used in these experiments (Figure 4.1) was grown in pots containing perlite and vermiculite (Figure 4.1A), rather than on agar plates. Perlite and vermiculite mimic the physical properties of soil but can be autoclaved which permitted these experiments to be conducted in pseudosterile conditions. The system also allowed seedlings sufficient space for root growth over an extended period of time, enabling mature roots to be studied and sampled.

Plants were inoculated with either a symbiont or pathogen. *Sinorhizobium medicae* WSM419 ('rhizobia', Figure 4.1D) was used to induce nodulation in plants instead of the model *Sinorhizobium meliloti* 1021 system as the former is a naturally occurring symbiont of *M. truncatula* and the resulting symbiosis is more efficient in terms or nitrogen fixation (Terpolilli *et al*., 2008). *R. solanacearum* ('ralstonia', Figure 4.1E) was used as a pathogen (see below for rationale). Plants infected with ralstonia were grown with replete
nitrogen (15 mM NH₄NO₃) to ensure they were sufficiently resourced to form defence responses whilst plants inoculated with rhizobia were grown in the complete absence of nitrogen to avoid inhibition of nodulation. Therefore, control plants were also grown in the presence (Figure 4.1C) or absence (Figure 4.1B) of nitrogen to serve as baselines for these experiments. At intervals (Figure 4.1F) chosen to encompass early interactions with the treatments up to late stage ralstonia pathogenesis and nodules being visible on rhizobia-treated roots (Figure 4.1G), the whole root system, including nodules were applicable, was harvested (Figure 4.1H-K, see methods), RNA extracted and gene expression analysis carried out using RT-qPCR and RNAseq.

**R. solanacearum is able to infect and induce wilting in M. truncatula:** To compare defence and symbiosis responses in plants, a biotic treatment capable of inducing the former was required. For this purpose, the broad-spectrum root pathogen *R. solanacearum* was tested. To clarify that ralstonia is able to infect and cause disease in *M. truncatula* within the conditions of these experiments, 3 day old seedlings were treated with ralstonia in the same perlite and vermiculite pot system used in subsequent experiments (see methods) and observed for symptoms of infection. Initially, infected plants do not show any signs of disease but then plants begin to wilt dramatically around 2 weeks after infection with apparent death of the host plant occurring 3-4 weeks after the initial inoculation (Figure 4.2). The characteristic wilting symptoms and timescale of this event is broadly consistent with ralstonia infection in other susceptible species (Mukhtar et al., 2008; Tans-Kersten et al., 2001).

To clarify the efficacy of *S. medicae* strain 419 in the perlite-vermiculite pot system, plants were also grown for 4 weeks following *S. medicae* inoculation. Plants inoculated with rhizobia (Figure 4.3C) had observably more above ground biomass than mock treated plants (Figure 4.3A) although by this stage, the total amount of nitrogen fixed was not sufficient to catch up with the size of plants grown with replete nitrogen (Figure 4.3B).
Figure 4.1: Overview of experimental design. 2 day old *M. truncatula* seedlings were transplanted into pots (A) filled with perlite and vermiculite and watered from below with a nutrient solution containing 0 (B) or 15 mM ammonium nitrate (C). Within each nitrogen level, plants were either mock-inoculated or inoculated with *S. medicae* (D) or *R. solanacearum* (E) respectively. At a range of timepoints (F) from immediately before to 12 days after inoculation, by which point nodules were visible on rhizobia treated roots (G), the whole root system of seedlings were harvested (H) and subject to RNA extraction (I). Samples were than assayed (J) for the expression of putative marker genes for symbiosis or defence by RT-qPCR whilst select samples were analysed using RNAseq, based on RT-qPCR results (K).
Figure 4.2: Phenotype of *M truncatula* plants infected with *R. solanacearum*. Representative picture of plants either mock-inoculated (left) or inoculated with *R. solanacearum* (ralstonia, right) (B) photographed at immediately before (A/B) 12 (C/D), 21 (E/F) and 28 (G/H) days after inoculation (DAI). Scale bars represent 1 cm. n=6.
Figure 4.3: Phenotypic effects of nitrogen treatment and *S. medicae* inoculation on growth in *M. truncatula*. Representative plants photographed after 4 weeks growth with no nitrogen (A), 15 mM ammonium nitrate (B) or no nitrogen and inoculated with *S. medicae* 419. Scale bars (to right of panel labels) represent 1 cm. n=6.

Identifying marker genes for symbiosis and defence:
To identify at which timepoints the response to rhizobia and ralstonia occurred and the timescale of the response, RT-qPCR was employed to assay the expression of marker genes that are associated with nodulation and defence responses in *M. truncatula*. Therefore, approaches were taken to identify candidate genes that may function as markers for these processes.

*ENOD11* (Early Nodulin 11, Medtr3g415670), is commonly used as a marker for symbiosis in *M. truncatula* as is up-regulated during interactions with both rhizobia and arbuscular mycorrhizae (Journet et al., 2001). *NIN* (Medtr5g099060) is responsible for regulating many events during nodulation and is also known to be strongly induced by rhizobia treatment (Vernie et al., 2015). These two genes were chosen as symbiosis markers.

Although marker genes for responses to rhizobial symbiosis in *M. truncatula* are well characterized, the pathways of defence and are not so well established in this model. Therefore, one approach to identify marker genes for these responses is to identify homologs from the corresponding and much better studied pathway in *A. thaliana*. To identify homologs of *A. thaliana* genes in *M. truncatula*, the protein homologs tool on Phytozone v12.1 (Goodstein et al., 2012) was used to query each gene of interest using the sequence from the *A. thaliana* TAIR10 annotation version (Berardini et al., 2015; Huala et al., 2001) against sequences from the *M. truncatula* Mt4.0 annotation version (Tang et al., 2014), using protein similarity as a metric. Candidate homologs were determined on the basis of the extent of similarity between the protein sequences. In instances where multiple genes very closely matched the candidate (to be expected due to the genome duplication of *M. truncatula* (Young et al., 2011)) all hits were considered as potential homologs and were considered for further study.
Candidate marker genes for defence responses were selected from genes known to be involved in the *A. thaliana* innate immune pathway. *FLS2* (At5g46330) is a receptor-like kinase that is sensitive to the MAMP flagellin commonly found on many bacteria and to flg22, a 22 amino acid epitope within this (Chinchilla *et al.*, 2006; Gomez-Gomez and Boller, 2000). *CYP82C2* (Cytochrome P450, family 82, subfamily C, polypeptide 2, At4g31970), *PHI1* (Phosphate-induced 1, At1g35140) and *FOX* (FAD-linked oxidoreductase, At1g26380) are all strongly up-regulated by flg22 (Boudsocq *et al.*, 2010). The enzyme-encoding gene *ICS1* (Isochorismate synthase 1, At1g74710) is responsible for the synthesis of the defence hormone SA during plant defence responses and is also used as a defence marker (Wildermuth *et al.*, 2001).

In addition, a literature review of the candidate homologs was used to provide further evidence in support of their use as markers for nodulation or defence. The top hit for *FLS2* (Medtr4g094610) was found to have been studied previously in *M. truncatula* A17 and had been demonstrated to be strongly up-regulated in response to *Pseudomonas syringae* DC3000 (Chen *et al.*, 2017). This supported the prediction that this gene has the same function as its *A. thaliana* counterpart and may therefore function as good a marker for defence responses triggered by flg22 or *R. solanacearum* inoculation. Researching one putative homolog of a gene ultimately not used in this study showed it had been used as a defence marker in *M. truncatula* in response to the pathogen *Phytophthora palmivora* (Rey *et al.*, 2017). Another gene used as a defence marker in this same study, Medtr1g075340, was included.

Once candidate genes were identified, transcript sequences were recovered from the *M. truncatula* genome annotation 4.0v2. Primers were designed against these sequences using Primer3 (Koressaar and Remm, 2007; Untergasser *et al.*, 2012). Once primers were designed they were aligned against the *M. truncatula* genome using BLAST (Altschul *et al.*, 1990) to ensure they only bound within the sequence of the gene they were directed against. For full list of primers used, see Table 4.1. Primers were used for the genes *MtUbiquitin*, *MtUBC9* and *Mtβ-tubulin* (Kakar *et al.*, 2008) to determine housekeeping gene expression and the average of the expression of the three genes was used to normalize marker gene expression.
<table>
<thead>
<tr>
<th>Target gene</th>
<th>Identifier</th>
<th>Forward primer</th>
<th>Reverse primer</th>
<th>AL</th>
</tr>
</thead>
<tbody>
<tr>
<td>MtFLS2</td>
<td>Medtr4g094610</td>
<td>TGGAACGGAACAGCTTTGCTCA</td>
<td>TCAGGATCAGAAGGATGGCA</td>
<td>114</td>
</tr>
<tr>
<td>MtNIN</td>
<td>Medtr5g099060</td>
<td>TTCAGGAAAGCGTGCACTGA</td>
<td>GTTGGAAGTTGGAAGACG</td>
<td>141</td>
</tr>
<tr>
<td>MtENOD11</td>
<td>Medtr3g415670</td>
<td>TGTTAAACCAGCTTTCACTCA</td>
<td>CCACATGAAAGATGGGACG</td>
<td>210</td>
</tr>
<tr>
<td>MtFOX</td>
<td>Medtr2g031590</td>
<td>GGAGGCAACTGAACACTAGCA</td>
<td>CAGAAAGGACGATGCTGGGA</td>
<td>212</td>
</tr>
<tr>
<td>MtCYP82C</td>
<td>Medtr6g008530</td>
<td>ACATGCTGTTTCTTCAGTG</td>
<td>ACAATCTTGCGAAGTGGGG</td>
<td>115</td>
</tr>
<tr>
<td>MtICS1</td>
<td>Medtr4g076520</td>
<td>TTGTGTTGTCGGCTTTTCTCT</td>
<td>ACCTCCATATGCGCAATCA</td>
<td>112</td>
</tr>
<tr>
<td>MtIPH1</td>
<td>Medtr5g464340</td>
<td>TCGGTGACTTTTTGGTTGGA</td>
<td>CCATTCCGTACAAGGCCCA</td>
<td>135</td>
</tr>
<tr>
<td>Unknown</td>
<td>Medtr1g075340</td>
<td>ACGATGGGAAGGAGGAA</td>
<td>TCTAAACCAAAACCCTCGTCA</td>
<td>112</td>
</tr>
<tr>
<td>MtUbiquitin</td>
<td>Medtr3g091400</td>
<td>GGAGGCAACACGGCGGAGA</td>
<td>AACTCTGCGCAACGCTAA</td>
<td>100</td>
</tr>
<tr>
<td>MtUBC9</td>
<td>Medtr7g116940</td>
<td>GGAGGCAACACGGCGGAGA</td>
<td>AACTCTGCGCAACGCTAA</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 4.1: Primer sequences used for RT-qPCR analysis. Primers were diluted to a working concentration of 10 µM and stored at -20°C prior to usage. AL = Amplicon length.

To validate the success of the rhizobial inoculation and deduce which samples show the strongest response to rhizobia, indicative of nodulation establishment, the expression of ENOD11 (Figure 4.4A) and NIN (Figure 4.4B) in roots infected with rhizobia was tested by RT-qPCR. Both genes behave similarly with very low basal expression in uninfected roots. ENOD11 first has significant up-regulation at 4 DAI with rhizobia and is maintained at greatly elevated expression until the final 12 DAI timepoint. NIN expression is not significantly higher upon rhizobial inoculation until 2 DAI and then this level of expression is maintained until the end of the experiment. The timing and amplitude of these expression changes are broadly consistent with the behaviour of these genes upon inoculation with other strains of rhizobia (Journet et al., 2001; Vernie et al., 2015).

Next, to test if ralstonia or rhizobia inoculation induced transcription of putative FLS2 homolog Medtr4g094610, expression of this gene was tested by RT-qPCR (Figure 4.5). In rhizobia-inoculated plants, MtFLS2 shows significantly increased expression at 2 DAI (Figure 4.5A) but not at other timepoints. MtFLS2 does not show significant DE at any point relative to mock inoculated plants after ralstonia inoculation (Figure 4.5B).
Figure 4.4: Expression of symbiosis marker genes *NIN* and *ENOD11* in *M. truncatula* roots. Expression of *ENOD11* (A) and *NIN* (B) relative to average expression of housekeeping genes Medtr3g091400, Medtr7g116940 and Medtr7g089120 in mock- and rhizobia-treated roots. Error bars represent standard error (n=3+ biological replicates each consisting of 5 seedlings) and asterisks denote significant differences compared to mock-inoculated plants as determined by the Student’s T-test at P < 0.05 (*), 0.01 (**) or 0.001 (***)
Figure 4.5: Expression of putative FLS2 homolog Medtr4g094610 in *M. truncatula* roots. Expression of *MtFLS2* in response to the pathogen *R. solanacearum* (A) and the symbiont *S. medicae* (B) relative to average expression of housekeeping genes Medtr3g091400, Medtr7g116940 and Medtr7g089120. Error bars represent standard error (n=2 biological replicates each consisting of 5 seedlings) and asterisks denote significant differences.
compared to mock-inoculated plants as determined by the Student’s T-test at $P < 0.05$ (*).

As shown above, FLS2 expression was not induced by ralstonia as would have been expected. To attempt to identify alternative defence marker genes but also to explore the response of MtFLS2, RT-qPCR was used to assay putative defence marker gene expression in plants treated with 100 nM of the immunogenic peptide flg22 (Figure 4.6). This concentration was chosen because it has been shown to elicit defence responses in the model plant A. thaliana (Boudsocq et al., 2010). Because transcriptional responses to flg22 in A. thaliana are short-term, this assay was used only for samples from plants at 30 mins, 1 hour and 3 hours after flg22 treatment. The putative M. truncatula homologs of 6 genes associated with defence in A. thaliana; Medtr1g075340, FOX, CYP82C, ICS1, PHI-1 and FLS2 were tested.

None of the genes tested were significantly induced by flg22 relative to the 0H (untreated) timepoint, including MtFLS2 (Figure 4.6F). Interestingly, the basal expression of some of these genes, as determined at this first timepoint. Defence markers would be expected to exhibit very low basal expression. MtFOX (Figure 4.6B), MtCYP82C (Figure 4.6C), MtICS1 (Figure 4.6D) is over tenfold higher than the average expression of the housekeeping genes used to calculate their relative expression.
Figure 4.6: Expression of putative defence marker genes in response to flg22. Expression of Medtr1g075340 (A), MtFOX (B), MtCYP82C (C), MtICS1 (D), MtPHI-1 (E) and MtFLS2 in response to the treatment with 100 nM flg22 relative to average expression of housekeeping genes Medtr3g091400, Medtr7g116940 and Medtr7g089120. Error bars represent standard error (n=2 biological replicates each consisting of 5 seedlings). No significant differences were found compared to plants 0 HAI as determined by the Student’s T-test.

Using RNAseq to identify rhizobia- and ralstonia-responsive genes: Overall, the results from RT-qPCR were inconclusive, but longer-term effects of bacterial inoculation suggested that the RNA samples could be informative for further study. To identify genes responding to ralstonia, to be used as
possible markers of *M. truncatula* defence responses in a comparison of, the regulation of defence and symbiotic responses in this model, select samples were used for whole transcriptome profiling using RNAseq. The samples chosen were rhizobia and ralstonia 3 and 12 hours after inoculation, in addition to samples taken immediately before inoculation (0H) in both replete and deplete nitrogen conditions to serve as a reference for the treated samples. The 3 and 12 hour timepoints were chosen to cover an early stage of the interaction between ralstonia and the plant, based on the hypothesis that these were more likely to at the point of MTI in the former case, and at a stage which ralstonia may be using effectors to reprogram host cells and likely induce ETI in the latter case.

Libraries were prepared and sequenced with Illumina sequencing (see methods). Reads were trimmed and mapped to the *M. truncatula* genome annotation 4.0v2. Across all samples 84-88% of raw reads were uniquely mapped following processing representing between 16.5 and 30 million uniquely mapped reads. Principal component analysis was first used to ask if there were differences between treatments (Figure 4.7). The majority of treatments clustered tightly together although the first two principal components displayed on the plot only account for just over half of the total variance in the dataset. Both rhizobia and ralstonia 12 HAI samples are noticeably separated from the rest of the samples on the basis of the first two principal components.
Figure 4.7: Principal component analysis of samples used in RNAseq experiments. PCA plot of normalized RNAseq aligned counts data from samples treated with *R. solanacearum* immediately before (red), 3 hours (cyan) and 12 hours (green) after inoculation or *S. medicae* immediately before (gold), 3 hours (magenta) or 12 hours (blue) after inoculation.

Next, DE genes were calculated using DEseq2 (Table 4.2) in the 3 HAI and 12 HAI rhizobia and ralstonia samples relative to the 0 HAI (immediately before inoculation) samples (Figure 4.8A). The number of genes showing significant changes in regulation in the 3 HAI samples is small with 52 (44 up-regulated, 8 down-regulated) and 42 (22 up-regulated, 20 down-regulated)
genes DE in the rhizobia and ralstonia samples respectively and increases to 222 (158 up-regulated, 64 down-regulated) and 622 (413 up-regulated, 209 down-regulated) in the corresponding 12 HAI samples.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Rhizobia 3 HAI</th>
<th>Rhizobia 12 HAI</th>
<th>Ralstonia 3 HAI</th>
<th>Ralstonia 12 HAI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total DEGs</td>
<td>52</td>
<td>222</td>
<td>42</td>
<td>622</td>
</tr>
<tr>
<td>Induced</td>
<td>44</td>
<td>158</td>
<td>22</td>
<td>313</td>
</tr>
<tr>
<td>Repressed</td>
<td>8</td>
<td>64</td>
<td>20</td>
<td>209</td>
</tr>
</tbody>
</table>

Table 4.2: Differential gene expression induced by ralstonia or rhizobia inoculation.

Although a proportion of DE genes are unique to a single experiment, over half of the genes DE in every treatment except ralstonia 12 HAI are also DE in other experiments (Figure 4.8B). This is most likely due to conservation of gene expression responses between timepoints of the same inoculant (i.e. rhizobia 3HAI and 12 HAI) and as a consequence of circadian effects (see discussion).

There are three genes which are differentially expressed in every single experiment. Two of these genes, annotated to be a cation transport ATPase (Medtr8g013810) and a spermidine hydroxycinnamoyl transferase (Medtr3g049150) are amongst the most strongly up-regulated in response to both ralstonia and rhizobia, at both timepoints, indicating either strong early increase related to circadian regulation or an important role in both ralstonia and rhizobia responses. The third, Medtr2g024300 is very strongly down-regulated in both rhizobia and ralstonia 3 HAI but up-regulated in response to both treatments 12 HAI. This pattern is more consistent with regulation according to a circadian pattern and thus it might not be directly related to ralstonia or rhizobia responses. Another likely indicator of circadian effects in the dataset is that all 5 genes that are DE in both treatments at 3 HAI and all but 2 of the 116 DE genes at 12 HAI show the same direction of change (induction or repression) in both treatments with similar fold changes. Although not present in the WL3 dataset, Medtr1g098160 is upregulated in the other 3
datasets. This protein has high homology to the *A. thaliana* protein GIGANTEA which is a circadian regulated gene that peaks in expression around 10 hours after dawn (Fowler et al., 1999) suggesting that regulation of this protein is conserved in *M. truncatula*.

Direct comparisons between ralstonia and rhizobia inoculated plants are difficult because ralstonia inoculation was carried out on plants grown in replete N whilst plants that were inoculated with rhizobia were grown in the absence of N. This issue can be partially addressed by identifying DE genes between the two sets of T=0 samples, which allows for some genes differentially expressed in response to N to be identified. This leads to the identification of 90 genes differentially expressed (70 up-regulated and 20 down-regulated) as a result of the differing N levels. These include many genes with annotations suggestive of a role in nitrogen responses (see discussion).

To explore the processes that change upon rhizobia or ralstonia inoculation, a GO term overrepresentation analysis was carried out. In both the 3 HAI samples for rhizobia and ralstonia, the number of DE genes is small and consequently, overrepresented GO terms are generic, although this is also a consequence of many *M. truncatula* genes being poorly functionally characterized. Despite this limitation there were some interesting results. The GO terms ‘developmental process’ (P=1.8e-03) and ‘phosphatase activity’ (P=3.5e-02) both appear in the rhizobia 3 HAI sample whilst genes from the ralstonia 3 HAI sample are enriched for ‘regulation of cellular biosynthetic processes’ (P=1.20e-02).
Figure 4.8: Differentially expressed genes in response to *R. solanacearum* and *S. medicae* inoculation 3 and 12 hours after inoculation. Total number of DE genes (A) during each experiment (n=3) with the proportion of these showing up-regulation shaded in orange and those down-regulated in grey. Select GO terms overrepresented amongst experiments (sets) are included. UpSet plot (B) showing overlap between different sets. Where points on the X-axis are connected with lines denotes conservation of DE genes between sets. Comparisons between sets for which there is not any intersection are omitted.
Amongst the 413 genes up-regulated following 12 HAI with ralstonia are 31 genes annotated with the GO term ‘defence responses’ (P=7.2e-05). 30 of these are predicted to be LRR proteins. LRR proteins typically function as R proteins and therefore require additional proteins to signal through (McHale et al., 2006). This would suggest that there are likely additional genes involved in defence pathways but not annotated as such, including targets downstream of these receptors, present in the data which are also involved in defence responses but not annotated as such. The GO term ‘phosphorylation’ was also overrepresented amongst these 413 genes (P=5.5e-05). Whilst this will likely encompass many generic cellular processes, proteins responsible for signal transduction downstream of LRRs are likely to have kinase activity (McHale et al., 2006) and therefore might also be involved in defence responses.

The 158 12 HAI rhizobia induced genes are overrepresented for the GO term ‘lipid transport’ (P=7.2e-04). Of the 6 genes with this annotation, 4 are repressed and 2 are induced, including the third top hit from the dataset. 8 genes in this dataset also have the annotation ‘defence responses’ although this is not statistically significant across the set as a whole. 4 of these are shared with the ralstonia 12 HAI set with an additional 2 each annotated as LRRs and defensins.

In conclusion, both rhizobia and ralstonia do induce small numbers of transcriptional changes even as early as 3 HAI and by 12 HAI hundreds of genes are induced or repressed. Many of these genes do not have functional annotations but it is clear from this which are annotated that there is specific responses associated with either bacteria occurring.

Discussion:

*R. solanacearum* is able to induce bacterial wilt in *M. truncatula*: Previous study by Vailleau et al. has demonstrated the susceptibility of *M. truncatula A17* to *R. solanacearum* (Vailleau et al., 2007). Due to differences in experimental design employed in the work presented here, it was first necessary to observe the phenotypic effects of *R. solanacearum* inoculation on plants grown in these conditions. In particular, the age of the seedlings at the point of inoculation were different; seedlings were 3 days old in these
experiments and 13 days old in the Vailleau *et al.* study. Seedlings were inoculated at younger age in the experiments in this chapter as germinating seedlings in the rhizosphere are likely to encounter pathogens and symbionts immediately. Therefore, it was necessary to ensure that not only did *R. solanacearum* still induce disease from this early stage but also that infected plants survived long enough to obtain sufficient root material for molecular analysis.

The symptoms of pathogenesis (Figure 4.2) observed here were identical to those observed in the Vailleau *et al.* study. However, the progression of pathogenesis was slower in these experiments with symptoms of wilt not apparent until 2 weeks after inoculation and wilting occurring 3-4 weeks after inoculation. In the Vailleau *et al.* study, the onset of wilting was observed within a week and the majority of plants were severely wilted or dead within 2 weeks (Vailleau *et al.*, 2007). This is likely explained by nutritional differences between the two experiments; plants inoculated with ralstonia in these experiments were watered with a replete nutrient solution and therefore were likely better able to resist the infection.

This clarifies that *R. solanacearum* is a suitable model for studying pathogenesis in *M. truncatula* ecotype A17. The use of ralstonia as a pathosystem allows for defence responses in *M. truncatula*, currently poorly understood, to be studied in greater detail. Understanding how *M. truncatula* responds to pathogens is important because this allows greater insight into the interplay between symbiotic interactions (i.e. nodulation) and pathogenic interactions in the rhizosphere.

*S. medicae* strain WSM419 induces expression of *ENOD11* and *NIN* in *M. truncatula* roots: *S. meliloti* 1021 is the most commonly used model to study nodulation in *M. truncatula*. However, whilst *M. alfalfa* is a natural host, symbiosis with *M. truncatula* is not a pairing that occurs in nature and its perpetuation as a model in this context is a legacy of it having its genome sequenced prior to other, more compatible symbionts. *S. meliloti-M. truncatula* symbiosis does result in nodule formation and some degree of nitrogen fixation but the symbiosis is not optimal (Terpolilli *et al.*, 2008). Therefore, the experiments in this chapter were carried out using *S. medicae* 419 which is
able to fix nitrogen with greater efficiency during symbiosis (Terpolilli et al., 2008).

*S. medicae* inoculation results in the induction of the nodulation marker genes *ENOD11* and *NIN* (Figure 4.4). Both genes are very strongly transcribed in response to rhizobial inoculation, beginning 2-4 days after initial rhizobial inoculation and continue to exhibit elevated expression at the final 12 day timepoint at which point nodules are evident on rhizobia-treated roots. Expression of both of these genes within these timeframes is established in *S. meliloti-M. truncatula* symbiosis (Journet et al., 2001; Vernie et al., 2015). Given that these genes are known to be essential for nodulation, these expression patterns would be expected to be conserved between different compatible rhizobial species.

Although these expression patterns of *NIN* and *ENOD11* are broadly consistent with data from other rhizobia – *M. truncatula* interactions, there is evidence that both of these genes are actually expressed more rapidly within the context of the symbiosis. *ENOD11* expression has been detected by GUS staining of p*MtENOD11*-β-glucuronidase and RT-qPCR as early as two hours after Nod factor treatment in epidermal root hair cells (Charron et al., 2004; Journet et al., 2001). Expression of GUS under the *NIN* promoter also suggests that *NIN* is expressed exclusively within the epidermis 24 hours after Nod factor treatment (Vernie et al., 2015). Because the expression data presented here is from whole roots, it is possible that expression is not initially detectable when averaged out across the breadth of the whole root and only becomes significantly different later in the symbiosis when *NIN* and *ENOD11* are expressed in other layers of the root. This is consistent with the knowledge that both of these markers do become expressed in the cortex following infection thread formation (Journet et al., 2001; Yoro et al., 2014).

**Putative defence markers do not respond to ralstonia, rhizobia or flg22:**
Surprisingly, expression of *MtFLS2* was not found to be increased by ralstonia (Figure 4.5 B) inoculation and only 2 DAI following rhizobia inoculation (Figure 4.5A). This increase seen 2 DAI could be an artefact of insufficient biological replication; although rhizobia have been demonstrated to induce defence
responses during nodulation as reviewed previously, this normally occurs at a much earlier point in the interaction.

It has been demonstrated that *R. solanacearum* does possess MAMPs that activate immune responses in *A. thaliana*. However, these responses are consistent between extracts from wild type *R. solanacearum* and *fliC* or *flhDC* mutants deficient in flagellin production. Furthermore, wild type bacteria are able to induce similar disease symptoms in both wild type and *fls2-101* mutants and a peptide based on the region of bacterial flagellin corresponding to flg22 does not elicit defence responses (Pfund *et al*., 2004). This suggests that *R. solanacearum* flagellin is not immunogenic and therefore if MtFLS2 has the same role as its counterpart in *A. thaliana*, its lack of response to *Ralstonia* could be explained.

From a review of the literature, it would be expected that rhizobia should also elicit defence responses, although it should be noted that MtFLS2 is not induced by *S. meliloti* in the Chen *et al*. study either (Chen *et al*., 2017). However, the strength of rhizobial inoculations used in many of these studies are likely far higher than the plants would encounter naturally and thus the defence responses may not be physiologically relevant. For instance some studies have used an OD$_{600}$ of 0.8 (Libault *et al*., 2010) or 1.0 (Lohar *et al*., 2006) when the OD$_{600}$ of 0.05 used in these experiments is sufficient to result in nodule formation and nitrogen fixation (Figure 4.1G, Figure 4.3) and the reported induction of defence-related genes could be a consequence of overexposure to rhizobia. Expression of *LjWRKY33* and *LjMAPK3* have been reported following inoculation with OD$_{600}$ 0.02 *M. loti* although MAPK phosphorylation in the same study required inoculation with OD$_{600}$ 0.5 (Lopez-Gomez *et al*., 2012).

Although *FLS2* is induced during immune responses in *A. thaliana* (Gomez-Gomez and Boller, 2000), this induction is not usually potent when compared to other defence markers and the activity of the receptor is thought to be regulated predominantly at the posttranscriptional level (Withers and Dong, 2017). Therefore, the inclusion of MtFLS2 in this study was based on the data suggesting that it was very strongly responsive to *P. syringae* in *M. truncatula* (Chen *et al*., 2017) rather than on the basis of the *A. thaliana* homolog being a robust marker of immune responses. Even if *R.*
solanacearum and S. medicae lack the required MAMPs to activate its expression, MtFLS2 was not found to be induced by flg22 treatment either (Figure 4.6F). It may be possible that the response of MtFLS2 to P. syringae inoculation is an effect associated specifically with this pathogen, and this could be explored in future work.

Experiments using flg22 also did not elicit any induction of the other putative defence markers tested (Figure 4.6). For example, a putative homolog of PER4, another flg22-responsive gene in A. thaliana (Boudsocq et al., 2010) had been identified for use here (but it was not ultimately tested due to unfavourable primer annealing properties). It had been used as a defence marker in a study (Rey et al., 2017) on the role of the GRAS protein RAD1 (Required for arbuscule development 1) moderating infection by the pathogen Phytophthora palmivora. This study also described another gene, Medtr1g075340, as a defence marker which was found not to respond to flg22 (figure 4.6A). Neither gene was shown to be up-regulated in response to P. palmivora however, and the basis on which the authors prescribe these genes as defence markers is unknown.

It should also be noted that although flg22 is a very potent inducer of some genes associated with innate immunity in A. thaliana, it is not certain that it elicits the same response in M. truncatula. However, flg22 has been convincingly demonstrated to induce similar pathways in the legumes G. max and L. japonicus which belong to the same sub-family (Faboideae) as M. truncatula (Liang et al., 2013; Lopez-Gomez et al., 2012). More specifically, flg22 treatment has been shown to induce the expression of the DCL4 gene in M. truncatula. DCL4 belongs to the family of dicer-like proteins which are required for the generation of siRNAs and miRNAs (Tworak et al., 2016). DCL4 was also shown to be induced in rhizobia-containing nodules although it is unclear if this is sufficient to suggest a link to innate immunity. Alternative approaches, such as measuring the production of ROS in the presence or absence of flg22 could be used to ask if the peptide is immunogenic in M. truncatula.

**Interplay between circadian rhythms and plant defence:** The RNAseq expression levels (Figure 4.8) and flg22 RT-qPCR expression levels (Figure
were calculated relative to 0 hour (immediately before treatment, see methods) samples instead of relative to mock treatments at the same timepoint. As treatment and sampling was synchronized such that the 0 hour timepoint occurred at dawn, this means that these samples are referenced against plants that are untreated but also collected at a different time of day. It is less likely that there will be significant developmental differences over such short periods of time but the possibility of circadian effects is certain.

In addition to the confounding effects of expression of genes regulated by the circadian clock in some of the datasets, which can be difficult to uncouple from treatment-specific effects, there is a further layer of complexity when studying plant-microbe interactions since these may themselves also be influenced by circadian rhythms. The presence or absence of light influences the effectiveness of defence responses, particularly those associated with the SA pathway (Roden and Ingle, 2009) which would likely include those induced by *R. solanacearum*. This has been elegantly demonstrated by experiments inoculating *A. thaliana* with *P. syringae* at different times of the day with plants showing increased susceptibility at night and greater resistance during the day (Bhardwaj *et al.*, 2011). Overexpression of key clock genes *CCA1/LHY* in *A. thaliana* also leads to increased susceptibility to both *P. syringae* and *Hyaloperonospora arabidopsidis* (Zhang *et al.*, 2013).

Whilst the 16 hour photoperiod used in these experiments ensures all samples were taken at either dawn or during the 'day,' the possibility that the response to ralstonia or rhizobia inoculation seen in the RNAseq experiments includes effects related to the circadian rhythm of the plant is high. This could be addressed in future work for by carrying out gene expression profiling using the mock-inoculated samples at the 3 and 12 HAI timepoints.

**Insights into nitrogen metabolism in *M. truncatula***: Although these experiments were not designed to investigate N-responses, 90 genes that show altered expression following nitrogen provision can be identified by comparing the replete-/deplete-nitrogen T=0 samples which are essentially otherwise identical to mock-treated samples that have been grown on different N levels for 24 hours (see methods). 70 genes were found to be N-induced and 20 N-repressed.
The most strongly induced of these is Medtr2g069273, which is an NCR peptide and thus suggests a role for this peptide beyond regulating the bacterial population of nodules (as discussed earlier). There are also some genes putatively involved in nitrate and amino acid metabolism present. These include nitrate-reductases (Medtr5g059820 and Medtr3g073180), a putative ferredoxin-nitrate reductase (Medtr4g086020), a serine-glyoxylate aminotransferase (Medtr5g090070), a class I glutamine amidotransferase (Medtr7g082570), putative components of NRT3.1 (Medtr4g104700 and Medtr4g104730) and an asparagine synthetase (Medtr3g464580). Amongst the down-regulated genes is an asparagine peptidase (Medtr1g018760) and a homolog of AtNRT2.5 (Medtr8g069775). Genes annotated with the GO terms “iron ion binding,” (P=0.019) “heme binding” (P=0.024) and “tetrapyrrole binding” (P=0.025) are significantly overrepresented amongst the nitrogen responsive genes. Although the most significant tetrapyrroles in plants are chlorophylls, these annotations are shared amongst the same group of 8 genes, suggesting that the tetrapyrrole in question is more likely to be a seroheme, a co-factor of nitrite and sulphite reducing enzymes (Vavilin and Vermaas, 2002).

The young age of the seedlings (3 days at time of sampling) and absence of timepoints closer to nitrogen provision used for RNAseq limits the detail in which N-responses can be assayed. Sequencing of additional mock samples from later timepoints and the inclusion of shorter term timepoints would allow N-responses to be interrogated throughout development of M. truncatula seedlings. Given the relationship between nitrogen nutrition and nodulation, a better understanding of the primary nitrate response and later reprogramming of nitrogen metabolism in legumes may also provide insight into nodulation (Lagunas et al., 2019).

Identification of defence-associated genes in M. truncatula: DE genes from the 12 HAI ralstonia samples would be expected to be enriched for defence-associated genes and this hypothesis is supported by the overrepresented GO term ‘defence responses.’ However, this is assigned to genes on the basis of inference from homology to other proteins, rather than experimental evidence and may include genes not related to defence whilst
omitting others, given the relatively poor understanding of defence signalling in *M. truncatula*. Therefore, in an attempt to identify novel defence-associated genes in this model, the DE genes from ralstonia 12 HAI sample were considered. To try to avoid the confounding effect from circadian changes in this dataset, DE genes intersecting with the 12 HAI rhizobia set were removed, leaving 505 genes (333 up-regulated, 172 down-regulated). Given that rhizobia treatment is associated with stimulation of immunity around this timescale (as discussed previously), removal of some defence-associated genes cannot be excluded by this approach. However, the GO term 'defence responses' was still associated with 27 genes in this list, contrasted to 31 in the original dataset, suggesting that the majority of defence-associated genes are preserved.

Two isoflavone synthases, *MtIFS1* (*Medtr7g027960*) and *MtIFS2* (*Medtr7g028020*), are both strongly induced by ralstonia 12 HAI. Isoflavones are secondary metabolites conserved throughout Fabaceae. Although, little is known about isoflavones specifically in *M. truncatula*, these compounds have been widely associated with direct antimicrobial activity and can act as phytoalexin precursors across the Fabaceae family (Goyal *et al*., 2012). Several predicted wall-associated kinases (WAKs) were present amongst these genes (*Medtr1g110180*, *Medtr2g031530*, *Medtr3g088760*). WAK proteins recognize pectin, both present in cell walls and in fragments and thus have roles in regulating cell growth and recognition of pathogen attack (Kohorn and Kohorn, 2012) and therefore their induction by ralstonia is plausible.

A calmodulin-dependent protein kinase (*Medtr7g106710*) with homology to the *AtCPK1* is present in this list. In *A. thaliana* this protein is closely associated with defence pathways; its expression is induced during immunity and its overexpression leads to induction of genes associated with the SA pathway whilst loss of function leads to increased pathogen susceptibility (Coca and San Segundo, 2010). Furthermore, *CPK1* is associated with ROS production and programmed-cell death during defence responses (Gao *et al*., 2013). Also present is a homolog of *AtSD2-5* (*Medtr2g073250*). This gene belongs to a family of proteins called S-domain receptor kinases that are associated with regulation of the self-incompatibility pathway in *A. thaliana* (Samuel *et al*., 2008). However, eFP browser data
shows this gene is potently induced by bacterial MAMPs including flg22 and harpin (Brunner et al., 2007) and may therefore also be involved in defence pathways.

In the 3 HAI ralstonia sample, one of the most up-regulated genes is a predicted pathogen-inducible alpha-dioxygenase (Medtr6g007770) which shares a high degree of conservation with the A. thaliana protein DOX1 (dioxygenase 1). This protein is induced by various bacterial interactions and during the salicylic acid defence pathway (Blanco et al., 2005) and is understood to protect against oxidative stress during defence responses (De Leon et al., 2002).

Testing the expression of these defence-associated genes in response to a generic inducer of innate immunity, such as flg22, would ascertain if these genes are likely to act as common components of the M. truncatula defence response or if they are induced specifically by ralstonia. It would also be worthwhile in future work to test the expression of these in all of the rhizobia-inoculated plant samples by RT-qPCR to ask if they are associated with rhizobia-linked defence responses. The identification of defence markers in this species would be of broad benefit in understanding the role of immunity during nodulation and in studying M. truncatula-pathogen interactions.

Interpreting early responses to rhizobia: Overall, neither the 3 HAI and 12 HAI rhizobia datasets include many genes obviously associated with nodulation. By these timepoints, it is possible that a specific symbiotic response to rhizobia has not yet had a chance to form. However, expression of the marker ENOD11 has been demonstrated in the epidermis within hours of rhizobial inoculation as previously discussed. This lack of finding of strong gene expression changes could again be attributable to this dataset being generated from whole root samples because mixed patterns of induction and repression/low expression obscure cell type specific effects, such as found with early responses to rhizobia in the epidermis. The RNAseq data is in line with the finding of an absence of expression of symbiosis markers in earlier timepoints from the RT-qPCR data (Figure 4.4).

A predicted zinc transporter with high homology with the A. thaliana zinc transporter ZIP10 (ZRT/IRT-like protein 10) is activated 3 HAI with rhizobia.
This gene (Medtr4g083570) has been characterized as zinc permease ZIP6 in *M. truncatula* which is expressed exclusively in roots and nodules. Zinc is required as a co-factor for rhizobial nitrogenase and RNA interference of this gene results ineffective nitrogen fixation, suggesting it is involved in supplying zinc to fixing rhizobia (Abreu *et al.*, 2017). However, this role is not consistent with expression at such an early timepoint. It is possible that this protein has additional roles in nodulation, possibly in root hair curling, given that *A. thaliana* ZIP10 is a regulator of root hair development (Di Cristina *et al.*, 1996). It would be interesting to follow up on this finding.

A higher than expected proportion of the genes in the 12 HAI rhizobia dataset were annotated with the GO term 'lipid transport' due to the presence of 6 putative lipid transfer proteins. Other lipid transfer proteins have been demonstrated to be involved in nodulation. For instance, the *M. truncatula* protein *N5* has been demonstrated to be a positive regulator of nodulation; silencing of this gene leads to a significant (but not total) reduction in nodule number and its overexpression leads to hypernodulation. The gene is epidermis-specific and it is induced within days of *S. meliloti* inoculation (Pii *et al.*, 2009; Pii *et al.*, 2012). It is likely that other lipid transfer proteins have roles in nodulation during the early stages of the symbiosis, given that significant cellular reorganization is required for infection thread formation and preparation for division of cortical cells.

Although the GO term 'lipid transport' is not overrepresented amongst the 3 HAI rhizobia samples, some proteins related to this process are conserved between this and the 12 HAI dataset. These include a lipid transfer protein (Medtr1g012700) and a GDSL-like lipase (Medtr5g074270) which are the first and third most strongly induced genes in this dataset once circadian genes are excluded, reinforcing the importance of lipid remodelling during early nodulation. Genes likely to be associated with carbohydrate metabolism are also present at this timepoint; these include proteins with high homology to *A. thaliana* galactinol synthases *GolS1* (Medtr2g084340) and *GolS2* (Medtr7g111850) and a predicted beta-amylase (Medtr5g013620). *A. thaliana* galactinol synthases are associated with heat shock responses (Panikulangara *et al.*, 2004) and two predicted heat shock proteins
Medtr4g130540 and Medtr1g015165) are also up-regulated, however the functional significance of this is unclear.

Interplay between defence and symbiosis in *M. truncatula*: Direct comparison between the rhizobia and ralstonia datasets is very difficult because the plants sampled for these were grown in vastly different N-conditions and due to the confounding circadian effects, as discussed previously. Despite these caveats, DE genes were calculated between the rhizobia and ralstonia samples at the 3 HAI and 12 HAI timepoints. Genes associated with differences in N-level as calculated between the reference samples were removed from these datasets. The circadian-associated genes were not removed as comparisons were made at the same timepoint and any differences in their expression may be relevant to interpreting the data (and include inoculation/circadian interaction effects). However, none of the 5 genes conserved between rhizobia and ralstonia 3 HAI were DE between the two treatments and only 7 of the 117 genes conserved between the two 12 HAI datasets were DE between the treatments. This left 205 genes DE between rhizobia and ralstonia at 3 HAI and 325 at 12 HAI with an overlap of 27 DE genes between the two sets.

GO term analysis of these genes did show the presence of some overrepresented processes amongst the 3 HAI comparison. This included 7 genes associated with ‘lipid transport’ \((P=3.9e-03)\) which are all repressed by ralstonia relative to rhizobia. At 12 HAI, there were no processes significantly enriched amongst the DE genes but many of the most strongly induced or repressed genes are hypothetical proteins or poorly functionally annotated with no well characterized homologs in other plant species.

One gene that is repressed by ralstonia relative to rhizobia is *LYK2* (Medtr5g086330) which is an ortholog of the Nod factor receptor *LYK3* (De Mita *et al.*, 2014) with which is possibly functionally redundant (Buendia *et al.*, 2018). Although this gene is DE between these two treatments but not between each treatment and its respective mock, it is possible that this effect may be much more pronounced at different timepoints or if cell type specific expression data was available. Nevertheless, the possibility of a receptor
associated with symbiosis being repressed during pathogenesis is very
interesting in the context of legume-microbe interactions.

Although only being DE in the 12 HAI ralstonia dataset, Pt4
(Medtr1g028600) is particularly noteworthy. This gene encodes a phosphate
transporter (Harrison et al., 2002) which is essential for phosphate uptake in
M. truncatula plants during mycorrhizal symbiosis and is considered a marker
gene for this interaction (Javot et al., 2007). Activation of this gene in response
to ralstonia inoculation is unexpected, especially given that all plants were
grown in replete phosphate and the possible P-N interplay could be explored.

**Conclusions:** The response of M. truncatula seedlings to the pathogen R.
solanacearum and symbiont S. medicae were compared over time. R.
solanacearum induced stunting of plant growth within 2 weeks of inoculation
and led to wilting and death of infected plants within 4 weeks (Figure 4.2).
Nodules were formed on roots treated with rhizobia within 9 days of inoculation
(Figure 4.1G).

RT-qPCR analysis showed the induction of nodulation marker genes
NIN and ENOD11 at later timepoints in these experiments (Figure 4.4) in
response to S. medicae, confirming these genes are induced in a similar
fashion as with other rhizobial strains. However, the M. truncatula homolog of
FLS2 was not induced by rhizobia, ralstonia or flg22 and other putative
defence markers were also not flg22-responsive within the timescales of these
experiments.

RNAseq was used to identify genes associated with inoculation with
rhizobia and ralstonia 3 and 12 hours after inoculation. Functional analysis of
DE genes was hindered by the lack of information available on the activity of
many genes in the M. truncatula genome. However, genes were identified that
may function as novel markers of defence responses in M. truncatula that merit
further study (e.g. MtIFS1/MtIFS2, MtCPK1). Some genes associated with
nitrogen availability and rhizobia inoculation were also identified.

Comparisons between the rhizobia and ralstonia datasets were
complicated by the influence of circadian effects in addition to the bacterial
inoculations. Nevertheless, the possibility of genes that are differentially
regulated during symbiosis and defence and may therefore be regulators of
permitting symbiosis to occur in place of defence responses normally associated with plant-microbe interactions is worthwhile to study further.
Chapter 5: General discussion:

**Insights into how the environment shapes plant root architecture:** Plant root systems exhibit a remarkable level of plasticity as they adapt to their environment. Two specific examples of such alterations underpinning gene expression changes involved in their regulation were investigated in lateral root formation and nodule formation, both of which adaptations are subject to regulation from both abiotic and biotic inputs.

To identify genes involved in the regulation of lateral root emergence in *A. thaliana*, FACS was employed over a timecourse experiment (Chapter 3: Regulation of gene expression by nitrogen and rhizobia underpinning lateral root emergence in *Arabidopsis thaliana*). The responses to treatments associated with lateral root formation in *A. thaliana* in nitrate provision and *S. meliloti* inoculation were examined in the pericycle and cortex. These responses were found to be highly cell type specific with little conservation between treatment-responsive genes in cells of the cortex and pericycle. Furthermore, trends in the regulation of these responses such as possible signal transduction of the nitrate response throughout the root and apparent repression of genes associated with the primary nitrate response in the pericycle were unearthed that are masked at the whole organ or organism level (Walker *et al.*, 2017).

Lateral root emergence is known to depend on the integration of multiple positive and negative stimuli (Benkova and Bielach, 2010) that induce distinct transcriptional reprogramming in different cell types (Gifford *et al.*, 2008). These experiments reinforce the importance of cell type specificity during complex developmental responses. Obtaining data for the cell types of the root absent from this dataset would enable the regulation of lateral root emergence to be examined at an even higher temporal and spatial resolution than has ever been achieved previously, possibly identifying further novel and biologically relevant mechanisms.

Next, to obtain insight into how the competing demands of protecting against pathogen attack and forming beneficial interactions with symbionts are balanced in *M. truncatula*, gene expression was assayed following inoculation with the symbiont *S. medicae* or the pathogen *R. solanacearum* (Chapter 4:...
molecular changes underpinning ‘friend vs. foe’ recognition in legume roots). Due to *M. truncatula* rarely being used as a model for plant-pathogen interactions and the consequential lack of knowledge of genes involved in the regulation of defence pathways, interactions between symbiosis and defence were difficult to confirm. An approach based on identifying homologs of defence-associated genes in the better studied *A. thaliana* model did not conclusively identify suitable defence markers, although some candidates were identified by RNAseq analysis of *R. solanacearum* inoculated roots.

Despite progress in understanding defence responses in legumes, more work is needed in this area before the question of how defence is regulated during nodulation can be fully answered. Additionally, the approach used in these experiments to study regulation at the whole root level may not identify all biologically important changes in gene expression, especially if these changes are restricted to single cell types, as would be expected based on the results of Chapter 3. Nevertheless, the data obtained from these experiments contribute to understanding pathogen responses in *M. truncatula*.

**Future directions of this research:**

**Characterizing rhizobia responsive genes in non-legumes:** In this work, RNAseq analysis was used to identify rhizobia responsive genes during early interactions between *S. medicae* and *M. truncatula*. Very few of these genes are so far well characterized, but some of these would make interesting candidates for further study. In particular, the proteins annotated as being involved in lipid transport could plausibly have important roles in nodulation, given the importance of other lipid regulatory proteins in the symbiosis (Pii *et al.*, 2012).

Additionally, having already characterized the response of the non-legume *A. thaliana* to another rhizobial species, *S. meliloti*, it may also be interesting to compare these datasets. Although the *A. thaliana* dataset is cell type-specific it does feature samples taken at similar timepoints after inoculation compared to the *M. truncatula* RNAseq data. Although *A. thaliana* is not able to form nodules, the data presented in Chapter 3 demonstrate both
transcriptional and developmental responses to rhizobia that would be interesting to examine.

Additionally, other studies have demonstrated the suppression of defence responses in *A. thaliana* by rhizobial Nod factors, a response that is conserved in legumes. This is made especially interesting by the fact that this response has been demonstrated to depend on the function of the receptor gene *LYK3* which shares high conservation with some legume Nod factor receptors (Liang *et al.*, 2013). This raises the possibility that non-legumes are able to perceive and respond specifically to rhizobia to at least some extent. It would therefore be interesting to look at the expression patterns for homologs of genes associated with rhizobial inoculation in legumes in *A. thaliana* and other non-legumes. This would provide a deeper understanding of the extent to which non-legumes can interact with rhizobia which may contribute towards the goal of ultimately transferring nodulation to non-legume species.

**Towards identifying defence markers in *M. truncatula*:** Attempts to investigate defence responses in *M. truncatula* have been made difficult by the lack of knowledge of genes that may act as defence markers in this organism. Despite poor functional annotation of many genes regulated in response to the pathogen *R. solanacearum* and therefore possibly related to defence, RNAseq analysis has identified some genes that show differential expression which, based on homology to *A. thaliana* proteins, may function in defence responses. These include possible isoflavone synthases *MtIFS1/MtIFS2*, wall-associated kinases and a calmodulin-dependent kinase *MtCPK1*.

RT-qPCR could be used to test their expression to validate their differential expression in response to *R. solanacearum*. This could also be carried out in more samples to see how these genes behave in the more immediate and also long-term interactions with the pathogen. Furthermore, their expression in response to *S. medicae* and flg22 could also be investigated to gather data at the transcriptional level of the regulation of defence responses by rhizobia. This would also help clarify if the induction of these genes is related to a general defence response or is specific to the *M. truncatula/R. solanacearum* interaction.
Another approach to identify *M. truncatula* defence markers could involve using meta analysis of published datasets characterizing the transcriptomic response of the plant to a range of different pathogens. Comparison to older datasets based on outdated annotations of the *M. truncatula* genome is difficult and studies employing microarrays may not use probes with complete coverage of the *M. truncatula* transcriptome. However, there are numerous suitable datasets, including the RNAseq dataset presented here, that could be used for such an analysis. For instance, transcriptome studies have been published detailing the response of *M. truncatula* to the necrotrophic fungal pathogens *Macrophomina phaseolina* (Mah et al., 2012), *Fusarium oxysporum* (Thatcher et al., 2016) and *Rhizoctonia solani* (Liu et al., 2017). In the latter two cases, the interaction with *M. truncatula* A17 is resistant thus meaning a robust, protective defence response is taking place.

**Application of fluorescence activated cell sorting to non-Arabidopsis species:** No published studies utilizing FACS in plants outside of the model organism *A. thaliana* were known to exist at the time of writing. Other plant models, such as *M. truncatula*, are often less amenable to stable transformation and more commonly exhibit silencing of transgenes between generations (Rajeevkumar et al., 2015), thus making the generation of stable marker lines more difficult. Furthermore, most plant species produce fewer seeds, cannot be grown at such high density and may have cell wall compositions that are more resistant to enzymatic digestion relative to *A. thaliana*; all of these increase the difficulty in obtaining a sufficiently high protoplast yield for downstream analysis, particularly when rare target cell types are concerned.

Although *A. thaliana* is an excellent model for study of many root developmental processes, it is not suitable for the study of root symbiotic interactions with microorganisms such as mycorrhizae and rhizobia as is it capable of neither mycorrhization or nodulation. Despite an innovative approach to studying nodulation in *M. truncatula* root hairs (Breakspear et al., 2014), little is known about how individual root cell types behave during symbiosis. In order to gain maximum insight into how these processes operate
at the cell type-specific level, it is therefore necessary to utilize cell type-specific approaches in model plants aside from *A. thaliana*.

Nodulation represents a process that requires different cell types to commit to vastly different but co-ordinated developmental programmes. Therefore, it would be ideal to understand transcriptional reprogramming for each cell type. Indeed, it is understood that many of the genes involved in the activation of nodulation do show different behaviours between the cortex and the epidermis (Hayashi *et al*., 2014). That such an approach would be useful is illustrated by the behaviour of nodulation marker genes in these experiments (Figure 4.4). As discussed previously, these genes are found to be activated days after rhizobial inoculation despite other studies demonstrating their expression, specifically in the epidermis, within hours. Therefore, it is likely that many other biologically relevant mechanisms are at play in a cell type-specific manner early on during *M. truncatula* microbe interactions, including at the timepoints used in the RNAseq experiments, that are not detected due to expression profile being measured from the entirety of the root.

If the aforementioned difficulties could be overcome, a FACS-based approach to studying nodulation would provide much more detail and clarity on how nodule development or defence responses are co-ordinated or mitigated. Cell types of particular interest would be the epidermis (as the outermost layer which first encounters rhizobia in the soil), the cortex (the site of nodule emergence) and the pericycle (the site of lateral root emergence which is theorized the be evolutionarily related to nodulation (Bright *et al*., 2005)).

**Broader impact of findings:**

Nitrogen is the most growth-limiting compound for plants and typically has to be provided to plants in the form of fertilizer in intensive agricultural systems (Vance, 2001). In Western countries, the majority of this fertilizer is produced industrially which is expensive and energy intensive. The production of ammonia for fertilizer for agricultural use via the Haber-Bosch process accounts for an estimated 1% of total global energy use. Further environmental damage is also associated with runoff of fertilizer into waterways during its application to crops (Conley *et al*., 2009). With the global
population expected to exceed 9 billion people by 2050, providing sufficient food for this many people without allocating even greater amounts of land towards agriculture remains a significant challenge.

For this reason, genetically modifying non-legumes to enable them to form symbiosis with nitrogen-fixing bacteria is an attractive option if GMO use is allowed in the future. In particular, transferring nodulation to cereal crops is a key objective of research into the symbiosis as fertilizer usage could be significantly reduced with self-nitrifying crops. Efforts are already underway to achieve this and these efforts tend to focus on the transfer of the legume nodulation machinery to other species (Charpentier and Oldroyd, 2010), but do not consider concomitant responses to pathogens in plants. Understanding how legumes are able to partition defence and symbiosis responses during nodulation may also be necessary step if the ability the form to nodules is to be transferred to non-legumes.
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