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Abstract

Molecular communication (MC) is a type of communication and networking in the electromagnetic (EM)-denied environments. MC is concerned with information transfer by preserving information in the structure of chemical flow through molecular diffusion, advection or reaction. Hence, the information transmission in MC is closely associated with the physics of fluid dynamics. The mechanism of MC, i.e., using chemical substances for information exchange, is prevalent in nature among organisms at various length scales, from intra-cell signaling and bacterial communication to airborne and waterborne pheromone signals.

At nano-scale the physical conditions are such that the main mechanism of transport is mass diffusion. Therefore fluid turbulence, for which other transport mechanisms are relevant, have hitherto hardly been considered at all in the context of MC. Nevertheless, MC is obviously not restricted to nano-scales, as demonstrated by insect and crustacean pheromone signaling. Here turbulence does become a crucial issue affecting the reliability of the message transfer. The goal of this thesis is to draw on turbulence theory to assess implications of relevance to MC at macro scale.

The results show that in turbulent channels, viscous shear stresses hinder a reliable transfer of the molecular information between the transmitter and the receiver which results in severe inter-symbol-interference (ISI). In order to mitigate the ISI in turbulent channels, vortex ring are proposed as coherent structures representing a means for modulating information symbols onto them. Each vortex ring can propagate approximately $100 \times$ the diameter of the transmission nozzle without losing its compact shape. It is shown that by maintaining a coherent signal structure,
the signal-to-inference (SIR) ratio is higher over conventional puffs.

Moreover, the results show that the received signals of the same transmitted symbols vary due to the presence of the underlying noise in turbulent channels. To understand the behaviour of the noise in turbulent channels, both of the additive and jitter noises distributions characterised statistically, and a new channel model is proposed. Thereafter, this channel model is used to quantify the mutual information in turbulent channels. Finally, the waterborne chemical plumes are investigated as a paradigm for a means of molecular communication at macro scales. Results from the Richardson’s energy cascade theory are applied and interpreted in the context of MC to characterise an information cascade and the information dissipation rate. The results show that the information dissipation rate decreases with increasing the Reynolds number and distance $d$ from transmitter. This may appear counter intuitive because stronger turbulence levels at higher Reynolds numbers increases energy dissipation rates. However, increased turbulence leads to more efficient scalar mixing and, therewith, the power of the molecular signal quickly reduces to low levels. Accordingly the information dissipation rate necessarily reduces due to the remaining low information content available.
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<td>Schmidt number</td>
<td>—</td>
<td>4,8</td>
</tr>
<tr>
<td>$Pe$</td>
<td>Péclet number</td>
<td>—</td>
<td>2,5,6</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard Deviation</td>
<td>—</td>
<td>7</td>
</tr>
<tr>
<td>$\delta_{mn}$</td>
<td>Kronecker Delta</td>
<td>—</td>
<td>2,4</td>
</tr>
<tr>
<td>$k_B$</td>
<td>Boltzmann’s constant</td>
<td>J/K</td>
<td>2</td>
</tr>
<tr>
<td>$T_T$</td>
<td>Temperature</td>
<td>K</td>
<td>2</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
<td>Section</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
<td>------</td>
<td>---------</td>
</tr>
<tr>
<td>$\lambda_n$</td>
<td>Hankel transform parameter</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Porosity of the material</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>$\tau_s$</td>
<td>Static threshold value</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Phase of a wave</td>
<td>rad</td>
<td>2</td>
</tr>
<tr>
<td>$C$</td>
<td>Channel capacity</td>
<td>bits/channel</td>
<td>2</td>
</tr>
<tr>
<td>$D$</td>
<td>Coefficient of diffusivity</td>
<td>m$^2$/s</td>
<td>2</td>
</tr>
<tr>
<td>$D_e$</td>
<td>Eddy diffusivity</td>
<td>m$^2$/s</td>
<td>3, 6, 7</td>
</tr>
<tr>
<td>$D_L$</td>
<td>Longitudinal coefficient of diffusivity</td>
<td>cm$^2$/s</td>
<td>2</td>
</tr>
<tr>
<td>$D_R$</td>
<td>Radial coefficient of diffusivity</td>
<td>cm$^2$/s</td>
<td>2</td>
</tr>
<tr>
<td>$D_v$</td>
<td>Random forces on a particle</td>
<td>N</td>
<td>2, 7</td>
</tr>
<tr>
<td>$\mu_D$</td>
<td>Drag forces on a particle</td>
<td>N</td>
<td>2</td>
</tr>
<tr>
<td>$d$</td>
<td>Distance</td>
<td>m</td>
<td>1</td>
</tr>
<tr>
<td>$c$</td>
<td>Concentration</td>
<td>mol/m$^3$</td>
<td>All</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>second</td>
<td>All</td>
</tr>
<tr>
<td>$f$</td>
<td>Frequency</td>
<td>Hz</td>
<td>All</td>
</tr>
<tr>
<td>$A_w$</td>
<td>Wave amplitude</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>$f_d$</td>
<td>Doppler-shift frequency</td>
<td>Hz</td>
<td>3</td>
</tr>
<tr>
<td>$f_0$</td>
<td>Transmit frequency</td>
<td>Hz</td>
<td>3</td>
</tr>
<tr>
<td>$N_{ch}$</td>
<td>Number of channels</td>
<td>—</td>
<td>3</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>Maximum measurable length</td>
<td>m</td>
<td>3</td>
</tr>
<tr>
<td>$I(\cdot;\cdot)$</td>
<td>Mutual information</td>
<td>bit/symbol</td>
<td>2, 7</td>
</tr>
<tr>
<td>$J(x,t)$</td>
<td>Mass flux</td>
<td>kg/m$^2$ · s</td>
<td>2</td>
</tr>
<tr>
<td>$\mathcal{N}(\mu, \sigma^2)$</td>
<td>Gaussian distribution</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>$M_0$</td>
<td>Injected mass to the environment</td>
<td>kg</td>
<td>2</td>
</tr>
<tr>
<td>$W_n$</td>
<td>Wiener Process</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>Rx</td>
<td>Receiver</td>
<td>—</td>
<td>All</td>
</tr>
<tr>
<td>Tx</td>
<td>Transmitter</td>
<td>—</td>
<td>All</td>
</tr>
<tr>
<td>$m$</td>
<td>Mass a particle</td>
<td>kg</td>
<td>All</td>
</tr>
<tr>
<td>$p_v^n(t)$</td>
<td>Particle position</td>
<td>m</td>
<td>2</td>
</tr>
<tr>
<td>Symbol</td>
<td>Definition</td>
<td>Units</td>
<td>Chapters</td>
</tr>
<tr>
<td>-------</td>
<td>-----------------------------------------------------</td>
<td>--------</td>
<td>----------</td>
</tr>
<tr>
<td>$r$</td>
<td>Radius</td>
<td>m</td>
<td>All</td>
</tr>
<tr>
<td>$L$</td>
<td>Characteristic length scale</td>
<td>m</td>
<td>2</td>
</tr>
<tr>
<td>$W$</td>
<td>Channel width</td>
<td>m</td>
<td>2</td>
</tr>
<tr>
<td>$p$</td>
<td>Wetted perimeter of the channel</td>
<td>m</td>
<td>2</td>
</tr>
<tr>
<td>$A$</td>
<td>Area</td>
<td>m$^2$</td>
<td>2</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Noise power</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>$S$</td>
<td>Signal power</td>
<td>—</td>
<td>2</td>
</tr>
<tr>
<td>$\Xi$</td>
<td>Random variable</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>$H(\cdot)$</td>
<td>Polynomial</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>Realization of random variable</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>$\vec{f}$</td>
<td>Fourier transform</td>
<td>—</td>
<td>8</td>
</tr>
<tr>
<td>$R_{xx}$</td>
<td>Velocity correlation</td>
<td>—</td>
<td>8</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Energy dissipation rate</td>
<td>J/s</td>
<td>8</td>
</tr>
<tr>
<td>$u$</td>
<td>Mean flow velocity</td>
<td>m/s</td>
<td>2, 8</td>
</tr>
<tr>
<td>$u_{x,y,z}$</td>
<td>Velocity components</td>
<td>m/s</td>
<td>2</td>
</tr>
<tr>
<td>$u_{avg}$</td>
<td>Average flow velocity</td>
<td>m/s</td>
<td>2</td>
</tr>
<tr>
<td>$x, y, z$</td>
<td>Cartesian coordinates</td>
<td>m</td>
<td>2</td>
</tr>
<tr>
<td>$x_0, y_0, z_0$</td>
<td>Injection point</td>
<td>m</td>
<td>2</td>
</tr>
<tr>
<td>$r, \theta, z$</td>
<td>Cylindrical coordinates</td>
<td>m</td>
<td>2</td>
</tr>
</tbody>
</table>

**Mathematical Notations**

<table>
<thead>
<tr>
<th>Mathematical Notations</th>
<th>Definition</th>
<th>Units</th>
<th>Chapters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum$</td>
<td>Sum</td>
<td></td>
<td>2, 4, 5</td>
</tr>
<tr>
<td>$x \triangleq y$</td>
<td>$x$ equal by definition to $y$</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>$\nabla$</td>
<td>Del operator</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>$\nabla^2$</td>
<td>Laplace operator</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>$\text{erf}(\cdot)$</td>
<td>Error function</td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>$P_{XY}$</td>
<td>Joint probability of $X$ given $Y$</td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>$P_{X</td>
<td>Y}$</td>
<td>Conditional probability of $X$ given $Y$</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Page</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>------------------------------</td>
<td>------</td>
<td></td>
</tr>
<tr>
<td>$J_0$</td>
<td>Bessel function of the $0^{th}$ kind</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$J_1$</td>
<td>Bessel function of the $1^{th}$ kind</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$\sup$</td>
<td>Supremum</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{N}$</td>
<td>Set of natural numbers</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{R}$</td>
<td>Set of real numbers</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$E[\cdot]$</td>
<td>Expectation</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>$\text{Var}[\cdot]$</td>
<td>Variance</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Background

Human beings have always needed to convey message and information between two separated entities and this information transfer played a vital role in growing of human civilisation. They utilised different methods to encode, transport, and decode the information. Common ways of delivering information were physical packets (mail), speech (acoustic waves), radio waves in phones and optical waves in fibres, and observing visual signals (hand, flag, smoke signal). In 21 century, the communication styles have progressed unprecedentedly in a way that they become faster and smarter. Digital communication allows mankind to transfer tones of information with a handheld device in a minimum amount time over a long distance that was hard to imagine not long ago [Salehi and Proakis, 2007]. This helps people from different walks of life to make informed decision, based on on-demand data availability. In order to establish a reliable communication system, data from area of interest need to communicate to a data distribution network. At micro-scale the data distribution network can be a swarm nano robots which are used in targeted drug delivery and in macro-scale, sensors report the information in industrial environment [Li et al., 2017]. In both scales, many physical principles of digital communication break down. For instance in micro and nano-scale dimensions, the length scale is too small to build an efficient electromagnetic wave antenna [Farsad et al., 2016]. This is because the size of the antenna should be of the same order as the transmitted/received signal. Generating low frequency signal gives longer wavelength with small amount of energy. Also, generating high frequency waves in conventional wireless communications systems such as electromagnetic and acoustic wave-based systems can be unrealistic for communication between nano machines.
In macro-scale MC such as deep water vehicles, they do not communicate well with traditional communication systems such as acoustic waves. These vehicles need to communicate with surface with the purpose of relaying vital information, command and control, or for search and rescue in emergency situations. Their typical carrier wave\(^1\) frequency is 10-37.5 kHz and current technology (180 dB or 1 µPa) at this frequency allows detection of signal at a range of 5 km (normal sea conditions) and 7 km (good sea conditions). If optical communication system (1000 THz) is utilised, its extreme short range and sensitivity to pollutants and objects in water hinders its functionality and makes it undesirable for long range underwater communication. Generally, the attenuation loss (dB) is both a function of distance \(d\) and frequency \(f\) which makes all wave-based communication systems unreliable in small scales and deep in the oceans. So, the traditional ways of communication need to be revised and more efficient ways are required [Farsad et al., 2016].

However, molecules are used in animal kingdom to send information. The information transfer can be at cellular level where the message is conveyed through the cells or it can be in macro-scale level where a message is conveyed between two separated animals. For instance, in quorum sensing, the bacteria can monitor and control the environment for other bacteria and if the number and/or species present in a community changes, they can respond to that in population-wide scale; or moth and dogs release pheromones to convey a message in the environment. This type of communication that is inspired by nature is called molecular communication where molecules are the information carrier in both micro and macro scale [Nakano et al., 2013].

Now, the question is that why do we need to devote our time and resources to study molecular communication? One answer is that the scientists are curious to understand how organism and animals communicate with each other. Apart from that, this field of science may help human to move from science fiction and technological speculation into reality by designing a device like nano-machines that can communicate with molecules in electromagnetic-denied environments (i.e. MC in targeted drug delivery with the aid of micro-scale robots). Thousands of cell-size nanorobots are released in the human body while they carry a specific drug. They cooperate and communicate with each other to spot the tumour cell and unload their drug on that specific cell (see Fig. 1.1). Accomplishing this task without communication

\(^1\)A carrier wave is wave of constant frequency in which it does not carry much information by itself that we can relate to (such as speech or data). The reason that the carrier wave is used to transfer the message is that the input signal often has low frequency and this will need appropriate amount of amplification in order to transmit very low frequencies signals. The input signals themselves do not have significant power and need a large antenna to transmit a signal.
between nanorobots is almost impossible.

1.2 Aims & Objectives

This PhD project is concerned with the molecular communication in the environments where electromagnetic waves is not suitable. Whilst significant research has focused on micro-scale diffusion dominated channels, far less is understood of macro-scale flow dominated channels. The latter introduces complex fluid dynamic processes, one of which is turbulent diffusion. Molecular communication via turbulent diffusion (MCvTD) more accurately reflects realistic molecular channels in both pheromone signaling and chemical engineering. However, a number of open challenges exist in this field. First, we know that the received signal is sensitive to a variety of input and channel parameter variations. Currently we do not understand how uncertainty or noise in a variety of parameters such as injection velocity, initial concentration of molecules, turbulent parameters, etc. affect the received signal concentration, and nor do we have an analytical framework to tackle this challenge. So, we need to show that how uncertainty in parameters propagates to uncertainty in the received signal. Secondly, turbulent flow is severely hindered molecular signal coherence in fluid dynamic channels which causes long molecular tails, which results
in severe inter-symbol-interference (ISI) and limits the achievable symbol rate. So, we need to modulate information symbols into stable structures to minimize ISI. Thirdly, current literature assumes linear combining between sequential molecular signals, but this assumption may not hold true when turbulence is introduced. So, we need to investigate the linearity of sequential molecular signals in turbulent diffusion channel. Fourthly, information embedded in the fluid dynamic properties undergo stochastic behaviour due to the high dimensionality and continuous dynamic forces of the environment, which erodes the achievable MI. So, the statistical noise distribution and MI need to be quantified with respect to the key fluid dynamic parameters. Finally and according to the Kelvin’s theorem of conservation of the circulation along a fluid contour, it might be possible that the fate of information molecules is tied to that of vorticity field [Sreenivasan, 1991]. We examined this concept and characterised the information cascade and the information dissipation rate.

The main objective of this project is to study macro-scale MC in turbulent flow where the molecular signals undergo stochastic propagation in the channel. This PhD has the following objectives:

1. Quantifying uncertainty in transmitter parameters.
2. Increasing the capacity of MCvTD channel by using coherence structure called vortex ring.
3. Investigating the linearity and characterising the noise distribution and the mutual information in MCvTD channels.
4. Characterising information cascade and information dissipation rate in MCvTD channels using turbulence theory.
5. Beginning a short exploratory/preliminary study on nano/micro scale molecular communication and designing an experimental detector at nano-scale.

1.3 Thesis Organisation

This thesis consists of ten chapters. Each of the chapters 3 to 9 has been submitted/published as a journal/conference paper. Chapter 2 covers the literature in MC and reviews the state-of-the-art molecular communication advancements. Chapter 3 explains the methodologies used for experiments and numerical simulation (paper [C]). Uncertainty quantification in turbulent channel is discussed in chapter 4 (paper [B]). In this chapter, we utilise a new method called Polynomial Chaos Expansion (PCE) instead of Monte Carlo to see how the uncertainty and noise in transmitter
will propagate through the McvTD channel. In chapter 5, we propose to modulate information symbols into stable vortex ring structures to minimize ISI and increase the channel capacity (paper [A]). Each vortex ring can propagate approximately $100 \times$ the diameter of the transmission nozzle without losing its compact shape. In chapter 6, we use computational fluid dynamics (CFD) simulation to show that sequential MCvTD signals do indeed linearly combine (paper [H]). In chapter 7, we quantify the statistical noise distribution and MI with respect to the key fluid dynamic parameters in McvTD channel (paper [I]). In chapter 8, waterborne chemical plume is studied as a paradigm for a means of MC at macro scales (paper [E]). We use the theoretical concept of Richardson energy cascade in turbulent flow to quantify information cascade and information dissipation rate in McvTD channel. In chapter 9, we design an experimental receiver called nanopore for micro/nano-scale molecular communication. This is a short preliminary study to see the feasibility of micro/nano-scale molecular communication experimentally. Chapter 10 is the conclusion and suggestions for the future studies.
Chapter 2

Literature Review

2.1 Overview of Molecular Communication

The ultimate goal of a communication system is to convey a message from one point to another point. In order to achieve this goal, the transmitter (Tx) should produce a signal which contains specific information. This message propagates through a channel until it arrives to the receiver (Rx). The Rx then decodes the message to extract the information. Therefore, each communication system has three main components: 1) Transmitter, 2) Receiver, 3) Channel.

In nature, the information at macro-scale can be transmitted by both chemical and electromagnetic (EM) waves whilst in microscale it is mostly done by chemical. As far as the commercial communication is concerned, the EM wave-based communications ranging from radio to optics bands perform very well. However, they have some inherent drawbacks which motivates researchers to seek for other types of communications. As an example, the EM waves are attenuated in aqueous environments or in bounded flows and closed environments (tunnels, pipes, etc.) [Guo et al., 2015; Nakano et al., 2013]. In water, the EM waves are faced a high propagation delay and this problem is exacerbated if the water medium contains minerals such as salt. Salt water has higher conductivity $^1$ than pure water which results in higher attenuation and it makes it complicated to model the system [Stojanovic, 2003]. Acoustic wave-based communication can be used as an alternative to tackle the problems associated with the EM-based communication systems. In acoustic communication (AC), the information are encoded in the sound waves as opposed to the EM-based communication that information are carried by EM waves.

$^1$Salt water contains Na$^+$ and Cl$^-$ ions. Because these ions are free to move in the solution, salt water is electrically conductive. Increased conductivity attenuates the radio waves as the freely-moveable ions absorb and reflect the wave.
Also, AC is more biocompatible than EM-based communication (invertebrates and fish use this method to communicate underwater [Kroodsma and Miller, 1996; Tyack, 1998]). Low diffraction loss makes AC a reliable way of communication underwater, however compared to EM-based communication, AC suffers from low data rates, small available bandwidth, time variations of the channel, multi-path propagation, and high signal attenuation over long distances [Stojanovic and Preisig, 2009]. Another alternative to EM-based communication is optic communication which requires optical fiber for wired communication and a line-of-sight for wireless communication [Tanaka et al., 2000]. There are also several problems when the EM waves are used at nanoscale. Even though it is feasible to have high frequency communication by nanoscale antennas, the engineering problems associated with the integration of the antennas to nanomachines and transceiver design still are significant problems [Akyildiz et al., 2008; Freitas, 1999].

As evidenced by literature, an alternative way of communication is needed to overcome the problems associated with EM-based communication. Molecular communication has proven a reliable communication in EM-denied environments where the path loss \(^2\) is very high [Nakano et al., 2013]. At small scales, Richard Phillips Feynman was the first one who envisaged the fabrication of devices at molecular and atomic level [Feynman, 1960]. On December 29, 1959, he delivered a speech entitled ‘There’s plenty of room at the bottom’ in the American Physical Society meeting at Caltech. In his speech, he invited the researchers to find the solution to the problem of controlling and manipulating the small scales structures. In recent years, the emerging fields of micro- and nano-electro-mechanical system (MEMS and NEMS) have advocated to the miniaturization. Moreover, it has been a long time that the micro-organisms such as bacteria and cells show the ability to send and receive the information from their environment by means of chemical signal molecules. With this action which is called Quorum Sensing the bacteria can monitor and control the environment for other bacteria and if the number and/or species present in a community changes, they can respond to that change in population-wide scale [Waters and Bassler, 2005; Miller and Bassler, 2001]. MC is not only restricted to the biological systems, but also the engineering aspects of MC has received remarkable attentions in recent years [Farsad et al., 2016]. Hiyama et al. [2005] were the first group who employed the MC to convey the message between nanomachines in small scales (diffusion-dominated). Since then, the number of researches in MC has increased considerably [Farsad et al., 2016]. At the nano-scale, the physical conditions

\(^2\)Path loss, or path attenuation, is the reduction in power density (attenuation) of an electromagnetic wave as it propagates through space. Path loss is a major component in the analysis and design of the link budget of a telecommunication system.
2.1.1 Communication Paradigm

Figure 2.1(a) shows the block diagram of a traditional communication systems where the messages are encoded to the EM waves. Source encoding is much about removing the redundant data or the data which is not important for the data to be conveyed to the receiver (something like quantizing and run length coding). Channel encoding is more about adding some extra bits in the form of parity bits so that one can protect the data from being corrupted. These data will also serve as the mathematical encryption and can also help in correction of the corrupted data. Modulation is more about choosing appropriate signaling scheme and translating the baseband signaling to the high frequency and also involves choosing and using the effective...
modulation schemes perfect for the channel scenario. After modulating, the signal is transmitting to the channel where it can be wired or wireless. When the signal arrives at the receiver, the signal will be demodulated and the information will be transferred. The noise is inseparable part of any communication channels and it would distort the transmitted signal by degrading the signal power. The source of the noise in traditional communication systems are interference and fading of EM waves.

Figure 2.1(b) illustrates the communication paradigm of the MC systems. The main difference between the traditional and MC communication systems is that in MC the messages are embedded in the molecules which are biological compounds with different sizes. In MC system, the molecules (information particles) should be prepared before modulation. Then, the information are encoded in the concentration of information particles or in the type of the molecules (see Section 2.4). The transmitter may use an external power to inject the molecules into the environment. After transmission, the molecules are propagated into the channel which can be an open environment or it can be an internal flow like pipe flow. Depends on the length scale of the communication, the propagation mechanism can be diffusion, advection or a combination of both. At the receiver, a sensor is required to measure the feature of the molecules, for example, the amplitude of concentration, the type of the molecules, the arrival time of the molecules, etc. After receiving the message, a processing unit is required to decode the information. The unit may need an external power to process the information. Similar to the traditional communication systems, noise is also present in the MC systems. The source of the noise can be imperfect transmission unit, noises associated with the sensor at the receiver, thermal noise, chemical reaction, turbulent mixing at macro-scale, etc.

In this thesis, we only focus on the long-range MC systems. The channel that we will investigate in this thesis is turbulent diffusion channel where the molecules are propagated in the channel by turbulent eddies.

2.2 Channel Capacity

Information theory is a field of science that provides insight into the communication system [Mac Kay, 2003]. In every communication system, the messages are propagated through the channel and if the transmitted message \( X \) and the received message \( Y \) are the same, the channel is ideal and noiseless. However, this does not happen in reality and channels are noisy. For example, cross-talk happens in telephone lines, or the hardware in the transmission system distorts and adds noise to
the transmitted signal. The network in deep space that listened to the Galileo’s puny transmitter suffered from background radiation from cosmic and terrestrial sources. Noise also has existed in biological communication systems such as DNA that is subject to the damages and mutation. In disk drives where the data is written by aligning a patch of magnetic material, the noise can be the patch of material that might spontaneously flip magnetization, or it can be caused by the written head that might not induce the magnetization in the first place. In molecular communication, the noise can be introduced by transmitter, the particle interactions, the turbulent flow in the channel, chemical reactions, detector, etc. which hinders a reliable communication [Jamali et al., 2017]. These noises impose an upper bound on the communication channels and the amount of information that can be transmitted reliably. This upper bound is called channel capacity (C). Shannon proposed a model for the maximum channel capacity with additive white Gaussian noise (AWGN) [Shannon, 1948]:

\[
C = \log_2 \left( 1 + \frac{S}{N_0} \right),
\]

(2.1)

where \( N_0 \) is the noise power and \( S \) is the signal power. In MC, channel capacity can be increased by using advection as propagation mechanism or by generating coherent structures in fluid flow such as vortex rings. The latter is discussed in detail in chapter 5.

Capacity of the channel, as defined above, is given by the maximum of the mutual information (MI) between the input and output of the channel, where the maximization is with respect to the input distribution. For a discrete memory-less channel, the achievable MI rate is given by [Gohari et al., 2016; Shannon, 1948]:

\[
I(X; Y) = \sum_{x,y} P_{XY}(x,y) \log \frac{P_{XY}(x,y)}{P_X(x)P_Y(y)},
\]

(2.2)

where \( I(X; Y) \) is the MI, \( P_{XY}(x,y) \) is the joint probability distribution and \( X \) and \( Y \) are two discrete variables. \( P_X(x) \) and \( P_Y(y) \) are the marginal probability distributions. The channel capacity for memoryless channel and channel with memory is calculated by [Gohari et al., 2016; Shannon, 1948; Verdú et al., 1994]:

\[
C \triangleq \begin{cases} 
\max_{p(x)} I(X; Y) & \text{for memoryless channel}, \\
\lim_{x \to +\infty} \sup \frac{1}{n} I(X^n; Y^n) & \text{for a channel that has memory},
\end{cases}
\]

(2.3)
where $n$ is the size of the block in a channel with memory. We will see in chapters 6 and 7 that the MC channels have memory and the ISI should be taken into account in calculating the MI [Gallager, 1968]. In MC, modelling of the channel [Mustam et al., 2017; Turan et al., 2018a; Murin et al., 2018; Ahmadzadeh et al., 2017; Kwak et al., 2020], modelling of noise [Etemadi et al., 2019; Srinivas et al., 2012], and channel capacity [Farsad et al., 2017; Bafghi et al., 2018; Galluccio et al., 2017] have been studied very well in recent years.

2.3 Propagation Channel Models

The propagation of molecules from transmitter to the receiver is categorised as two modes, namely passive and active mode. In passive mode, the molecules randomly diffuse to the receiver (i.e. diffusion) which is suitable for dynamic and unpredictable environments [Pierobon and Akyildiz, 2012, 2010]. On the other hand, in active mode, the molecules are advected directionally towards the receiver by external forces (i.e. motor protein assisted [Hiyama et al., 2010], bacteria assisted [Berg, 2008], fan in turbulent flow [Kennedy et al., 2018], and etc.). In this section, different propagation mechanisms in MC channels are reviewed over the next subsections.

2.3.1 Diffusion

Diffusion is the random movement of molecules from higher concentration region to the lower concentration region. It is known as *Brownian Motion* which is erratic random movements of microscopic particles in a fluid, as a result of continuous bombardment from molecules of the surrounding medium [Karatzas and Shreve, 1998]. In diffusion, the particles do not need any external force for the movement. Diffusion has numerous applications especially in biological processes. For instance, when the $O_2$ is inhaled into the lung, the $O_2$ and $CO_2$ are exchanged by diffusion through a 1-2 $\mu$m membrane. Based on the environment where the diffusion is initiated, the definition of diffusion can be different. For example, diffusion in cell membrane is different from that of turbulent diffusion in terms of mathematical concept and model. Generally, we have four types of diffusion: 1) *Anomalous Diffusion* that the behaviour of diffusion is nonlinear with respect to time and it can found in porous media and protein diffusion in cells [Ben-Avraham and Havlin, 2000], 2) *Turbulent Diffusion* where the eddies are responsible for carrying the molecules in the environment [Roberts and Webster, 2002]. This type of diffusion is discussed in detail in this thesis, 3) *Facilitated Diffusion* that diffusion is happened due to spontaneous passive transport like transportation of molecules across a biological membrane [Voet
et al., 2013]. 4) **Knudsen Diffusion** that is observed in porous media where the pore length is comparable or smaller than the mean free path $^3$ [Clifford and Hillel, 1986].

### Statistical Channel Model

The Brownian motion of the information particles in MC channel can be modelled by **Wiener process** and simulated accurately by **Monte Carlo** simulation [Berthier and Silberzan, 2010]. Gaussian distribution is used to define the Wiener process. Let $x_0, y_0, z_0$ be the initial position of the molecules at time $t_0$, and for a discrete values of $\Delta t$ and for $k \geq 0$, $(x_i, y_i, z_i)$ is the position of the molecules at the time $t = i\Delta t$. Thus, $(x_i, y_i, z_i)$ can be defined as:

$$(x_i, y_i, z_i) = (x_{i-1}, y_{i-1}, z_{i-1}) + (\Delta x_i, \Delta y_i, \Delta z_i),$$  

(2.4)

where $(\Delta x_i, \Delta y_i, \Delta z_i)$ are random displacement of the particles with normal distribution:

$$\Delta x_i = N(0, \alpha D \Delta t), \ \Delta y_i = N(0, \alpha D \Delta t), \ \Delta z_i = N(0, \alpha D \Delta t),$$  

(2.5)

where $\alpha = 2, 4, \text{ and } 6$ if the channel is 1D, 2D, and 3D, respectively. $D$ is diffusion coefficient and it is estimated by Stokes-Einstein equation [Edward, 1970]:

$$D = \frac{K_B T}{6\pi \mu r},$$  

(2.6)

where $K_B = 1.38 \times 10^{-23} \text{J/K}$ is the Boltzmann constant, $T_T$ is temperature in K, $\mu$ is dynamic viscosity of fluid $(\text{N} \cdot \text{s/m}^2)$, and $r$ is the hydraulic radius of molecules.

Another approach to model the Brownian motion is to apply Langevin equation [Langevin, 1908]. Based on this equation, the position of particle $(p^n_v(t))$ at time $t$ with the mass of $m$ along any dimension of $v$ is obtained by solving the following equation:

$$m \frac{\partial^2 p^n_v(t)}{\partial t^2} = -6\pi \mu r \frac{\partial p^n_v(t)}{\partial t} + f_N(t),$$  

(2.7)

where $f_N$ is the noise in the environment. These statistical channel models have been widely used in MC researches such as modelling the noise in ligand-binding [Pierobon and Akyildiz, 2011b], channel capacity in fluid dynamic channel [Pierobon and Akyildiz, 2012], etc.

---

$^3$Mean free path is the average distance travelled by a moving particle (such as an atom, a molecule, a photon) between successive impacts (collisions) which modifies its direction or energy or other particle properties.
Analytical Channel Model

The analytical channel model interprets the channel as a partial differential equation (PDE). In diffusion-based channel, the channel model is given by Fick’s second law [Crank, 1979]:

\[
\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial x_i^2},
\]

where \( i = 1, 2, \) and \( 3 \) according to the channel dimensions, \( c \) is the concentration of molecules based on their spatiotemporal status. Based on the initial and boundary conditions of the problem of interest, (2.8) has different solutions. For example, consider that \( M_0 \) molecules are released at \( t_0 \), and the initial and boundary conditions are:

\[
\begin{align*}
    c(|x_i| > 0, \; t_0) &= 0, \\
    c(x_i = 0, \; t_0) &= M_0 \delta(x_i), \\
    c(|x_i| \to \infty, \; t) &= 0,
\end{align*}
\]

where \( \delta(x_i) \) represents the continuous Dirac delta function in 3D. By applying the initial and boundary conditions in (2.9) to (2.8), the channel model is obtained:

\[
c(x_i, t) = \frac{M_0}{(4\pi Dt)^{i/2}} \exp\left(-\frac{x_i^2}{4Dt}\right).
\]

2.3.2 Advection

Advection is the transportation of the molecules in propagation channel by means of fluid flow [Hundsdorfer and Verwer, 2013]. Similar to the diffusion, advection can be modelled statistically and analytically.

Statistical Channel Model

By adding the velocity terms and modifying (2.5), the flow-assisted propagation channel model will be as:

\[
\begin{align*}
    \Delta x_i &= u_{x,i-1}(x_{i-1}, y_{i-1}, z_{i-1}) \mathcal{N}(0, \alpha D \Delta t), \\
    \Delta y_i &= u_{y,i-1}(x_{i-1}, y_{i-1}, z_{i-1}) \mathcal{N}(0, \alpha D \Delta t), \\
    \Delta z_i &= u_{z,i-1}(x_{i-1}, y_{i-1}, z_{i-1}) \mathcal{N}(0, \alpha D \Delta t).
\end{align*}
\]
where \( u_{x,i-1}(x_{i-1},y_{i-1},z_{i-1}) \), \( u_{y,i-1}(x_{i-1},y_{i-1},z_{i-1}) \), and \( u_{z,i-1}(x_{i-1},y_{i-1},z_{i-1}) \) are the flow velocities in \( x, y, z \) directions, respectively. Another approach to model the stochastic flow-assisted channel is to use Fokker-Planck equation [Kadanoff, 2000]. In this equation, the time evolution of the PDF of the particle velocity is described under the influence of drag forces \( (\mu_D(x,t)) \) and random forces \( (D_V(x,t)) \). Fokker-Planck equation is given by:

\[
\frac{\partial p}{\partial t}(x,t) = \mu_D(x,t) \frac{\partial p}{\partial x}(x,t) + D_V(x,t) \frac{\partial^2 p}{\partial x^2}(x,t),
\]

(2.12)

Based on the boundary conditions that can be infinite source [Leeson and Higgins, 2012b; Ziff et al., 2009], infinite environment [Atakan and Akan, 2010; Meng et al., 2012], and long-term capture [Wang et al., 2014] this equation has different solutions.

**Analytical Channel Model**

In order to define the channel model analytically, the advection-diffusion equation (ADE) should be solved. This equation in general is defined as:

\[
\frac{\partial c(\vec{x},t)}{\partial t} + \nabla \cdot \vec{J}(\vec{x},t) = S(\vec{x},t),
\]

(2.13)

where \( c(\vec{x},t) \) \([kg/m^3]\) is the concentration of a the molecules at the location of \( \vec{x} = (x,y,z) \). \( S(\vec{x},t) \) \([kg/m^3s]\) represents the source term and \( \vec{J}(\vec{x},t) \) \([kg/m^2s]\) shows the mass flux of the molecules due to the diffusion and advection and it is equal to:

\[
\vec{J}(\vec{x},t) = \vec{J}_A + \vec{J}_D = c\vec{u} - K\nabla c,
\]

(2.14)

where \( \vec{J}_A \) is the advection term and \( \vec{J}_D \) is the diffusion term, \( \vec{u} \) is the velocity field that assists the molecules to travel faster to the destination. In order to solve (2.13), one approach is to change the stationary reference frame \((x,y)\) to moving frame \((\lambda_x,t)\), where \((\lambda_x,t)\) is given by [Jensen and Finlayson, 1980]:

\[
\lambda_x = x - u_xt.
\]

(2.15)

If the moving frame of (2.15) is inserted into (2.13), we have:
\[
\frac{\partial c}{\partial t}(\lambda_x, t) = \frac{\partial c}{\partial \lambda_x} \frac{\partial \lambda_x}{\partial t} + \frac{\partial c}{\partial t} \frac{\partial t}{\partial \lambda_x} = -u_x \frac{\partial c}{\partial \lambda_x} + \frac{\partial c}{\partial t}, \quad (2.16a)
\]

\[
\frac{\partial c}{\partial x}(\lambda_x, t) = \frac{\partial c}{\partial \lambda_x} \frac{\partial \lambda_x}{\partial x} + \frac{\partial c}{\partial t} \frac{\partial t}{\partial x} = \frac{\partial c}{\partial \lambda_x}, \quad (2.16b)
\]

\[
\frac{\partial^2 c}{\partial x^2}(\lambda_x, t) = \frac{\partial^2 c}{\partial \lambda_x^2}. \quad (2.16c)
\]

Now, by substituting (2.16) into (2.13), we have:

\[
\frac{\partial c}{\partial t} = D \frac{\partial^2 c}{\partial \lambda_x^2}. \quad (2.17)
\]

As can be seen, (2.17) is the Fick’s second law equation and the solution for (2.17) is similar to (2.10) with the only difference that in this case, the reference frame is moving with the particles:

\[
c(x, t) = \frac{M_0}{\sqrt{4\piDt}} \exp \left(-\frac{\lambda_x^2}{4Dt}\right). \quad (2.18)
\]

Now, the moving reference frame can be converted into stationary frame by substituting (2.15) into (2.18):

\[
c(x, t) = \frac{M_0}{\sqrt{4\piDt}} \exp \left(-\frac{(x - u_x t)^2}{4Dt}\right), \quad (2.19a)
\]

\[
c(x, t) = \frac{M_0}{\sqrt{(4\piDt)^2}} \exp \left(-\frac{(x - u_x t)^2}{4Dt}\right) \exp \left(-\frac{(y - u_y t)^2}{4Dt}\right), \quad (2.19b)
\]

\[
c(x, t) = \frac{M_0}{\sqrt{(4\piDt)^3}} \exp \left(-\frac{(x - u_x t)^2}{4Dt}\right) \exp \left(-\frac{(y - u_y t)^2}{4Dt}\right) \exp \left(-\frac{(z - u_z t)^2}{4Dt}\right). \quad (2.19c)
\]

Equation (2.19) represents the analytical channel model in unbounded flows where at least two boundaries are far from the solution field and they do not interact with the fluid flow [Unluturk and Akyildiz, 2017b; Farsad et al., 2013]. On macroscale MC, the propagation can be taken place inside a closed system (bounded flows) [Zoofaghari and Arjmandi, 2018; Giannoukos et al., 2017; Khaloopour et al., 2019; Kennedy et al., 2018; Ozmen et al., 2018]. In this case, the boundary layers influence
on the flow field as well as propagation of molecules. The advantage of MC in bounded channel compared to unbounded channel is that more chemical would arrive at the receiver and thus, pathloss is lower in bounded flows. Here, the analytical channel model inside a cylinder is discussed. Of course, other cross-sections for bounded flows can be used according to the problem of interest [Arefmanesh et al., 2017; Arani et al., 2018]. If the channel has angular symmetry, the ADE in cylindrical coordinate \((r, \theta, z)\) is given by [Chen et al., 2011]:

\[
\frac{\partial c}{\partial t} = D_L \frac{\partial^2 c}{\partial z^2} - u \frac{\partial c}{\partial z} + \frac{D_R}{r} \left( r \frac{\partial c}{\partial r} \right),
\]  
(2.20)

where \(D_L\) and \(D_R\) are longitudinal and radial diffusivity \((\text{cm}^2/\text{s})\), respectively.

In order to solve (2.20), different methods can be adopted such as Hankel [Poularikas, 2018] and Laplace Transforms [Chen et al., 2011]. One such solution is given below [Chen et al., 2011]:

\[
c(r, z, t) = M_0 \phi \rho_r^2 \sqrt{D_L \pi^3 t} \sum_{n=0}^{\infty} \frac{1}{\lambda_n} \left\{ \exp \left[ -\frac{(ut - z)^2}{4D_L t} - D_R \lambda_n^2 t \right] - \frac{u z}{2D_L} \exp \left[ -\frac{uz}{D_L} - D_L \lambda_n^2 t \right] \text{erfc} \left( \frac{z + ut}{\sqrt{4D_L t}} \right) \right\} \left( \frac{\rho_r^2}{r^2} + \frac{2\rho_r J_1(\lambda_n \rho_r) J_0(\lambda_n r)}{r^2 (\lambda_n \rho_r)} \right),
\]  
(2.21)

where \(\phi\) is the porosity of the material, \(\rho_r\) is the radius of the inner injected zone, \(J_0(.)\) and \(J_1(.)\) are the zero-order and first-order Bessel function of the first kind, respectively. \(\lambda_n\) is the Hankel transform parameter which is calculated by the following transcendental equation:

\[
\frac{J_0(\lambda_n r)}{dr} = 0.
\]  
(2.22)

As can be observed from foregoing equations, the closed-form solution for the bounded channels are more complicated than unbounded channels.

### 2.3.3 Turbulent Flows

In fluid dynamics, laminar flow is characterized by fluid particles following smooth paths in layers, with each layer moving smoothly past the adjacent layers with little or no mixing [White, 1999]. At low velocities, the fluid tends to flow without lateral mixing, and adjacent layers slide past one another like playing cards. There are no cross-currents perpendicular to the direction of flow, nor eddies or swirls of fluids.
In laminar flow, the motion of the particles of the fluid is very orderly with particles close to a solid surface moving in straight lines parallel to that surface. Laminar flow is a flow regime characterized by high momentum diffusion and low momentum convection. In laminar flow, measured concentration or flow attributes can be directly related to laminar flow parameters (e.g. flow speed increases signal-to-noise ratio and throughput [Atthanayake et al., 2018]). However, in turbulent flow, additional processes must be taken into account in terms of the turbulence structure and the size of the eddies. The terms eddy and vortex are used to describe the swirling motion of a fluid. The word eddy is usually associated with small-scale swirling entities whereas a vortex, such as a large-scale tornado, contains eddies on smaller spatial scales. Eddies are created, for instance, when a fluid is injected from a syringe into another larger fluid volume due to the momentum difference and shear stress at the fluid interface. If the injected momentum is high enough mixing leads to a turbulent patch comprising eddies of different diameters. The diameter of an eddy is its characteristic length scale. By analyzing the size distribution of eddies within a turbulent flow one can extract information about the features of turbulence. As the turbulent patch evolves in time there exists a cascade involving larger eddies breaking up in to smaller ones. This evolving process leads to transport of energy from larger to smaller scales, referred to as the energy cascade, until the energy is dissipated at a critical length scale by the action of viscosity. This smallest scale is known as the Taylor microscale. At this scale fluid viscosity significantly affects the dynamics of the turbulent eddies in the flow (see e.g. [Davidson, 2015]). Small eddies, near the Taylor microscale where viscous effects dominate, do not contribute significantly to the transport of information. This is considered as the lower bound for the molecular communication capacity [Kennedy et al., 2018].

Turbulence is heavily dependent on the bulk flow, and Reynolds number is required to characterize the overall flow conditions within the channel. The physical meaning of the Reynolds number is that it represents the approximate ratio of inertial forces and viscous forces in the flow. For open-channel flow the Reynolds number is defined as [Jeppson, 2010]:

\[ Re = \frac{u \times L}{\nu} , \]  

(2.23)

where \( u \) is the mean flow velocity and \( \nu \) is the kinematic viscosity of the liquid. The quantity \( L \) represents the characteristic length scale for open channel flow. It is equal to the hydraulic radius of the channel given by \( A/p \), where \( A \) is the cross-sectional area of the flow and \( p \) is the wetted perimeter of the channel [Jeppson, 2010]. For open channels the flow remains laminar for, approximately, \( Re < 500 \).
and it transitions to turbulent flow above this critical value [Jeppson, 2010].

Turbulence in molecular communications is a new field of study with experimental and/or numerical works and it is discussed in detail in this thesis.

2.4 Modulation Schemes

Modulation is the process of changing the properties of carrier signal according to the symbols that are going to be transmitted. In EM-based communication systems, sinusoids function defines the carrier waves and it is expressed by:

\[ s(t) = A_w \sin(2\pi ft + \phi) \] (2.24)

where \(A_w\) is the wave amplitude, \(f\) is the wave frequency (Hz), and \(\phi\) is the wave phase (rad). In EM-based communication systems, the information can be modulated by amplitude (which affects peak-to-peak height of the signal), frequency (which affects the number of cycles per second), and phase (which shifts the signal from origin). However, a combination of these methods can be utilised to modulate information on EM waves. Compared to the traditional communication systems, in MC, information carrier are particles. In the following subsections, different modulating schemes is explained in MC channels.

2.4.1 Particle Quantity

In this method, the information are encoded in the number of molecules used for transmission in microscale, or in concentration (mol/m^3) of the particles in macro-scale MC.

Mahfuz et al. [2010] for the first time employed a molecular modulation similar to On-Off-Keying (OOK) of EM-based communication systems where the bit ‘0’ was equal to zero concentration and bit ‘1’ was equal to a certain amount of concentration in diffusion-based propagation channel. Kuran et al. [2011] introduced a new modulation technique for diffusion-based MC channel. In their method, bit ‘1’ is received when the number of the molecules are above a certain threshold (\(\tau_s\)) and vice versa. This method is called **Concentration Shift Keying (CSK)** and it is similar to Amplitude Shift Keying (ASK) in EM-based communication systems. It is worth noting that the CSK in [Kuran et al., 2011] was designed for a fixed

---

4It is called *shift keying* because during the course of transmission of data, the values of the quantity that is used for coding the data (e.g. concentration, time, phase) shift between two (or more) discrete switching (keying) values.
transmitter and receiver. However, Lin et al. [2019] used CSK modulation when the transmitter and receiver are mobile.

### 2.4.2 Type and/or Structure of Particles

Chemical properties of the information particles can be used as individual symbol for transmission. For instance, consider two types of molecules, named A and B, that are transmitted into the channel and the receiver can distinguish them based on their chemical properties such as chemical formula. Symbol ‘0’ is associated with A and symbol ‘1’ is associated with B. Then the receiver can decide which symbol has been transmitted according to the type of the received molecule. Kuran et al. [2011, 2012] modulated the information on the chemical difference of information particles passing a certain threshold ($\tau_s$). They used hydrofluorocarbon based chemicals as information particles and they called this modulation **Molecular Shift Keying (MoSK)**. In another study, Kim and Chae [2013] used aldohexose isomers\(^5\) as

\(^5\)In chemistry, isomers are molecules or polyatomic ions with identical molecular formulas that is, same number of atoms of each element, but distinct arrangements of atoms in space.
information molecules instead of hydrofluorocarbon that was used by [Kuran et al., 2012]. They claimed that hydrofluorocarbon is harmful for the body and it is not biocompatible. Also, using isomers synthesis as information carrying molecules in MC systems has less complexity since they have the same number of atoms. They called this modulation as Isomer-based Molecular Shift Keying (I-MoSK). Isotopes which have the same number of protons but different number of neutrons in each atom has been used as information carrying molecules by [Ardelt et al., 2018]. In another modulation technique which is called Depleted MoSK (D-MoSK), the number of the types of molecules was reduced which improves the complexity of nano-machines [Kabir et al., 2015]. In DMoSK, the transmitter sends no molecule (remains off) if all the information bits in a symbol are ‘0’. Thus, compared to the MoSK, the number of molecules released in D-MoSK is half the number of molecules released in MoSK.

2.4.3 Time of Release

Information can be encoded on the time when the chemical is released by the transmitter [Eckford, 2007]. For example, symbol ‘0’ is sent when molecule A is transmitted at $t = t_1$, and symbol ‘1’ is sent when molecule A is transmitted at $t = t_2$. The receiver can decide which symbol has been sent by measuring the arrival time of the molecules. This modulation is more suitable for flow-assisted MC channels compared to the diffusion-based channels since the propagation of molecules in diffusion-based channels is random. Mahfuz et al. [2010] proposed a new modulation technique similar to Frequency Shift Keying (FSK) in EM-based communication systems. In this modulation, the concentration amplitude of information molecules is changed in accordance to the sinusoidal signal in a given frequency. So, two concentrations could be observed in the environment, one that was there already ($c_{avg}$) and one that is sent ($c_{amp}\sin(2\pi f)$) into the environment and makes the concentration signal to behave like a wave. Inspired by communication between the bacteria known as quorum sensing [Miller and Bassler, 2001], Krishnaswamy et al. [2013] proposed to modulate the information into the time intervals between pulses which is called Time-Elapse Communication (TEC). This modulation is suitable for biological applications and it was tested on the genetically engineered Escherichia coli (E.coli) bacteria. In this method, the bacteria emits certain amount of fluorescence light in accordance with the concentration level of information carrying molecules. TEC improves the data-rate compared to OOK by decreasing the number of communication signals that needs to be transmitted per unit of information. In other words, in this modulation, the stop signal of a particular value is used as the start signal of
the next, and thus, the number of communication signals per unit of information is reduced to just one. Another time-dependent modulation technique is **Pulse Position Modulation (PPM)** [Akdeniz et al., 2018]. In this technique, symbol ‘0’ is defined as a short pulse at the middle of a time-frame and symbol ‘1’ is defined as a short pulse and silence for the remainder of the time-frame. In PPM, \( \log_2 M \) bits are decoded together by determining the position of the pulse, i.e. released molecules. In particular, each symbol can be visualized as an \( M \)-bit length sequence that involves strictly one bit ‘1’ and \( M-1 \) bit ‘0’.

### 2.4.4 Hybrid Modulation Method

Hybrid modulation method is a modulation technique that employs two or more modulation techniques. Combination of OOK and molecular FSK has been employed by Mahfuz et al. [2010] to improve the throughput of the communication systems. Hsieh et al. [2013] combined the modulation based on the type of molecule and time of release in order to achieve higher information rates compared to the individual modulation technique. Run-length aware hybrid modulation has been proposed by Pudasaini et al. [2014] based on CSK and MoSK modulations. This method improved the ISI in communication systems. In another study, Akdeniz et al. [2017] combined the CSK and MoSK modulation techniques to obtain higher data rates. Very recently, Gursoy et al. [2019] developed a new hybrid modulation to be used in MIMO systems. It is called **Quadrature Molecular Space Shift Keying (QMSSK)** which uses two types of chemical and a molecular spatial modulation which is a combination of MoSK and Molecular Space Shift Keying (MSSK) (uses the antennae indices as the information source).

### 2.5 Error Correction

Any transmitted message in the communication channel is distorted before it arrives to the receiver. So, an algorithm is required to diminish the effects of the noise on the transmitted signal and corrects the error by adding **redundancy** to the transmitted signal [Farsad et al., 2016]. For example, consider the transmitter sends ‘0000’ as bit ‘0’ and ‘1111’ as bit ‘1’. If the receiver receives ‘0010’ symbol, it would take a majority vote and decoded ‘0010’ as ‘0’ bit [Mac Kay, 2003]. One of the first attempts in MC error correction has done by Leeson and Higgins [2012b]. They applied a Hamming code to the OOK diffusion-based MC system. According to their results, the distance between the transmitter and the receiver affects on the energy efficiency of this error correction code and the code is not energy efficient as the
distance reduces. In order to solve the problem of the energy efficiency, Shih et al. [2013] proposed energy efficient codes for use in MC. In another attempt, Leeson and Higgins [2012a] proposed an alternative Hamming distance called **Molecular Coding Distance Function (MCDF)** that performs better than Hamming coding in molecular communication. In this function, the coding distance is defined based on a transition probability not a constant value. Other error correction codes have also been applied to the molecular communication systems: High-order Hamming code [Shih et al., 2013], Minimum energy codes [Bai et al., 2014], Reed-Solomon codes [Dissanayake et al., 2019], Reed-Muller codes [Lu et al., 2015]. Shi and Yang [2017] did a comprehensive error analysis of diffusion-based MC with OOK modulations. Abadi et al. [2018] proposed zero-error codes for MC channels. Error-correction via amplitude width encoding was done by Krishnaswamy and Sivakumar [2018].

Inconsistency across a given distance is a problem of modelling a channel where it is caused by temperature, molecular collision etc. In order to solve this problem, **Channel State Information (CSI)** which describes signal propagation in a channel should be calculated. Based on the known knowledge, the CSI is classified into two categories: the knowledge of the current condition (instantaneous CSI) or the statistical knowledge (statistical CSI). Jamali et al. [2018] employed the constant-composition codes in order to mitigate CSI.

### 2.6 Experimental Molecular Communication

Experimental molecular communication is critical for a number of research sectors, including: channel characterization [Guo et al., 2016b; Unluturk and Akyildiz, 2017b; Kennedy et al., 2018; Atthanayake et al., 2018; Khaloopour et al., 2019], noise characterization for mutual information analysis [Moore et al., 2009; Pierobon and Akyildiz, 2012; Lin et al., 2018], and system design (e.g. receiver size, mobility [Lin et al., 2018]). Experimental work is lacking at the macro-scale (≥1mm), where molecular signals are subject to a variety of flow associated processes, most of which are dynamic and inter-related. Unlike the mass diffusion dominated regime (typically in micro-scale, 1µm-1mm, and nano scale, ≤1µm), where the channel and noise model are well understood even for different modulation schemes [Haselmayr et al., 2018; Etemadi et al., 2019; Noel et al., 2014], macro-scale continuum forces make analysis challenging.

Research at macro-scale requires significant undertaking and there is a growing body of work. Theoretical and simulation work on molecular communications with turbulence has shown that the fluid dynamic complexities cannot be ignored.
Experimentation is essential to capture realistic variational behaviour in fluid dynamics. It can enable us to 1) find stable coherent structures in fluids that point towards better modulation design (e.g., generated self-propagating structures to increase symbol rate and transmission range), and 2) infer channel parameters to aid receiver signal decoding (e.g., maximum likelihood estimation [Meng et al., 2014]).

An overview of experimental molecular communications is given in [Haselmayr et al., 2019]. Early prototyping experimental work started with tabletop prototypes characterizing experimental throughput [Farsad et al., 2013; Koo et al., 2016; Prasanth et al., 2018; Qiu et al., 2014; Lu et al., 2016; Unterweger et al., 2018] and noise processes [Farsad et al., 2014] with crude chemical sensors, which has now advanced to encoding in chemical mixtures [McGuiness et al., 2018; Mcguiness et al., 2019] with mass spectrometer demodulation. This coincides with parallel work in replicating pheromone signals [Cole et al., 2009]. In attempts to understand and improve the achievable MI in macro-scale fluid dynamic channels with complex processes, recent works have characterized the evolving information structure in turbulence [Kennedy et al., 2018] and tracked info-molecules using fluorescence [Tuccitto et al., 2017a; Atthanayake et al., 2018; Kennedy et al., 2018].

2.7 Macro-scale Molecular Communication

Molecular communication underpins biological system coordination across multiple spatial and temporal scales. Whilst significant research has focused on micro-scale diffusion dominated channels, far less is understood of macro-scale flow dominated channels. In the next two sections, we review in detail some outstanding works that have been done in macro-scale MC both in nature and technology.

2.7.1 Macro-scale Molecular Communication in Nature

Pheromones communication is one of the examples of macro-scale MC in nature. For instance, two dogs can gain a wealth of information when they meet and sniff each other. The information includes sex, maturity, and hormonal state of each dog. Also, dogs are able to detect a unique smell sign (signature mixture) of each other and they can remember it when they meet again. Pheromone communication is not restricted to the dogs. Ants sweep antennae over each other (wired) as well as using their olfactory systems (wireless) to send and receive information. They can discover age, sex, caste (worker, soldier, queen), and ovarian stage (reproductive or not) when they communicate with other ants.
The body surface of animals is where they present their chemical profile. This chemical profile is sometimes released as volatile molecules and sometimes it is deposited to form a scent mark (e.g., dogs deposit chemical on the lamp-post). Animals leverage from chemical sense which is shared by all organisms including bacteria, to detect the chemical profile (information) and act accordingly. This chemosensory information is shared between the organisms. The chemical that is responsible for chemical interaction between organisms is called **Semiochemical**. Pheromone is one of the semiochemical that is widely used among animals. It is noteworthy that the semiochemical should not be confused with the cue signal. For instance, blood-sucking mosquitoes exploit carbon dioxide in exhaled breath as a cue to find the host. Even though it is a signal, it is not considered as a semiochemical signal.

**Pheromones**

Adolf Butenandt [Butenandt, 1959] and his team [Karlson and Lüscher, 1959] identified the silk moth’s sex molecule as the first pheromone. Karlson and Lüscher [1959] envisaged that the pheromone is common by every kind of animal such as fish, crustaceans, mammals, and insects. Since then, we can see that it exists across the animal kingdom, habitat in land or underwater such as lobsters, suckling rabbit pups, termites and etc. Even though pheromone communication in fish, mammals, and insects are well-studied [Wyatt, 2014], less is known about the crabs and other crustaceans [Breithaupt and Thiel, 2010]. Birds also shows the potential to use the olfactory system for pheromones communication but the knowledge is still developing to understand it better [Campagna et al., 2012; Hagelin and Jones, 2007; Caro and Balthazart, 2010].

In most of the animals, pheromone is not a single molecule but rather a species-specific combination of molecules in a precise ratio. The way that the recipient animal responds to the pheromone is innate. Karlson and Lüscher [1959] anticipated that the olfactory and taste are the senses that the pheromone would act but some pheromones are directly digested and act on the brain. These types of pheromones are called **Allohormone** pheromones. Royal jelly in honeybees is the one that has this type of pheromone and it helps him to develop into queens rather than workers [Kamakura, 2011].

Pheromones serve a wide variety of functions in animal kingdom. Some of them are effective on a specific stage of the life. The key feature of the pheromone is that it is anonymous which means that the pheromone is the same in all individuals within a species of the same type (e.g., male or female). However, the quantities of
pheromone are not the same among individual or the same individual over the time. For example, pheromones called farnesenes can only be produced by dominant male-mouse territory holders, not subordinates [Hurst and Beynon, 2004], or ant starts to produce a specific pheromone called 9-hentriacontene when she becomes the top (alpha) female [Peeters et al., 1999]. It is noteworthy that both of male-mouse and female ant pheromones are still anonymous and they just indicate the presence of the male-mouse or top ant not individual [Carlin and Hölldobler, 1987; Hölldobler et al., 2009].

2.7.2 Macro-scale Molecular Communication in Engineering

The engineering aspects of the macro-scale molecular communication has received considerable attentions in the past few years. In this thesis, we only focus on this part of MC applications.

Molecular Communication in Unbounded Flows

For the first time in 2013, Farsad et al. [2013] prototyped experimental work on macro-scale MC. The information was encoded in the isopropyl alcohol (chemical signal) and an electronic spray released the molecular signal into the channel. At the receiver (Rx), they employed MQ-3, MQ303A, MR513 alcohol sensors. These receivers are different in terms of sensitivity, power and operation circuit diagrams. They considered two different types of channel including diffusion and flow-assisted channel. In diffusion-based channel, the alcohol diffuses in the air until it arrives to the Rx and in the flow-based channel, a fan pushed and guided the alcohol to the Rx. The distance between the Tx and Rx was 2 m. They used the OOK modulation in order to minimize the amount of chemical used for sending message. To demodulate the signal, they considered a specific concentration threshold where for concentration below the threshold, the signal demodulated as bit ‘0’ and vice versa. They showed that the channel impulse response (CIR) is influenced by three parameters, 1) type of the sensor and its response to the received concentration, 2) type of the fan that generates the flow, 3) the amount of initial molecules that are released by the spray and the amount of the uncertainty arose by that. In order to check the linearity of the propagation channel, they considered a set of periodic sprays, of 100 ms with a period of 2 seconds. They also showed that the overall system response is non-linear. Even though they did not find the source of this non-linearity, they mentioned some possibilities for this non-linearity such as sensor response and resume time, turbulent flow generated by fan, and the environmental factors such as room temperature.
Unluturk and Akyildiz [2017b] studied the characteristics of the molecular communication channel in terms of delay and attenuation for pheromones communication between the plants. The leaves of a plant are the transmitter and receiver. The transmitter emitted molecules in consecutive and stress-driven manner according to the situation that the plants are confronted. They considered the air as propagation channel under the influence of wind and turbulent diffusion. The maximum distance between the transmitter and receiver was 200 m and the slowest wind speed was 1 m/s. In order to define the channel model, they solved (2.13) analytically. They considered three simplification assumptions in order to solve the (2.13): 1) the wind speed is constant and it is aligned with positive \(x\) axis, \(\vec{u} = (u, 0, 0)\), 2) the diffusion is isotropic, 3) the amount of diffusion in \(x\) direction is negligible compared to the turbulent advection. They employed the separation of variable and Laplace transform to solve (2.13) and obtained the channel model as:

\[
c(x, t) = \frac{Q_T}{8(\pi r)^{3/2}} e^{\left(-\frac{(x-ut)^2-y^2}{4r}\right)} \left[ e^{-\frac{(z-H)^2}{4r}} + e^{-\frac{(z+H)^2}{4r}} \right]
\] (2.25)

where \(Q_T\) is total amount of pheromones released at \(t = 0\), \(H\) is the height of the emitting leaf according to the ground, and \(r = \frac{1}{\pi} \int_0^x K(\zeta) d\zeta\). Their results show that as the pheromone puff gets farther from the transmitter under the drift, it diffuses more in \(y\) and \(z\) directions. They also showed that the increased distance between the transmitter and receiver, increases channel delay and as a result, it takes longer for the pheromones to arrive to the receiver. Finally, they demonstrated that the only source of signal attenuation is the propagation channel, and as the transmitter-receiver distance increases, the attenuation increases too.

Tuccitto et al. [2017b] reported a long-range molecular communication where the molecular signal did not scale linearly with concentration and distance. They encoded the information in the concentration pulse of fluorescent carbon quantum dots (CQDs). CQDs emits fluorescent when it hits the UV light and it has self-quenching properties when they are aggregated. These properties helps CQDs to scale non-linearly with concentration. This means that as the molecular signal travels downstream, not only its concentration does not reduce linearly, but also does the concentration show a non-linear behaviour with distance. This feature allows one to send information for longer distance without concerning any specific decoding algorithms and thus, the shape of the encoded signal will be preserved for longer distance. Furthermore, in conventional MC system, the received signal broadens with distance. Indeed, when the full width at half maximum (FWHM) exceeds half of the
width of the 0-bits, the bits ‘0’ and ‘1’ overlaps which causes ISI. The FWHM remains constant for the case of CQDs. In another study, Tuccitto et al. [2018] designed a molecular communication system in which the distance between the transmitter and the receiver was variable. Chemical reaction of the messenger molecules was used to encode and decode the information. In particular, they released non-fluorescent chemical followed by a hydrolysis reaction, induced by changes in pH. This reaction led the chemical to shine and emits fluorescence. They modulated the information in the kinetics of the hydrolysis reaction. Their results show that when the pH is close to neutral, the reaction producing the fluorescence is very slow and it is not feasible to detect the signal at far distance from the transmitter. By increasing the pH, the fluorescence intensity increased. They also showed that when the pH is 12, the intensity of the received signal is independent of the transceiver distance.

**Molecular Communication in Bounded Flows**

Macro-scale MC in internal flows has received many attentions in recent years. Khaloopour et al. [2019] studied water flow-based macro-scale MC in a semi-cylindrical channel with laminar flow. The transmitter was a plexiglas pipe which released Hydrochloric acid molecules into the pipe. The channel was a hollow cylinder with the length of 2 m and the cross-section radius of 10 cm. The molecules were detected by a chemical sensor and a pH module. The information were encoded in the concentration of the hydrochloric acid molecules and any changes to the concentration resulted in changing the pH at the receiver. They proposed the CIR to an $\text{H}_3\text{O}^+$ ion at time $t$ after release:

$$p(x, z, t) = \frac{1}{\sqrt{4\pi Dt}} e^{\frac{- (x - x_{Tx} - v_x t)^2}{4Dt}} \times \left( \frac{1}{w} + \frac{2}{w} \sum_{k=0}^{\infty} e^{\frac{k\pi^2}{w^2}} \cos \left( \frac{k\pi z}{w} \right) \right)$$

(2.26)

where $v_x$ is the mean flow velocity, $D$ is the diffusion coefficient, and $w$ is the width of the channel. They found that the channel has the delay in response about 42 seconds. They showed that the channel delay response is due to the distance between the transmitter and the receiver, and the response time of the pH-meter.

In another study, Mcguiness et al. [2019] experimentally investigated MC in a closed boundary channel in order to see the effects of bounded domain on transmission, propagation, and signal delay. They used an in-house built odor generator
as a transmitter and a portable membrane inlet mass spectrometer (MIMS) as the detector for the experiments. The channel was a pipe made of clear acrylic with inner diameter of 19.80 mm and outer diameter of 24.25 mm. The length of the channel was variable in the range from 50 cm to 300 cm with 50 cm increments. According to their results, in this type of communication channel, the longitudinal diffusivity coefficient of the propagation ($D_L$) is the main mechanism for propagation of information particles compared to the transverse diffusion ($D_T$). Since the $Re \leq 2000$, they considered the flow regime to be laminar and they calculated the ($D_L$) as follows:

$$D_L = D_m + \left( \frac{\bar{u}^2 R^2}{48 D_m} \right)$$  \hspace{1cm} (2.27)

where $D_m$ is the molecular diffusion coefficient ($cm^2/s$), $R$ is the radius of the pipe, and $\bar{u}$ is the mean velocity of the fluid flow. They also characterised the noise in the channel and they showed that the normal distribution interprets the noise distribution very well. According to their results, the received signal preserved its shape despite changing the distance between the transmitter and receiver and the signal amplitude changed linearly with distance. They also showed that a small change in the receiver radius has significant impact on the received signal energy since the velocity is inversely proportional to the radius of transmission medium.

Kennedy et al. [2018] investigated preservation of modulated information in airborne chemical plume and the limits on information retrieval in turbulent flow. For their experiment, they used a 75 mm pipe as the channel, a fan is provided behind the injector that provided different wind speeds and pushed isopropyl alcohol (IPA) vapor towards the receiver and the receiver was a photoionization detectors (200B miniPID, Aurora Scientific). Modulation of information was done by a computer-controlled solenoid valve which controlled the release of chemical into the pipe. According to their results, the same transmissions did not yield to the same CIRs, and as the velocity increased, the CIR peaks are sharper. In order to improve the detection of signal against the background noise, they introduced duty cycle that is a small fraction of each emission cycle. They showed that shorter emissions yields higher contrast of the received signal against background noise. They also introduced **inter-symbol spacing** which is equal to distant travel per second divided by emission per second ($l = V/S$). They showed that when $l \to \lambda$, BER $\to 0.5$ and it is not possible to retrieve the information at this length-scale. It should be noted that $\lambda$ is Taylor microscale and one of the length-scales of the turbulent flow. At this length-scale, viscous forces causes appreciable dissipation of energy and large
eddy are breaking into smaller eddies. In another paper [Ozmen et al., 2018] with the same configuration, they characterised the channel and they investigated the linearity of the channel. They showed that the channel is linear despite of non-linear fluid dynamic forces in the channel.

As evidenced by the aforementioned literature in macro-scale MC, the turbulence flow characteristics such as eddies, mixing length theory, energy cascade, etc. has not been considered in the context of MC. In this thesis, we are trying to leverage from turbulence theory to understand the macro-scale MC systems.
Chapter 3

Methodology

This chapter outlines the numerical and experimental methodologies that were adopted for the research in this thesis. First, we discuss the fluid flow equations and how they have been derived. Then, the importance of numerical modelling in macro-scale molecular communication systems is discussed. Afterwards, the COMSOL Multiphysics is introduced as a powerful software that can simulate the molecular communication channels accurately. In the next step, experimental flume (channel) configuration is illustrated and explained. Finally, the experimental techniques used in this thesis are reviewed. It is noteworthy that the word channel in this thesis refers the communication channel and it is different from that of open channel in fluid mechanics. Channel in communication is the conduit between the transmitter and the receiver and it can be open space, air, water, pipe flow, etc.

3.1 Fluid Flow Equations

3.1.1 Navier–Stokes Equations

In physics, the motion of viscous fluid substances can be described by a set of partial differential equations called Navier–Stokes (NS) equations. The NS equations, in general, are the conservation of mass and momentum for Newtonian fluids. They arise from applying Newton’s second law to the motion of fluid, accompanied by the assumption that the stress in the fluid is the sum of a diffusing viscous term and a pressure term. The solution of the NS equations is velocity of the flow. It is a vector field whose direction and magnitude are those of the velocity of the fluid at that point in space and at that moment in time.
The NS momentum equation can be defined as:

\[
\frac{Du}{Dt} = \frac{1}{\rho} \nabla \cdot \sigma + f \tag{3.1}
\]

where \( \sigma \) is the sum of the viscosity term (\( \tau \)) and pressure term (\( p \)):

\[
\rho \frac{Du}{Dt} = \nabla p + \nabla \cdot \tau + f \tag{3.2}
\]

where \( \frac{D}{Dt} \) is the material derivative, defined as, \( \frac{\partial}{\partial t} + u \cdot \nabla \). In this equation, \( \rho \) is density of the fluid, \( p \) is the pressure, \( \tau \) is the deviatoric stress tensor, which has order 2, \( f \) represents body forces acting on the continuum.

**Incompressible Flow**

An incompressible fluid is a fluid whose density does not change when the pressure changes. There is no real incompressible fluid. However, for many flow situations, the changes of density due to changes in pressure associated with the flow are very small. It greatly simplifies the solution of fluid flow equations to treat the fluid as incompressible.

\[
\frac{1}{\rho} \nabla p = \nabla \left( \frac{p}{\rho} \right) \tag{3.3}
\]

An incompressible flow is one for which each of the local infinitessimal blobs of fluid has a constant density as it moves through the flow field. The various tiny blobs can each have different densities, but for each one, its density remains constant. In most cases, since the fluid is usually all the same substance, treating the flow as incompressible is accomplished by taking the density to be the same everywhere in the flow field.

The incompressible Navier–Stokes equations are best visualised by dividing for the density:

\[
\frac{Du}{Dt} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 u + f \tag{3.4}
\]

where \( \nu \) is the kinematic viscosity of the fluid and it is equal to \( \frac{\mu}{\rho} \). In this thesis, the working fluid is water and it is considered as incompressible. NS equations can be expressed by means of tensor notation. In this case we have:

\[
\frac{\partial u_i}{\partial t} + u_j \frac{\partial u_i}{\partial x_j} = f_i - \frac{1}{\rho} \frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 u_i}{\partial x_j \partial x_j} \tag{3.5}
\]
3.1.2 Reynolds Average Navier Stokes Equations

The Reynolds Average Navier Stokes (RANS) equations are time-averaged equations of motion for fluid flow. RANS equations are derived by decomposition of instantaneous velocity into the time-averaged and fluctuating velocities.

\[ u_i = \bar{u}_i + u_i' \]  

(3.6)

where \( \bar{u}_i \) is the average velocity over time (ensemble average) and \( u_i' \) is the fluctuating component of the velocity. By plugging (3.6) into (3.5), the RANS equations will be derived as: [Pope, 2001]:

\[ \frac{\partial \langle u_i \rangle}{\partial t} + \langle u_j \rangle \frac{\partial \langle u_i \rangle}{\partial x_j} = g_i + \frac{\partial}{\partial x_j} \left[ -\langle p \rangle + \nu \left( \frac{\partial \langle u_i \rangle}{\partial x_j} - \langle u_i' u_j' \rangle \right) \right], \]

(3.7)

\[ \rho \frac{\partial \bar{u}_i}{\partial t} + \rho \bar{u}_j \frac{\partial \bar{u}_i}{\partial x_j} = \rho \bar{f}_i \rho \bar{p} \delta_{ij} + \mu \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) - \rho u_i' u_j' \]

(3.8)

where the dynamic viscosity of the fluid is \( \mu \) and \( \bar{p} \delta_{ij} \) represents the change in mean momentum of the fluid element due to the unsteadiness in the mean flow and the convection by the mean flow. This is balanced by the mean body force \( \bar{f}_i \), the isotropic stress from the pressure field \( \bar{p} \delta_{ij} \), the viscous stresses, and the apparent stress \( -u_i' u_j' \) owing to the fluctuating velocity field (Reynolds stress). After determining the velocity field, it needs to be plugged into the (3.21) to obtain the concentration inside the channel.

3.1.3 \( k-\epsilon \) Model

In (3.8) equation, we can see an additional term (Reynolds stress) which arises from Reynolds averaging process and it is the product of two fluctuating components averaged and then taken the divergence of that term. The Reynolds stress term is unknown in RANS equations. If we want to close the RANS equations and solve it for the mean velocity (\( \bar{u}_i \)), we need to have a model for Reynolds stress or more correctly, we need to express the Reynolds stress in terms of quantities that we know. In this way, we can solve the RANS equations for the one unknown which is the mean velocity of the flow field. One approach to get rid of the Reynolds stress term is to use the Boussinesq Hypothesis. With Boussinesq Hypothesis, we relate the Reynolds stress to the mean velocity gradient in the flow by using dynamic eddy
viscosity which is denoted by $\mu_t$ [Davidson, 2015]:

$$
\nabla \cdot (\rho \mathbf{u}' \mathbf{u}' \nu) = \mu_t \left( \frac{\partial \mathbf{u}_i}{\partial x_j} + \frac{\partial \mathbf{u}_j}{\partial x_i} \right) - \frac{2}{3} \rho k I - \frac{2}{3} \frac{\partial \mathbf{u}_i}{\partial x_i} \tag{3.9}
$$

Mean Velocity Gradient

$$
\frac{\partial \langle u_i \rangle}{\partial t} + \langle u_j \rangle \frac{\partial \langle u_i \rangle}{\partial x_j} = g_i + \frac{\partial}{\partial x_j} \left[ - \frac{\langle p \rangle \delta_{ij}}{\rho} + (\nu + \nu_t) \left( \frac{\partial \langle u_i \rangle}{\partial x_j} + \frac{\partial \langle u_j \rangle}{\partial x_i} \right) \right] \tag{3.10}
$$

Now, we only need to find a way to calculate the eddy viscosity term in (3.9). If we can find the values of $\mu_t$, we are able to close the RANS equations. For this purpose, we can use the $k-\epsilon$ model. Now the question is that what is $k-\epsilon$ model and how can we derive it? Before $k-\epsilon$ model, the RANS equations used the mixing length approach to calculate what the eddy viscosity is. Mixing length physically represents indicative sizes of the turbulent eddies that exist in the flow. As we mentioned in section 2.3.3, we have a full spectrum of sizes and energies of the eddies from the largest possible eddies all the way down to the smaller microscopic eddies in the flow. Mixing length is an indicative size of those eddies. In an area of the flow where we have large eddies, flow is energetic and very turbulent and mixing length is going to be very large. If we consider the mixing length as $l_m$, the eddy viscosity is defined as [Davidson, 2015]:

$$
\mu_t = \rho k^{1/2} l_m, \quad \mu_t = \rho l_m^2 \left| \frac{\partial \mathbf{u}_i}{\partial x_j} \right| \tag{3.11}
$$

where $k$ is turbulent kinetic energy. As can be seen in (3.11), when we have large mixing length, turbulence and eddy viscosity is going to be large and as a result, we can get higher level of mixing. Now, the question is that how can we determine the mixing length? One of the earlier approach was to use Prandtl Mixing Length hypothesis [Davidson, 2015]. According to this hypothesis, if we are at some distance $y$ to a wall, then the maximum size of the eddies is limited by the presence of the wall. When we are very close to the wall, the maximum size of the eddies that can exist between our position and the wall is very small and as we move further away from the wall, we are permitted a larger size of eddies in the flow. The Prandtl hypothesis is expressed as [Davidson, 2015]:

$$
l_m = \kappa y, \quad \kappa = 0.41 \tag{3.12}
$$

This equation shows that the mixing length is proportional to the distance from the wall ($y$) and the presence of the wall physically blocks the size of the eddies.
Prandtl hypothesis is not the only mechanism that is occurring near the wall. We also have the action of viscosity in viscous sub layer very close the wall. So, an improvement on Prandtl hypothesis is **Van Driest Mixing Model** which expresses that as we approach to the wall, the action of the viscosity is going to dampen those eddies and a way of interpreting this is reducing the effective size of the eddies in the mixing length hypothesis. This model is defined as:

\[
l_m = \kappa y \left[ 1 - \exp \left( -\frac{y^+}{A^+} \right) \right], \quad A^+ = 26.0
\]  

(3.13)

s can be seen in (3.13), as we approach the wall, the mixing length is smaller than what we expect from the Prandtl model. This equation forms the basis of early RANS turbulence models. It is worth mentioning that the mixing length is specified algebraically which means that the mixing length only depends on the distance to the nearest wall. This implies that if we have our given geometry, the distance from the nearest wall is specified throughout the entire domain and this is fixed unless our geometry is moving.

There are also other ways to improve the mixing length models. As we know, the turbulence is convected and diffuses through the flow and it is NOT static and fixed at some distance from the wall. What we would like to do here is to solve the transport equation for our turbulence quantities. For this purpose, we solve the transport equation for the turbulent kinetic energy (\( k \)) and also to solve the transport equation for the turbulence dissipation rate (\( \epsilon \)). By solving those equations, the eddy viscosity \( \mu_t \) is determined by:

\[
\mu_t = C_\mu \frac{\rho k^2}{\epsilon}
\]  

(3.14)

By plugging (3.14) back into the RANS equations, we can close the RANS equation system and find the solution for the mean flow velocity. If we take the (3.11) and (3.14), and combine them, what we can see that the \( l_m \) is directly related to the dissipation rate \( \epsilon \).

\[
l_m = \frac{C_\mu k^{3/2}}{\epsilon}
\]  

(3.15)

Thus, when we solve our transport equations in \( k - \epsilon \) model. The transport equation for \( k \) obviously represents the turbulent kinetic energy in the flow. Equation for \( \epsilon \) represents as scale determining equation in the \( k - \epsilon \) model.
Transport Equation for $k$

The transport equation for the turbulent kinetic energy $k$ is defined as [Pope, 2001]:

$$
\frac{\partial \rho k}{\partial t} + \nabla \cdot (\rho \mathbf{U} k) = \nabla \cdot \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \nabla k \right] + P_k + P_b - \rho \epsilon + S_k \tag{3.16}
$$

where $P_k$ and $P_b$ is the production due to the mean velocity shear and buoyancy, respectively. $S_k$ is the source term. The negative sign of the $\epsilon$ shows that the dissipation energy is actually acting to dissipate the turbulent kinetic energy in the flow.

This transport equation for the kinetic energy is the same for RNG, realizable, and standard $k-\epsilon$ model. This means that it does not matter which form of equations we are selecting, we are always going to solve the same transport equation for $k$. The difference in these three models is the dissipation rate equation. Here, we only focus on the standard $k-\epsilon$ model since it is the most popular model. However, the RNG and the realizable followed directly from this with small variations in the equations.

Transport Equation for $\epsilon$

Transport equation for the $\epsilon$ is very similar to the transport equation for $k$.

$$
\frac{\partial \rho \epsilon}{\partial t} + \nabla \cdot (\rho \mathbf{U} \epsilon) = \nabla \cdot \left[ \left( \mu + \frac{\mu_t}{\sigma_\epsilon} \right) \nabla \epsilon \right] + C_1 \frac{\epsilon}{k} (P_k + C_3 P_b) - C_2 \frac{\epsilon^2}{k} + S_\epsilon \tag{3.17}
$$

$$
\frac{\partial \rho \omega}{\partial t} + \nabla \cdot (\rho \mathbf{U} \omega) = \nabla \cdot \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \nabla \omega \right] + \frac{\gamma}{\nu_t} P_k - \beta \rho \omega^2 \tag{3.18}
$$

$C_1, C_2$ and $C_3$ are empirical model coefficients and they vary depending on the variant of the $k-\epsilon$ model that you choose. The model coefficients are in Table 3.1. Once the transport equation for $k$ and $\epsilon$ is solved, we can compute $\mu_t$ from (3.14). Then we put back the $\mu_t$ in the RANS equation and then we can solve the RANS equation.

We saw that the mixing length model, the mixing length is damped close to the wall and the reason for this is to account for the action of viscosity in the viscous sub layer which reduces the effective size of the eddies. In the $k-\epsilon$ model, we do not solve for the mixing length. Instead, we solve for the dissipation rate in place of...
the mixing length. So, we have to have some ways of damping dissipation rate close to the wall since we do not have mixing length. Thus, specific damping functions are required to apply to the model coefficients. These functions are $f_1$, $f_2$, and $f_\mu$. The subscripts directly corresponds with the coefficients that they are damping. By applying the damping functions, we can use the $k-\epsilon$ model all the way down to the wall. This formulation of the $k-\epsilon$ model is called **low Reynolds number formulation**. So, when we see the low Reynolds number formulation in the CFD codes for the $k-\epsilon$ model, that means some empirical damping functions are being used close to the wall to reduce the effects of dissipation rate in viscous sub layer near the wall. There are several damping functions for the $k-\epsilon$ model. Here we only focus on the original damping functions for the standard $k-\epsilon$ model.

$$f_1 = 1 \quad (3.19a)$$
$$f_2 = 1 - 0.3 \quad (3.19b)$$
$$f_\mu = \exp \left( \frac{-3.4}{(1 + (Re_T/50))^2} \right) \quad (3.19c)$$

where $Re_T$ is the turbulent Reynolds number and it is equal to:

$$Re_T = \frac{\text{Turbulence Forces}}{\text{Viscous Forces}} = \frac{\rho k^2}{\mu \epsilon} \quad (3.20)$$

$Re_T$ is the Reynolds number that characterises the strength of the near wall turbulence relative to viscosity. When the $Re_T$ is small, the viscosity is dominated and it shows that we are near the wall.

In summary, in low Reynolds numbers the $k-\epsilon$ model is not suggested [Pope, 2001] and other RANS model such as $k-\omega$ performs better near the wall. The $k-\epsilon$ model performs better for high Reynolds number applications.
3.2 Numerical Simulation

In this thesis, macro-scale molecular communication channel is modelled. In this channel, the molecules are propagated throughout the channel with turbulent eddies. In this case, the information is embedded in the concentration of the emitted molecules and the OOK modulation is used to transmit the information.

In order to obtain the concentration of the emitted molecules at the receiver, the ADE needs to be solved.

\[
\frac{\partial c}{\partial t} = \nabla \cdot (D_{\varepsilon} \nabla c) - \nabla \cdot (\bar{v} c),
\]

(3.21)

where \( c \) is the concentration and \( D_{\varepsilon} \) is the eddy diffusivity coefficient of the water molecules. \( c_0 \) is the amount of the molecules which are released into the channel at \( t = 0 \), and \( v \) is the velocity field of the environment flow. Generally, there are two restrictions in solving (3.21). First of all, \( \bar{v} \) is a function of the space and time which means that in any arbitrarily location and time, the velocity components should be calculated and substituted in (3.21) in order to find concentration distribution. In [Unluturk and Akyildiz, 2017b], this restriction has been neglected and they considered the velocity field constant spatially to find a closed-form solution for the concentration profile. Second, the eddy diffusivity is varied with distance and as the messenger molecules (MMs) go away from the transmitter, the value of eddy diffusivity is changed. In [Farsad et al., 2016], the eddy diffusivity was considered isotropic which means that the information particles in the channel can disperse in all directions equivalently. This assumption is not true since the turbulent flow is not isotropic all the time [Roberts and Webster, 2002].

Based on the foregoing restrictions, finding a closed-form solution for macro-scale molecular communication channel is almost impossible by considering anisotropic velocity field, anisotropic eddy diffusivity, and time-variant velocity. In order to solve this problem, the velocity field needs to be calculated by solving the Navier-Stokes (NS) equations for laminar flow regime and Reynolds-Average-Navier-Stokes (RANS) equations for turbulent flow regime [Davidson, 2015].

3.2.1 COMSOL Multiphysics

Introduction

All events in the world can be described with the aid of a set of physical laws. In the past, to perform physical calculations, these events were simulated in an isolated environment whilst in nature several physical events occur simultaneously and each
influences on another. So, real-world events are actually multiphysics. COMSOL Multiphysics is a software that can simulate these events in a single simulation, and engineers can use it to carry out projects and study their designs. COMSOL was produced in 1986 by students at the Royal Swedish Institute of Technology and was formerly known as FEMLAB, and has been renamed the COMSOL Multiphysics since 2005 [Zimmerman, 2006]. COMSOL is a multi-purpose software and it can model and simulate physics-based problems by using developed numerical solution methods. One of the capabilities of COMSOL is that it can analyse processes that involve several coupled physics. Also in COMSOL, it is possible to develop platforms for simulating chemical, physical and electrical applications. COMSOL solves a complete set of differential equations of nonlinear systems by finite element method (FEM) in one, two and three dimensional spaces. Another advantage of doing simulation with COMSOL is that it can solve the problem as a mathematical formula (in the form of equations) and/or physical phenomena (selecting a physical model, e.g. a diffusion process model) and in both cases, a system of equations are solved. Also, there are predefined equations such as heat and electricity transfer, theory of elasticity, molecular diffusion, mass transfer and propagation, wave propagation, etc. that can be used to simulate most phenomena in engineering applications [Pryor, 2009]. Preprocessing, processing and post-processing steps in COMSOL are done independently [Multiphysics, 1998]. Furthermore, COMSOL environment is integrated, which makes it easy to simulate interdisciplinary projects. Comsol software also has the ability to exchange data with CATIA, MATLAB, SolidWorks, AutoCAD.

COMSOL Desktop

Different parts of the COMSOL software is briefly reviewed here. COMSOL starting window is comprised of the Model Builder window, Setting window, Graphic window, Quick access toolbar, and Ribbon (see Fig. 3.1). The first step in simulating with COMSOL is to define the problem. After defining the problem and determining the physics involved in the problem, the geometry needs to be created. Different geometries can be found in the Model Builder on the left-hand side of the COMSOL window. By right-clicking on the Geometry, a drop-down list is come out that has different shapes such as sphere, cube, cones, ellipses, line, spiral, etc. (see Fig. 3.2). Also, the user can create any surfaces that is not available in the list. This is done by defining functions in Parametric Curve and Parametric Surface. By clicking on each shape and defining the centre position and other required parameters (length, radius, etc.) in the settings window, the desired shape will be
QUICK ACCESS TOOLBAR — Use these buttons for access to functionality such as file open/save, undo/redo, copy/paste, and delete.

RIBBON — The ribbon tabs have buttons and drop-down lists for controlling all steps of the modelling process.

APPLICATION BUILDER — Click this button to switch to the Application Builder and start building an application based on your model.

MODEL BUILDER — TOOLBAR The Model Builder window with its model tree and the associated toolbar buttons gives you an overview of the model. The modelling process can be controlled from context-sensitive menus.

MODEL TREE — The model tree gives an overview of the model and all of the functionality and operations needed for building and solving.

SETTINGS WINDOW — Click any node in the model tree to see its associated Settings window displayed next to the Model Builder.

GRAPHICS WINDOW — The Graphics window presents interactive graphics for the Geometry, Mesh, and Results nodes. Operations include rotating, panning, zooming, and selecting.

Figure 3.1: COMSOL desktop, including quick access toolbar, ribbon, model builder, setting window, and graphic window.

Figure 3.2: Geometry section in model builder.

created on the graphic window. After creating the geometry, materials and their properties should be defined. Materials are defined depends on the physics of the problem. For example, in stress analysis of a solid plate the material can be steel, composite, ceramics, etc., and in fluid mechanics problems the material can be wa-
ter, ethanol, isopropyl alcohol, etc. In Material section, various types of materials and their properties such as dynamic viscosity, electrical and thermal conductivity, density, heat capacity, etc. can be found. New materials and their properties can be defined by right-clicking on the Material and choosing Blank Material (see Fig. 3.3). Also, the material properties can be varied with other parameters such as time, temperature, etc. The next step is to define the physics of problem. In macro-scale molecular communication systems, the ADE needs to be solved to define the channel model. In ADE, the velocity changes in real time and it is required to solve both RANS equations and ADE simultaneously. So, the Turbulent Flow module and velocity fields are coupled by Transport of Concentrated Species module in COMSOL. In the setting window for the Turbulent Flow module, different types of flow (compressible or incompressible), numerical turbulence models (k-ε, k-ω, shear stress transport (SST), Spalart-Allmaras, etc.), and the discretization methods are shown (see Fig. 3.4). Discretization directly influences on the interpolation degrees of freedom. Though high-order interpolation function improves the accuracy of the results, it requires more time and computational resources. By right-clicking on Turbulent Flow in Model Builder, different boundary conditions can be observed. The Inlet boundary condition in fluid dynamics problems usually is velocity, flow rate, and pressure that depends on the problem. The Symmetry boundary condition is suitable where the solution field is symmetric and it saves the required simulation time. In the setting window for Transport of Concentrated Species module, one can select different transport mechanisms such as Maxwell-Stefan, Fick’s law, Mixture-averaged (see Fig. 3.5). Similar to CFD module, the boundary conditions are in the Model Builder and they come out by right-clicking on the Transport of Concentrated Species module.
Figure 3.4: CFD module section. Different turbulent models are available in the setting window. Initial and boundary conditions can be changed in the model builder window.

The final step before starting to solve the equations is to create a mesh for the solution field. As mentioned before, COSMOL uses FE method to discretize the PDEs. In this method, the solution field is divided into meshes of different shapes (triangular and quadrilateral in 2D; or tetrahedral, pyramid, triangular prism, and hexahedron for 3D geometries). The accuracy of the results is improved by reducing the length of the elements and increasing the number of elements, but it also increases the computation time which is not desirable. Stationary and time dependent solvers are available in COMSOL.

Simulation Parameters

In this thesis, in general we ran numerical modelling in chapters 4, 5, and 6. In each chapter, we considered three different geometry configurations for the numerical modelling. In chapter 4, we considered 3D simulation of the channel where the size of the channel is $400D_p \times 80D_p \times 80D_p$, where $D_p$ is the size of the injector diameter. In chapter 5, we simulated the channel as 2D-axis symmetric where the
Figure 3.5: Transport of concentrated species section. Three different transport mechanisms can be selected in the setting window.

size of the solution domain is $50D_p \times 20D_p$. In chapter 6, we considered 2D channel $100D_p \times 30D_p$. The reason behind choosing these dimensions is that we wanted to observe the path of the transmitted signal all the way to the downstream of the channel. So, the length of the channel should be large enough to keep the molecular signal inside depends on the transmitted signal velocity. Furthermore, we wanted to prevent the side walls to affect the spanwise motion of the transmitted signal in the channel. So, they were considered far enough from the injector.

The working fluid in this thesis is water and it is considered incompressible. The dynamic viscosity of water is $\mu = 8.9 \times 10^{-4}$ Pa.s and the density of water equals to $\rho = 1000 \text{ kg/m}^3$.

3.2.2 Grid Independence Test

Grid independence test is a kind of test that is used to describe the improvement of results by using successively smaller grid (mesh) sizes for the numerical modelling. A calculation should approach the correct answer as the mesh becomes finer. Here we explain the grid Independence test for the vortex ring simulation.
For the vortex ring simulation, we considered the structured grid since the geometry of the simulation has rectangular shape. In order to certify the grid independence, we choose 4 different grid and for each case, we calculated the radial velocity of the vortex ring at the receiver. As can be seen in Fig. 3.6, $90 \times 375$ is the suitable mesh size. In other words, by making the mesh finer, the radial velocity does not change significantly.

3.3 Experimental Systems

3.3.1 Armfield Flume (Channel)

The Armfield flume used for this thesis is displayed in Fig.3.7(a). The open channel is 15 m long, 0.3 m wide, and 0.6 m deep. The channel has glass side walls providing convenient optical access. The flow rate of the channel is controlled by means of a pump. This enables setting the mean flow velocity to a desired constant value. To maintain a constant water level within the flume, an inclined plate is mounted at the channel outlet. The recirculating liquid has to spill across this plate. By adjusting
the angle of the plate one can therefore set the water level inside the flume.

**Obstacle**

An obstacle consisting of an array of smooth steel rods, each of diameter 2.5 cm, is placed between the Tx and Rx downstream of the channel inlet as is illustrated in Fig. 3.7(b). When the water passes the obstacle, turbulence is generated in the wake of the rods. It is assumed that the turbulence in the water channel is statistically steady when the obstacle is absent. The turbulence generated by the obstacle is referred to as unsteady since its statistical properties depend on the downstream distance from the obstacle.

**Transmitter**

The transmitter for the release of fluorescent tracer liquid is displayed in Fig. 3.7(c). It constitutes a bent pipe with a diameter of 5 mm. The inlet of the pipe is connected to the solenoid valve and the outlet is located submersed under water inside the channel. The transmitter is mounted such that its position within the channel can be varied.

**Receiver**

Fig. 3.7(d) displays the components forming the receiver of our experimental set-up. The receiver comprises a laser to generate a light sheet for the illumination of a cross section of the flow and a video camera as a means for recording the experiments for the subsequent data analysis using the relevant methods.

**Injection System**

Injection system is one of the components of the communication channel. This system should be able to release the fluorescence tracer (information particles) sequentially with different timing between the pulses. The injection system that we use is a syringe pump and it is illustrated in Fig. 3.8. The syringe pump is a small, positive-displacement pump used to gradually transfer precise volumes of fluorescence tracer. It is driven via a stepper motor. A lead screw, threaded through a pusher block, precisely turns the pump’s stepper motor. This causes the pusher block to move. The fluorescence tracer ejects at an accurate and precise rate during infusion mode, when the pusher block pushes against the plunger of a secured syringe. Brackets on the pusher block hold the plunger of the syringe for withdrawal capabilities. When the stepper motor turns in the opposite direction, the pusher block moves such that
Figure 3.7: a) Armfield-flume (channel) configuration. It is 15 m long, 0.3 m wide, and 0.6 m deep, b) Rod obstacle used for generating the turbulence in the channel, c) Transmitter pipe, d) Receiver station.

the syringe plunger is pulled, thus drawing fluorescence tracer into the syringe. The pusher block moves to the right for infusion and to the left for withdrawal. The electronic components required to drive the stepper motor, which is controlled by an Arduino program, are contained in a small box.

### 3.3.2 Particle Image Velocimetry (PIV)

The most frequently used modern technique for the analysis of flow fields is PIV. PIV is an optical technique used for the measurement of flow velocities and it thereby provides a tool for flow visualization. The method is referred to as non-intrusive since it is not required to insert flow sensors in the flow field that can potentially alter aspects of the dynamics to be monitored. Technical details of the methodology are summarized in [Raffel et al., 2018]. The following steps are required for a typical
PIV measurement.

- **Tracer:** The flow is seeded with micron-sized tracer particles. Ideally seeding particles are chosen that are neutrally buoyant. This is required such that the particles always faithfully follow the flow and therefore accurately represent the flow velocity at their locations within the flow field [Fond et al., 2015]. In liquids one can use, for instance, hollow-glass spheres as seeding particles, which can be silver-coated to increase their reflectivity as is the case in the experiments of [Atthanayake et al., 2018, 2019]. If the flow is in a gas, then it is not possible to satisfy the requirement for neutral buoyancy and one typically uses, for instance, micron-sized oil droplets as tracer particles.

- **Imaging:** A laser and an optical arrangement, comprising a cylindrical lens, is used to generate a thin light sheet that intersects the flow as illustrated in Fig. 3.9. Tracer particles moving within the light sheet become brightly illuminated. Thus, their motion can be recorded by means of a video camera.
Figure 3.9: Schematic of PIV set-up. Laser sheet excites the flow seeded by tracer particles, and the camera captures the motion of the particles in successive frames. Cross-correlation of successive images yields the velocity field.

- **Analysis:** On any two successive video images taken at a short time interval \( \Delta t = t' - t \) apart the tracer particles will appear at slightly shifted locations due to their motion while following the flow field (see Fig. 3.9). By analyzing from where to where particles have moved within the image plane in the known time interval \( \Delta t \), it is possible to infer the magnitude and the direction of the particle velocity and the flow velocity. Once the basic velocity field is known as a function of time, other quantities such as time averaged velocities, the vorticity or the turbulence characteristics can be obtained from post-processing of the collected data. An in-depth example showing such results from a PIV study is discussed in [Atthanayake et al., 2019].

**Processing PIV images**

In order to process the PIV data, the raw images taken in successive frames are uploaded to the PIVlab software [Thielicke and Stamhuis, 2014]. The Matlab based PIVlab software is an open-source tool for the analysis and post processing of PIV data. Fig. 3.10(a) shows an image taken from a flow field. The camera is focused
Subdividing to Interrogation areas

Figure 3.10: a) An original PIV image in the vertical plane, b) PIV image with subdivided interrogation areas.

on the area in the centre of the image, the area of interest. Here the particles are in focus whereas they are somewhat blurred towards the edge of the image frame. Only the area of interest is considered for further analysis of the flow field. To this end, the video images are divided into small interrogation regions and corresponding interrogation regions in successive video frames are compared. Figure 3.10(b) displays a PIV image that is divided into interrogation areas of $15 \times 20$ pixels. A pair of two consecutive instantaneous video images which are separated by time $\Delta t = 0.01$ s is shown in Fig. 3.11. Each interrogation area of the second image, taken at time $t + \Delta t$, is shifted relative to the first image taken at $t$. A cross correlation between the two images should be performed. That particular shift for which the correlation function adopts its maximum is then taken as the direction in which the particles within the small interrogation region have collectively travelled. This direction together with the time interval $\Delta t$ between the two video frames then defines the magnitude and the direction of the flow velocity at the location of the interrogation region [Adrian et al., 2011].

Calibration

The PIV methodology requires calibration to provide a conversion factor relating distances in terms of pixels to their corresponding real-world distance in units of length. For the calibration process a calibration image is used. Figure 3.12(a) displays a typical calibration image which, in this particular case, consists of rows of black circles of constant radius on a white background. The radius of the circles and the distance between their centres represent known reference length. Once the
Figure 3.11: Two PIV images taken at times $t$ and $t + \Delta t$ where $\Delta t = 0.01$ s.

Figure 3.12: Final stage of converting pixel distance to read distance, a) the calibration plate in the vertical plane, b) velocity vector field obtained by analysing a PIV image pair.

If the real distance of particle displacement is known, a velocity vector for the considered interrogation area is determined. A velocity-vector map over the whole image area is obtained by repeating the procedure outlined in Section 3.3.2 for each interrogation area over the entire image. Figure 3.12(b) shows a typical velocity-vector field calculated from a PIV image pair.
PIV in Comparison to Other Methods

There exist alternative methods for velocity monitoring. One other popular optical technique is Laser Doppler Anemometry (LDA), frequently also referred to as Laser Doppler Velocimetry (LDV) [Zhang, 2010]. Similar to PIV the LDV technique is a non-intrusive methodology that requires optical access to the flow field but no sensors within the flow field. Other common non-optical methods are Hot-Wire Anemometry (HWA) [Brunn, 1971; Lomas, 2011], and Ultrasonic Velocity Profilers (UVP) [Takeda, 2012].

However, for most applications the PIV technique has advantages over all the other methods since it gives the 2D flow field and it is also non-intrusive. Note that with more sophisticated technical arrangements 3D flow field monitoring by means of PIV is nowadays increasingly becoming a viable option.

Similar to PIV, the LDA and UVP techniques also rely on inferring velocity data from the motion of tracer particles carried along with the flowing medium. While PIV relies on monitoring the tracer-particle displacement in the image plane the LDA and the UVP methodology infer the velocity of the tracer particles from the Doppler shift of the scattered and detected laser light (LDA) and the ultrasound waves (UVP). A distinguishing feature of UVP is that, unlike light, ultrasound can propagate through transparent and opaque materials. This means that the probe emitting the ultrasound for the UVP method can be mounted inside the flow field or outside of the material walls enclosing the flow. Thus, UVP can be operated in intrusive or in non-intrusive mode. Most importantly, however, the UVP methodology also enables measuring flow velocities within opaque liquids, such as liquid metals.

While the type of PIV system in Fig. 3.9 yields data for the whole light sheet plane, an LDA system only allows the velocity to be monitored at a single location. In comparison to LDA, the UVP technology is more versatile in that it yields velocity data not only at a single location but for a section near the probe on the straight trajectory along which the transmitted ultrasound beam propagates through the flowing liquid.

Hot-wire anemometry (HWA) is an intrusive technology and requires a small, very fragile and expensive, measurement probe to be inserted into the flow field [Brunn and Anemometry, 1995]. Similar to the LDA method HWA can only measure the velocity at a single location. A HWA probe with a single wire is uni-directional and can only detect one flow component. However, there exist probes with two or three wires to measure more than one velocity component.
3.3.3 Ultrasonic Velocity Profiler (UVP)

UVP technique relies on inferring velocity data from the motion of particles carried along with the flowing medium. When a particle travels through the measurement volume, it reflects a sound. The velocity information is contained in the sound wave that is reflected from the moving particles. The incoming sound wave has a known frequency. The frequency of the sound that is reflected from a particle and detected by means of a receiver, is Doppler shifted. By comparing the frequency of the incoming sound to that of the reflected sound it is possible to infer the velocity of the particle (see Fig. 3.13).

UVP technology is more versatile in that it yields velocity data not only at a single location but along the entire straight trajectory along which the transmitted ultrasound beam propagates through the flowing liquid. The UVP technology has a further advantage that it allows measurements to be conducted in opaque fluids, such as liquid metals [Kotzé et al., 2011]. UVP sensors exist for intrusive and non-intrusive measurement mode.

**UVP Velocity**

Consider the time delay after which the echo reaches to the transmitter:

\[
    t = \frac{2x}{c}
\]  

where \( x \) is the distance of scattering particle from transducer, and \( c \) is the speed of sound in the liquid. If the scattering particle is moving with non-zero velocity component into the acoustic axis of the transducer, Doppler shift of echoed frequency takes place, and received signal frequency becomes Doppler-shifted:

\[
    \frac{v}{c} = \frac{f_d}{2f_0}
\]  

where \( v \) is velocity component into transducer axis. \( f_d \) and \( f_0 \) are Doppler shift and transmit frequency, respectively. The reason for the ‘2’ in denominator is because of stationary transmitter and receiver. The classical Doppler shift formula considers a moving source of oscillations, and does not include ‘2’. In our case, both source of oscillations (transducer) and observer (also the transducer) are stationary, and the reflector moves. One Doppler shift is created by relative movement of reflector to source, and additional Doppler shift is created by relative movement of reflector to observer. Hence, twice as high Doppler shift results. The velocity \( v \) in (3.23) can be written as:
Figure 3.13: Schematic of UVP acquisition set-up. Transducer sends the sound wave and receives the reflected sound from a particle.

\[ v = \frac{f_d}{2f_0} = f_d \cdot \frac{\lambda}{2} \]  

(3.24)

where \( \lambda \) is the wavelength of the ultrasound medium.

If UVP succeeds to measure the delay \( t \) and Doppler shift \( f_d \) it is then possible to calculate both position and velocity of a particle.

**Channel Width**

The spatial resolution of the velocity is determined by the channel width which is the width of a measurement volume (see Fig. 3.14). The channel width is given by:

\[ w = \frac{c}{2f_0} \cdot n \]  

(3.25)

where \( w \) is the channel width, \( n \) is the number of cycles per pulse, and \( \lambda_0 \) is the wavelength of ultrasound. The most frequently suggested number of cycles per pulse to optimise echo vs. spatial resolution is 4. With transmitting frequency 4 MHz and sound velocity in water 1480 m s\(^{-1}\), the minimum theoretical measurable channel width would be 0.74 mm. However, UVP device transducers can generate a minimum of 2 cycles per pulse.
Channel Distance

The distance between the two adjacent channels is called channel width (see Fig. 3.14). Channel distance is fixed throughout the measurement. It has a range from 0 to $N_{ch}-1$, where $N_{ch}$ is the number of measured channels. For the UVP device, the $N_{ch}$ can change from 10 to 2048 depends on the required spatiotemporal resolution.

Measurement Window

The distance between the centre of the channel 1 (starting channel) and $N_{ch}$ (end channel) is called measurement window. This is given as:

$$W = N_{ch} - 1 \times \text{channel distance} \quad (3.26)$$

where $W$ is the length of the measurement window. As can be seen in Fig. 3.14, the window end-position has to be smaller than the maximum depth.

Maximum Measurable Depth

The maximum measurable depth is obtained by the pulse repetition frequency ($F_{prf}$).

$$P_{max} = \frac{c}{2F_{prf}} \quad (3.27)$$

where $P_{max}$ is the maximum measurable length and $c$ is the sound velocity. The physical meaning of the $P_{max}$ is that one cannot ping a new ultrasound pulse into liquid before the echo from previous pulse returns from the maximum measurable

Figure 3.14: Illustration of terms connected with measuring window.
3.3.4 Planar Laser-Induced Fluorescence (PLIF)

Planar laser induced fluorescence is an optical diagnostics technique that can measure the concentration of a fluorescent tracer dye as it gets carried along and diluted in a fluid flow [Torres et al., 2013].

Similar to PIV, PLIF technique requires a cross-section of the flow to be intersected by a laser light sheet as illustrated in Fig. 3.15. After a tracer fluorescence (or information particle) is injected, it is carried along by the fluid flow towards the laser sheet. The laser light excites fluorescence and images are captured to record the intensity of the shining fluorescence (see Fig. 3.16). The fluorescence intensity is primarily dependent on the tracer concentration and is used as a parameter to show the concentration of the tracer. A tracer frequently used is Rhodamine 6G; this has peak adsorption at a wavelength of 532 nm and peak emission at around 560 nm [Sarathi et al., 2012].

In typical signal-transmission experiments a known amount of liquid containing a certain concentration of the fluorescent tracer can be released from, for instance, a small nozzle within the flow field. The fluorescent liquid is then viewed as representing information carrying particles released by a sender. Thus, the fluorescence pattern that becomes visible within the light sheet provides a visual representation of the dynamic behaviour of the information-carrying liquid particles as they get carried along in the flow and, facilitated by the action of eddies and turbulent flow fluctuations, mix with ambient liquid.

PLIF can be combined with PIV to concurrently obtain concentration and velocity data. Table 3.2 summarizes the main features of PIV and PLIF together with the required equipment and websites of commercial product suppliers.

Imaging Apparatus

The radiant power of the laser is 1000 mW. The working voltage of the laser is 110-220 VDC and the working current of the laser is less than 1500 mA. The beam diameter of the laser is 1 mm with the wavelength of 532 nm green color. The laser beam passes through a cylindrical lens to generate a laser sheet. The power intensity of the laser sheet has a Gaussian profile. A notch filter is positioned in front of the camera to remove light not required for the data analysis. In the case of Rhodamine 6G, for instance, light below 550 nm should be filtered out such that only the light from the emission peak at 560 nm is detected by the camera. A high-speed comple-
Figure 3.15: Schematic of PLIF. Laser sheet excites the fluorescence injected by the transmitter and the camera captures the intensity of excited fluorescence.

mentary metal–oxide–semiconductor (CMOS) camera captures the light emanating from the Rhodamine 6G tracer illuminated within the laser sheet. The viewing direction of the camera is required to be perpendicular to the light sheet to avoid any parallax data bias. The model and properties of the camera and laser used in the PLIF are included in Table 3.2.

Figure 3.16 shows images captured at different time frames at the receiver. The image 3.16-(a) is captured 30 seconds after the injection and the 3.16-(b) is recorded 40 seconds after the emission. In this figure and as time goes on, more fluorescence dye passes the laser sheet and as a result, the light intensity of the captured images increases. Now, if we consider the whole range of the captured images from the \( t = 0 \) s to \( t = 45 \) s, we can plot the average image intensity in terms of time (see Fig 3.17). In this figure, for the \( t \leq 27 \) s, the fluorescence dye has not arrived to the laser sheet and the recorded image intensity is zero. When the dye reaches to the laser sheet, they will be excited and as a result, the image intensity increases. What is missing now is that this plot illustrates the image intensity in terms of time whereas the concentration versus time profile is desired to be observed from the MC point of view. Thus, it is now required to associate the average image intensity with a corresponding dye concentration to yield a calibration curve.

Calibration

The relation between the mean image intensity and the dye concentration can be determined by first preparing and then video recording water-dye solutions of known concentration at the location of the receiver. The one-to-one calibration mapping be-
Table 3.2: Summary of features of PIV and PLIF methods. Equipment required for running experiment and websites for purchasing those equipment.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PIV</th>
<th>PLIF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Features</strong></td>
<td>• Non-intrusive</td>
<td>• Non-intrusive</td>
</tr>
<tr>
<td></td>
<td>• Currently normally gives velocity in 2D plane but and 3D methods are now becoming available</td>
<td>• Yields concentration distribution in a 2D plane</td>
</tr>
<tr>
<td></td>
<td>• Low resolution</td>
<td>• Hazardous (laser)</td>
</tr>
<tr>
<td></td>
<td>• Hazardous (laser)</td>
<td>• Requires transparent liquids</td>
</tr>
<tr>
<td></td>
<td>• Requires transparent liquid</td>
<td></td>
</tr>
<tr>
<td><strong>Equipment</strong></td>
<td>• Laser (Pulsed frequency doubled Nd: YAG at 532 nm wavelength)</td>
<td>• Laser (Pulsed frequency doubled Nd: YAG at 532 nm wavelength)</td>
</tr>
<tr>
<td></td>
<td>• Cylindrical lens</td>
<td>• Camera (High-speed CMOS camera)</td>
</tr>
<tr>
<td></td>
<td>• Camera (High-speed CMOS camera)</td>
<td>• Notch filter for the camera (OD 6.0)</td>
</tr>
<tr>
<td></td>
<td>• Seeding particles (Hollow glass spheres, Polystyrene, Oxygen bubbles)</td>
<td>• Seeding particles (Rhodamine 6G)</td>
</tr>
<tr>
<td></td>
<td>• External hard drives</td>
<td>• External hard drive</td>
</tr>
<tr>
<td><strong>Website</strong></td>
<td>Dantecdynamics.com; TSI.com; Lavision.de; Oxfordlasers.com</td>
<td>Dantecdynamics.com; TSI.com; Lavision.de; Oxfordlasers.com</td>
</tr>
</tbody>
</table>
between the Rhodamine 6G concentration and the mean intensity for our experiments is shown in Fig. 3.18. Note that the calibration curve increases linearly for the dye concentrations used. However, for very high concentrations the linear behaviour will break down and asymptotically converge to a saturation value. The final graph displaying the concentration as a function of time is displayed in Fig. 3.19.

**PLIF in Comparison to the Sensors**

An alternative method for measuring the concentration of tracers contained in a liquid is provided by a variety of active electronic (e.g. electronic nose) and passive optical sensors. Using sensors is straightforward and has the advantage of not requiring a laser. However, the disadvantage of sensors in comparison to laser-based methods is that they are intrusive and have to be submersed in the flow field. One
commonly used sensor is the Turner Designs CYCLOPS-7 Submersible Fluorometer [www.turnerdesigns.com, 2010]. Rhodamine WT, where WT stands for ‘water tracing’, is often used as the fluorescent tracer but there exist others. The sensor displays and records the level of the tracer concentration in terms of an output voltage. The output voltage increases linearly with the concentration level in the measurable range of the fluorometer.

### 3.3.5 CYCLOPS-7 Submersible Fluorometer

Turner Designs CYCLOPS-7 Submersible Fluorometer [www.turnerdesigns.com, 2010] is an optical sensor for measuring the concentration. Rhodamine WT, where WT stands for ‘water tracing’, is often used as the fluorescent tracer but there exist others. The sensor displays and records the level of the tracer concentration in terms of an output voltage. The output voltage increases linearly with the concentration level in the measurable range of the fluorometer. For the calibration procedure the sensor is submersed in water contained in a beaker. Defined amounts of the tracer
are successively added to the liquid and the associated output voltages for the known concentrations are recorded to yield the calibration curve.

### 3.3.6 Data-set

Sample images of PIV and PLIF experiments have been uploaded to the IEEE Dataport, DOI: 10.21227/iae4-kg81. They are in 22 zip files, the first two files are for the PIV measurement and the others are for the PLIF experiment. PIV test files contain 654 and 1392 images for frame rates of 15 and 90 fps, respectively. The image format is .bmp, and the first image in each set is the calibration image. There are 20 zip files named PLIF-1 to PLIF-20. Each file contains approximately 150 images in .tif format. The first 25 images in each file are calibration images and the rest are images of the laser plane after injection of the tracer fluorescence. All images are recorded with a frame rate of 2 fps so one can calculate the total recording.
time according to the number of images per file. The MATLAB code has also been provided for each file and assists with the required image processing.

### 3.3.7 Experimental Recommended Practice

PIV and PLIF methodologies involve lasers and they require compliance with the relevant health and safety regulations. Lasers have potential hazards to the human eye and skin from both direct and scattered beam exposure. The radiant power of lasers used in PIV generally have around 1000 mW with a wavelength of 532 nm and a beam diameter of 1mm (for optimal water transmission). To understand safety, we calculate the maximum permissible exposure (MPE), which is the highest power or energy density of a light source that is considered safe. It is usually about 10% of the dose that has a 50% chance of creating damage under worst-case conditions. The MPE is measured at the cornea of the human eye or at the skin, for a given wavelength and exposure time. Our beam divergence is 3 milli-radians (0.003 radians) and 25 W/m² is the eye MPE for a single accidental exposure to a continuous wave (CW) laser beam from 400 to 700 nm. The laser delivery system produces a beam plane which is 0.3m wide, aligned perpendicular to the long axis of the fluid channel. To counter this, the laser area must be fitted into a wooden box structure to cover the Nominal Ocular Hazard Distance (NOHD) [Ritt, 2019]:

\[
\text{NOHD} = \sqrt{\frac{4 \times \text{radiant power}}{\pi \times \text{MPE}} - \frac{\text{initial beam diameter}}{\text{beam divergence}}},
\]  

(3.28)

which is the distance from the source at which the intensity or the energy per surface unit becomes lower than the MPE on the cornea and on the skin. In our setup, the NOHD is 3.5 m. For starting the experiments, the laser should be aligned properly. Alignment is dangerous in a sense that the laser sheet should be seen. The safe procedure for alignment is:

- Only those personnel who have been trained in laser safety should align the laser. It is best to perform alignments with another trained person and exclude all unnecessary personnel during the period of alignment.

- Review all procedures before attempting the alignment. Make sure that all of the warning signs, lights, and locks are operating.

- Remove any watches or jewellery, including objects in shirt pockets, and tape over rings so that they will not serve as reflectors. Make sure that any reflective surfaces in the area are blocked or covered.
• Wear protective eye wear at all times during the alignment. Make sure that it is appropriate to the wavelength of the laser.
• Reduce power to lowest possible energy setting of the laser for determining the optical path.
• Make sure that the beam paths are at a safe height (not at eye level when seated or standing).
• Check for stray reflections before continuing the experiment.
Chapter 4

Uncertainty Quantification in Turbulent Diffusion Channel

This chapter focuses on the quantification of the uncertainty in the transmitter (Tx) design. As a first step in this thesis, we focus on the macro-scale MC Tx design and how it can affect the received molecular signal. In other words, Tx is an important part of the communication system and any uncertainty in the Tx design results in getting different channel impulse response (CIR). Here a new method called Polynomial Chaos Expansion (PCE) is introduced that assists in quantifying uncertainty at TX.

4.1 Motivation

Molecular signals undergo stochastic propagation in turbulent channels. The received signal is sensitive to a variety of input and channel parameter variations. Currently we do not understand how uncertainty or noise in a variety of parameters affect the received signal concentration, and nor do we have an analytical framework to tackle this challenge. Yet, simulating all possible permutations and considering all fluid dynamic forces is expensive and there is a need to quantify uncertainty more directly. In this chapter, we utilize PCE to show that uncertainty in parameters propagates to uncertainty in the received signal. In demonstrating its applicability we consider a turbulent diffusion molecular communication (TDMC) channel and highlight which parameters affect the received signals. This can pave the way for future information theoretic insights, as well as guide experimental design.
4.1.1 Review of Similar Work

Monte-Carlo simulation, whilst time consuming, can offer computation convergence guarantees in the face of multiple uncertainties [Mathelin et al., 2005]. Often, as is the case for fluid dynamics, there are divergent solutions to the model. In weather forecasting, extreme weather represents one of the many possible outcomes and uncertainty propagation is essential. In [Farazmand and Sapsis, 2017], the authors use sparse initial weather data to inform the likelihood of divergent solutions forming. In probabilistic programming and numerics [Hennig et al., 2015], uncertainty is cascaded through to yield posterior estimates of the solution, which is computationally expensive for simulations. Nonetheless, the aforementioned scenarios are computationally expensive and data demanding. As such, analytical methods for uncertainty propagation in fluid dynamics are useful.

PCE is a method to determine the propagation of uncertainty in dynamical systems, when there is probabilistic uncertainty in the system parameters. PCE has been used in fluid dynamics since solving the Navier-Stokes equations is computationally expensive. Hosder et al. [2006] employed non-intrusive PCE to add uncertainty in the input of aerodynamic parameters where the uncertainty was associated with the channel geometry and the dynamic viscosity of fluid in the laminar boundary-layer flow. For evaluation, they compared their results with Monte Carlo simulation and a good agreement existed. They show that the advantage of PCE over Monte Carlo methods is that one can achieve the same results with a seven-order computational saving [Hosder et al., 2006].

In molecular signaling, when the propagation channel is described by a stable mass diffusion equation, the uncertainty arises from Brownian motion [Srinivas et al., 2012]. However, when there are fluctuations in the diffusion channel from temperature and diffusivity variations, then uncertainty in the channel propagates to the receiver signal concentration [Qiu et al., 2017]. As evidenced by the literature, there is a lack of uncertainty research in molecular-communication problems that are affected by complex fluid dynamic processes. Uncertainty research will improve our knowledge about noise sources (e.g. transposition noise [Haselmayr et al., 2017]) and the information capacity. In this context PCE represents a good research methodology. It is worth noting that even in the whole area of wireless communication, there is a lack of research in uncertainty propagation [Acikgoz and Mittra, 2017; Boeykens et al., 2014].
4.1.2 Uncertainty in Molecular Signal Propagation

Uncertainty can arise from noise in the input and ambient parameters. This makes deterministic models unreliable in estimating the variational behaviour of complex systems. Many engineering systems are described by complex differential equation models, which give deterministic outputs. In the case of mass diffusion based molecular signaling (and molecular communication), the classic Fick’s Law yields a deterministic inverse-Gaussian form [Guo et al., 2016a]. When considering more complex processes (e.g. turbulence, shear stress) [Unluturk and Akyildiz, 2017b; Kennedy et al., 2018], the RANS equations still yield deterministic solutions. This means that externally triggered variations in input parameters (e.g. velocity profile of molecular signal) and the channel parameters (e.g. dynamic viscosity, diffusivity) cannot be accounted for. Monte-Carlo simulations are required to simulate variational behaviour, causing time intensive computation and lacking in direct insight about sensitivity to different parameter combinations.

4.2 Polynomial Chaos Expansion

PCE is a method which facilitates the spectral representation of the uncertainty in physics-based and engineering problems. In this surrogate method, the output can be represented as an expansion of the input random parameters with a specific probability density function (PDF), so the uncertainty in the input parameters is reflected in the outputs [Owen, 2017].

4.2.1 Univariate Polynomial Chaos

Let $\Xi$ be a random variable with known PDF $w$, and $X = \phi(\Xi)$, where $\phi$ is a function that is square-integrable on $\chi$ ($\chi \subset \mathbb{R}$) with $w$ as a weight function (call this space $L^2_w$). Our goal is to approximate $X$ by a polynomial series of $\Xi$. For this purpose, we need a family of polynomials $H_n$ such that $H_0$ is not 0, and for $n \geq 0$ ($n \in \mathbb{N}$), the polynomial $H_n$ has the order of $n$ and are orthogonal with respect to $w$. Thus,

$$\langle H_n, H_m \rangle_w = \int_{\chi} H_m(x)H_n(x)w(x)dx = \gamma_m \delta_{mn}, \quad (4.1)$$

where $\delta_{mn}$ is the Kronecker delta and would be 1 if $m = n$ and 0 if $m \neq n$, and $\gamma_m$ is the normalization constant which is obtained by:

$$\gamma_m = \int_{\chi} H^2_m(x)w(x)dx. \quad (4.2)$$
We also assume that $H_0$ is normalized so that $\langle H_0, H_0 \rangle_w = 1$. Depending on the distribution of the $\Xi$, different set of orthogonal polynomials should be employed to satisfy (4.1).

**Legendre Polynomials**

If $\Xi$ has a uniform distribution ($\Xi \sim \text{Unif}[-1,1]$), Legendre polynomials should be used [Xiu and Karniadakis, 2003]. By having the first two Legendre polynomials ($H_0(x) = 1$ and $H_1(x) = x$), we can generate the others by following recursive relation [Chihara, 2011]:

$$(m + 1)H_{m+1}(x) = (2m + 1)xH_m(x) - mH_{m-1}(x),$$

where $m$ is the order of the polynomial. The generated polynomials are orthogonal if we consider $w(x) = \frac{1}{2}$ which is the PDF of $\Xi \sim \text{Unif}[-1,1]$. In this case, the normalization constant for $m \in \mathbb{N}$ is $1/(2m + 1)$.

**Hermite polynomials**

When $\Xi$ has a normal distribution ($\Xi \sim \mathcal{N}(0,1)$), then the Hermite polynomials should be employed to build the PCE [Xiu and Karniadakis, 2003]. By considering $H_0(x) = 1$, the recursive relation for Hermite polynomials is [Chihara, 2011]:

$$H_{m+1}(x) = xH_m(x) - \frac{d}{dx}H_m(x).$$

The generated polynomials are orthogonal if we consider $w(x) = \frac{\exp(-x^2/2)}{\sqrt{2\pi}}$ which is the PDF of $\Xi \sim \mathcal{N}(0,1)$. In this case, the normalization constant for $m \in \mathbb{N}$ is $m!$.

There are also other PDFs and their corresponding polynomials in the literature that can be considered based on the type of the input variables [Xiu and Karniadakis, 2003]. In this study, we utilize uniform and normal distributions as PDF of the uncertain input parameters in molecular signaling.

Now, the series is constructed by considering the polynomials $H_n$ as a basis for $L^2_w$:

$$\phi(\Xi) = \sum_{n \geq 0} a_n H_n(\Xi).$$

where $a_n$ are deterministic unknown coefficients. Because $H_n$ is an orthogonal basis,
the coefficients are calculated by projecting on each basis vector.

\[ a_n = \frac{\langle \phi, H_n \rangle_w}{\langle H_n, H_n \rangle_w}. \] (4.6)

After calculating the \( a_n \) coefficients, the statistics of the output \( X \) are determined spatially. Due to the orthogonality of the applied polynomials, the expectation of the \( X \) is estimated by:

\[ E[X] \approx a_0, \] (4.7)

which is the coefficient of the zeroth order polynomial. Also, the variance is estimated in the same way.

\[ \text{Var}[X] \approx \sum_{n \geq 1} a_n^2 \langle H_n, H_n \rangle_w. \] (4.8)

Since we cannot simplify a product of three or more polynomials, the equations for further moments contain all possible terms of the power of the sum.

### 4.2.2 Example of Usage

Let \( f(x) = xe^{-x} + x \) and let us assume that we need to find the root of the equation \( f(x) = \Xi \), which we will denote by \( R(\Xi) \). There is no simple close form for the root of equations of this form, but if \( \Xi \) is just a number, we can easily find the root using the Newton method. The situation becomes trickier if \( \Xi \) is a random variable. In this case \( R(\Xi) \) can be considered as a random variable itself. If we wanted to calculate the probability distribution of \( R(\Xi) \), we would resort to Monte Carlo simulations, i.e. we would choose a realization of \( \Xi \) and we would compute \( R(\Xi) \) few tens of thousand times and we would plot the histogram of the values. In more complicated problems this can be computationally expensive. Even calculating the mean and the variance of \( R(\Xi) \) requires numerical integration of \( R(\Xi) \).

Instead we will use PCE. Let us assume that \( \Xi \sim \text{Unif}[-1, 1] \) and that \( R(\Xi) \) can be approximated by a third order polynomial expansion using Legendre polynomials

\[ R(\Xi) \approx 3 \sum_{n=0}^3 a_n H_n(\Xi). \]

In order to calculate the coefficients \( a_n \), we choose 10 realizations of \( \Xi \) and the corresponding root \( R(\Xi) \). The realizations of \( \Xi \) will be denoted \( \xi_i \). This means that
we have 10 pairs \((\xi_i, R(\xi_i))\), so we can use least squares in order to find the optimal values for the coefficients \(a_n\). We will call this Least Square Polynomial Chaos Expansion (LSPCE). We find \(a_0 \approx 0.042\), \(a_1 \approx 0.52\), \(a_2 \approx 0.086\) and \(a_3 \approx 0.012\).

Now we have:

\[
E[R(\Xi)] = a_0 = 0.042
\]

and

\[
\text{var}[R(\Xi)] = 3 \sum_{n=1}^{3} \alpha_n^2 \langle H_n, H_n \rangle = 0.091.
\]

Furthermore, if we want to approximate the PDF of \(R(\Xi)\), instead of using Monte Carlo, we can use the expansion to get values for \(R(\Xi)\). In this example, instead of using the Newton method, we evaluate a third order polynomial. In more complicated problems, like turbulent diffusion problem, the gain in computational can be many orders of magnitude.

Finally, we can gauge the error of our method by calculating the fourth order approximation. In this example the first three coefficients were the same up to at four significant digits.

### 4.2.3 Parametric Univariate PCE

The case where \(X\) depends also on an independent parameter, \(t\), can be treated as a straightforward generalization of the previous. In particular if \(X = \phi(t, \Xi)\) with \(\phi(t, \cdot) \in L^2_{w}\) for all \(t\), then we can decompose \(X\) as

\[
\phi(t, \Xi) = \sum_{n \geq 0} a_n(t) H_n(\Xi).
\]

This becomes particularly useful in the case of differential equations that depend on a stochastic parameter. For example, in the case of a linear differential equation \(\dot{X} = L(X) + \psi(\Xi)\), where \(L\) is linear and \(\psi(\Xi) = \sum_{n \geq 0} b_n H_n(\Xi)\), we can substitute the sum and use the linearity of the equation to get

\[
\sum_{n \geq 0} \dot{a}_n(t) H_n(\Xi) = \sum_{n \geq 0} L(a_n(t)) H_n(\Xi) + \sum_{n \geq 0} b_n H_n(\Xi).
\]

and by projecting on each \(H_n\) we get the equations \(\dot{a}_n = L(a_n) + b_n\), whose solutions are the coefficients of the expansion. Notice that all the equations now are deterministic.

In the case of non-linear differential equation, one has products of polynomial chaos expansions. This means that one gets an infinite system of deterministic
differentiable equations. This method of computing the coefficients is called intrusive method because it requires to change drastically the solver [Xiu and Karniadakis, 2003].

4.2.4 Multivariate PCE

Let \( X = \phi(\Xi_1, \Xi_2) \) where \( \Xi_1 \) and \( \Xi_2 \) are random variables with PDFs \( w_1 \) and \( w_2 \), respectively and \( \phi(\cdot, \Xi_2) \in L^2_{w_1} \), \( \phi(\Xi_1, \cdot) \in L^2_{w_2} \) for all \( \Xi_1 \) and \( \Xi_2 \). Let \( H_{1,m} \) and \( H_{2,m} \) be polynomial families that form an orthogonal basis in \( L^2_{w_1} \) and \( L^2_{w_2} \), respectively and \( \langle H_{1,0}, H_{1,0} \rangle_{w_1} = \langle H_{2,0}, H_{2,0} \rangle_{w_2} = 1 \). Then we can decompose \( X \) as the deterministic part (coefficients) and stochastic terms.

\[
\phi(\Xi_1, \Xi_2) = \sum_{m \geq 0} \sum_{n \geq 0} a_{m,n} H_{1,m}(\Xi_1)H_{2,n}(\Xi_2) .
\] (4.11)

One can project on the basis to get the coefficients, i.e.

\[
a_{m,n} = \frac{\langle \langle \phi, H_{1,m} \rangle_{w_1}, H_{2,n} \rangle_{w_2}}{\langle H_{1,m}, H_{1,m} \rangle_{w_1} \langle H_{2,n}, H_{2,n} \rangle_{w_2}} .
\] (4.12)

Similarly to the univariate case the relations for the first two moments are relatively simple. For the expectation one has \( E[X] \approx a_{0,0} \) and for the variance we have:

\[
\text{Var}[X] \approx \sum_{m \geq 1} \sum_{n \geq 1} a_{m,n}^2 \langle H_{1,m}, H_{1,m} \rangle_{w_1} \langle H_{2,n}, H_{2,n} \rangle_{w_2} .
\] (4.13)

This expansion can be generalized to more than two random variables in a straightforward way. The PDF of each random variable defines as inner product in the space \( L^2_{w_i} \) and we have to choose an orthogonal basis in this space. Then one just expands \( X \) with respect to every family of basis functions. Similarly we can generalize this scheme to treat parametric multivariate cases. One just needs to notice that the coefficients of the expansion depend only on deterministic parameters.

4.2.5 Approximation Using PCE

In order to do any computation with a PCE series, we have to truncate it since it is not feasible to expand the PCE series to infinity. For this purpose, we notice that if the series converges, then the size of the coefficients go to 0 if we take the limit of any index to infinity. This means that for every convergent series, we can ignore terms of order higher than some \( N \). However, for a given problem it is not trivial to find which exactly this \( N \) is. Usually this is done by trial and error, where we
calculate more terms until the size of the new terms is smaller than the precision required.

We start by truncating the series to an arbitrary order $N$,

$$\phi_n(\Xi) = \sum_{n=0}^{N} a_n H_n(\Xi) \quad (4.14)$$

and assume that this is enough for the considered precision. By using a truncated series, the intrusive method produces a finite system of differential equations which should be solved to get the coefficients.

There is also a non-intrusive method which was first introduced by Walters [2003]. In this case, we observe that (4.14) is linear with respect to $a_n$’s, so we treat the simulator as a black box. We generate $M \geq N$ instances of the random variable $\Xi$, $\{\xi_1, \ldots, \xi_M\}$ and we calculate the deterministic outputs by simulator, $\{\phi(\xi_1), \ldots, \phi(\xi_M)\}$. Then for every $\xi_i$ we have the equation:

$$\phi(\xi_i) = \sum_{n=0}^{N} a_n H_n(\xi_i). \quad (4.15)$$

Notice that $\phi(\xi_i)$ and $H_n(\xi_i)$ are just numbers and now we can compute the coefficients $a_n$ by solving a linear regression. After that, we compute $\sup_{\Xi} |a_N H_N(\Xi)|$ and if it is smaller than the precision, we stop, otherwise we increase $N$ and repeat the process.

### 4.3 System Model and Method

PCE is a surrogate approximation method for Monte Carlo simulation which has been widely used in communication area especially in molecular communication. In this study, to mimic the reality, we employed PCE in a TDMC channel to add uncertainty in a set of parameters such as inlet velocity, initial concentration, dynamic viscosity of the ejected fluid, and the turbulent Schmidt number (or $Sc$ which describes the ratio between the rates of turbulent transport of momentum and the turbulent transport of mass).

#### 4.3.1 Channel Configuration

The system model in this chapter is a 3D $50 \times 10 \times 10$ m$^3$ water channel (see Fig. 4.1). The water molecules are ejected into a quiescence aqueous environment with $V = u_0i + v_0j + w_0k$ velocity where $u_0$ is taken as $4$ m/s and the other two
Figure 4.1: Schematic of the cross-section cut of the system model illustrating the quiescence environment, transmitter, receiver, and emitted molecules.

components assumed to be zero if we have ideal injection system. The concentration of the ejected water is measured at the receiver site which is located at $40 \times r_{in}$ where $r_{in}$ is the radius of the injector and the initial concentration of the water molecules is $4 \text{ mol/m}^3$. The sidewalls and the outlet has been considered far enough from the transmitter so that we can neglect their effects on the fluid flow. The properties of the water and the other system parameters are given in Table 4.1.

4.3.2 Non-intrusive PCE

In practice, it is impossible to be certain about the exact values of the initial conditions in any applied problem since the input parameters are subject to uncertainties that originate from various sources (e.g. injection delay, concentration of information molecules, etc). For example, in our problem, when we say that the inlet velocity and initial concentration are $\mathbf{V} = \alpha_1 i + \alpha_2 j + \alpha_3 k \text{ m/s}$ and $\beta \text{ mol/m}^3$, respectively, they are not precisely these values and they can be $\mathbf{V} = (\alpha_1 \pm \Delta \alpha_1)i + (\alpha_2 \pm \Delta \alpha_2)j + (\alpha_3 \pm \Delta \alpha_3)k \text{ m/s}$ and $\beta \pm \Delta \beta \text{ mol/m}^3$ where $\Delta \alpha_1$, $\Delta \alpha_2$, $\Delta \alpha_3$, and $\Delta \beta$ are the amount of uncertainty in each input parameters. For adding such uncertainties
Table 4.1: Simulation parameters for PCE simulation.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum injection velocity, $u_0$</td>
<td>4 m/s at $t = 0$</td>
</tr>
<tr>
<td>Dynamic viscosity of water, $\mu$</td>
<td>$8.9 \times 10^{-4}$ Pa.s</td>
</tr>
<tr>
<td>Density of water, $\rho$</td>
<td>1000 kg/m$^3$</td>
</tr>
<tr>
<td>Transmit concentration, $c_0$</td>
<td>4 mol/m$^3$</td>
</tr>
<tr>
<td>Pulse width, $T_0$</td>
<td>0.7 s</td>
</tr>
<tr>
<td>Radius of the injector ($r_{in}$)</td>
<td>12.5 cm</td>
</tr>
<tr>
<td>Distance between TX and RX, $d_{Tx,Rx}$</td>
<td>$40 \times r_{in}$</td>
</tr>
<tr>
<td>Simulation dimensions</td>
<td>$50 \times 10 \times 10$ m$^3$</td>
</tr>
</tbody>
</table>

In our simulation, we employ the non-intrusive PCE method meaning that we do not have to make any changes in the built-in solver code. For constructing the PCE, the expansion in (4.11) should be truncated (see Section 4.2.5). Generally, there are methods for truncating the PCE, 1) truncating the series up to an order of interest. For example, if the order of interest is $z$, then for the series of (4.11), we have:

$$
\phi(\Xi_1, \Xi_2) = \sum_{0 \leq (n+m) \leq z} a_{m,n} H_1,m(\Xi_1) H_2,n(\Xi_2). \tag{4.16}
$$

2) we can consider all possible combinations of the order for each univariate polynomial. This method is called tensor product truncation and it is given by:

$$
\phi(\Xi_1, \Xi_2) = \sum_{0 \leq n \leq z} \sum_{0 \leq m \leq z} a_{m,n} H_1,m(\Xi_1) H_2,n(\Xi_2). \tag{4.17}
$$

We utilize the first method since it is time-efficient and does not substantially change the accuracy [Owen, 2017]. If the number of the uncertain input parameters is $n$ and the maximum order of the applied polynomial is $p$, then the number of the terms in the truncated PCE (or size of experimental design) will be $N = \binom{n+p}{p}$ for the first truncation method, and for the tensor product truncation it will be $N = (p+1)^n$ [Owen, 2017]. After generating $N$ random numbers for each uncertain input parameter, the COMSOL code should be evaluated for these random numbers to obtain the left hand side of (4.15). Thereafter, the polynomials on the right hand side of (4.15) are also calculated at these points and finally, by solving a linear regression problem, the $a_n$ coefficients will be obtained. It should be noted that all of the terms in (4.15) are matrices. Now, we can construct the expansion and use it as an approximation formula without running the solver for a new set of random numbers for each uncertain input parameter.
Increasing the order of the polynomial (p)
Increasing N (using LSPCE instead of PCE)

\[ p=1, \quad N=5 \]
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Figure 4.2: Concentration versus time profiles. From left to right shows the increasing of the polynomial order (p). First row is for the PCE and the second row is for the LSPCE. In each column, the p is fixed for better illustration of the increased N. The subsets in the second row shows the Monte Carlo simulation results for comparison.

What is crucial in the context of the regression is the size of the experimental design or N. If we evaluate the PCE exactly at N random numbers, it will produce oscillations in the established PCE (see Fig. 4.2(a1), (b1), (c1)). To resolve this problem, we can choose the size of the experimental design \( 2 \times N \) as suggested by Hosder et al. [2007] and Owen [2017]. After evaluating the series in \( 2 \times N \) random numbers, it is required to interpolate the results by means of the least-squares regression. This formalism removes the oscillations and yields a stabilized series (see Fig. 4.2(a2), (b2), (c2)).

4.4 Results & Discussion

4.4.1 Convergence Test of PCE

The number of the uncertain input parameters \( (n) \) of any particular problems is fixed. Increasing the order \( (p) \) of the polynomial improves the convergence of the values of the coefficients \( (a_{m,n}) \). However, increasing the order of the polynomial means that a substantially higher number of simulations is required. Therefore a compromise between accuracy and required computational time is necessary.
Reference to the graphs in Fig. 4.2(a2), (b2), (c2) reveals that it is not possible to infer which order of the \( p \) yields sufficient convergence of the PCE process. Therefore, the statistics of the random outputs have to be considered. To this end, the expectation and the variance of the concentration in Fig. 4.2(a2), (b2), (c2) are calculated from (4.7) and (4.8), respectively. These two quantities are shown in Fig. 4.3. It can be seen that the expectation for \( p = 2 \) and \( p = 3 \) almost overlap while there is a significant difference for \( p = 1 \) compared to \( p = 2 \). The inset in Fig. 4.3(a1) displays the absolute difference of the expectations for \( p = 2 \), \( p = 3 \) and \( p = 2 \), \( p = 1 \). It can be seen that the difference is one order magnitude. Thus, using a polynomial of order \( p = 1 \) is certainly not sufficient.

The change of the variance by increasing the polynomial order is displayed in Fig. 4.3(a2). It can be seen that the variance between cases \( p = 2 \) and \( p = 3 \) changes by one order of magnitude whereas for \( p = 1 \) and \( p = 2 \) the change is two orders. Thus, \( p = 2 \) can be considered as the appropriate choice for the polynomial order. Choosing higher order polynomials substantially increases the required simulation time with minor effects on improving the accuracy of the results.

### 4.4.2 Comparing different PDFs in PCE

Depending on the input variables different types of PDFs should be employed to obtain the most reliable results in PCE. For instance, consider the dynamic viscosity of water (\( \mu \)) and the turbulent Schmidt number (\( Sc \)) are the uncertain input parameters. The dynamic viscosity varies with temperature (it is \( 8.9 \times 10^{-4} \) Pa.s at 73
The uncertainty of the turbulent Schmidt number arises since it is determined experimentally. Figure 4.4 displays predictions for the concentration as a function of time using normal and uniform PDF distributions for both the viscosity and the Schmidt number. The figure reveals that the curves for the concentration profiles when using a uniform PDF are smoother than those based on a normal distribution (cf. Fig. 4.4(a) and (b)). This is a result of the uniform distribution being bounded, between -1 and 1, whilst the normal distribution is not. That is, for input parameters like dynamic viscosity of the water that is small and only subject to small variations considering an unbounded PDF would not yield reliable results.

4.4.3 Statistical results

In Fig. 4.5 we employed the LSPCE approach to investigate the statistical properties of the TDMC channel with one of the input parameters being subject to uncertainty only. In Fig. 4.5(a1) the uncertain parameter is $c_0$, in Fig. 4.5(a2) to (a4) the uncertain parameters are different components of the inlet velocity ($V = u_0i + v_0j + w_0k$). Six simulations per parameter ($\frac{(n+p)!}{n!p!} = \frac{(1+2)!}{2!} = 3 \times 2 = 6$ LSPCE) were conducted to construct the PCE. The expansion is then used to calculate the concentration for 10000 different cases, and the random number being generated from a uniform distribution in each case. The ratio between the computational times required to arrive at the same result by means of 10000 3D COMSOL Monte Carlo simulations and the LSPCE simulations is of the order of $10^5$.

The varying color density displayed by the plots in Fig. 4.5(a1)-(a4) moreover...
Figure 4.5: 10000 concentration profiles obtained by LSPCE for uncertain input parameters of, a) $c_0$, b) $u_0$, c) $v_0$, d) $w_0$.

illustrates that the uncertainty in the input is mostly reflected in the peak of the CIR while the tail is not affected. This means that only the signal strength is subject to the uncertainty whilst the ISI is not. It can moreover be seen that the channel response is more sensitive to the uncertainty of the inlet velocity than to the initial concentration. This represents a crucial result in the context of experiments. It implies that geometric details of piston and cylinder of the transmitter, which govern the inlet velocity, have a stronger effect on simulated data than the amount of the released molecules.

4.5 Summary

In this chapter, we utilize polynomial chaos expansion to show how the uncertainty in parameters propagates to uncertainty in the received signal. The PCE method has a significant time saving compared to Monte-Carlo simulations and offers theo-
oretical insight. Our uncertain parameters are initial concentration, injection velocity, dynamic viscosity of the water, and turbulent Schmidt number. We demonstrated that how the uncertainty in the aforementioned parameters propagates through the channel and can affect the received signal response. The research conducted here in PCE and uncertainty propagation can pave the way for future information theoretic insights, as well as guide experimental design.

After quantifying the uncertainty in the Tx, in the following chapters we will focus on the channel part of the macro-scale MC system. In the next chapter, we will show that by generating certain structures called vortex rings and encoding information on them, we can significantly reduce the ISI compared to the normal TDMC channels. Of course generating such structures requires professional protocols that we will mention it. Thus, in chapter 6 and afterwards, we will get back to the TDMC channels that information are encoded on the puffs and we try to characterise the noise and mutual information on this kind of channels.
Chapter 5

Towards the High Channel Capacity Using Vortex Rings

5.1 Motivation

Molecular signal coherence in fluid dynamic channels is severely hindered by mass, momentum, and turbulent diffusive processes. The combination of such forces causes long molecular tails, which results in severe ISI and limits the achievable symbol rate. Before proposing a channel model for the TDMC channels and characterising the noise in this kind of channels, we propose to modulate information symbols into stable vortex ring structures to minimize ISI. Each vortex ring can propagate approximately $100 \times$ the diameter of the transmission nozzle without losing its compact shape. First, we show the conditions required for the generation of the vortex rings, and the effective parameters that control the formation of the vortex ring. Afterwards, we show that how the parameters such as stroke ratio and injection velocity will affect the CIR and SIR. In the next step, we show that the ISI from sequential transmissions is minimal and increases rapidly with increasing of stroke ratio. Finally, we show that by maintaining a coherent signal structure, the signal-to-inference (SIR) ratio is higher over conventional puffs. Also, we demonstrate the vortex ring using a proof-of-concept prototype.

5.2 Review of Similar Works

Conventional molecular signals are represented by discontinuous molecular puffs that are ejected into a fluid or gas channel. After ejection, at the macro-scale, the signal is subject to various pressure, velocity, shear stress gradients, as well as reaction
forces. The coupling relationships between these forces and the flow rate are well described by the Navier-Stokes equations [Unluturk and Akyildiz, 2017a]. Existing literature in molecular communications has predominantly used isotropic diffusion channel models due to their tractable expressions [Guo et al., 2016a], assuming a Péclet number below 1 (e.g. mass diffusion dominates). Whilst this is reasonable for cell membranes and capillary blood flow, advection and external forces will dominate at larger-scales.

5.2.1 Vortex Rings in Turbulence

Turbulence is not only inherently very difficult to model, but it also doesn’t directly help us understand the communication capacity of the channel. Yet, we can take advantage of a certain structure called vortex ring that propagates well in turbulent fluid channels. The vortex ring retains spatial structure through its rotational momentum and has a sharper concentration time profile than a standard puff. This has the potential to significantly reduce ISI from sequential transmissions and as such allows us to transmit at a higher symbol rate. The vortex ring core is a torus shaped fluid or gas structure, that retains shape (e.g. mitigates dispersion) for long propagation distances (typically 100× nozzle diameter) [Brend and Thomas, 2009] - see Fig.5.1. Each vortex ring is a region, where the molecules mostly spin around an axis in a closed loop.

5.3 Vortex Ring Structure & Generation

A vortex ring is a bounded region of vorticity in which the vortex lines form closed loops [Lim and Nickels, 1995]. Vortex rings which are circular and stable and have the
ability to retain molecular information in a self-sustained structure. It is worth noting that the vortex core can become wavy (Widnall instability) at some point during its existence depending on conditions. The general properties of every vortex ring can be observed in Fig.5.1, where the vortex ring core has diameter of $D$ (approximately 1.3× the nozzle diameter $D_0$) and the bulk of vorticity in the region has diameter of $\delta$. There is also a small atmosphere surrounding the core - see Fig.5.1(b).

In order to design the transmitter that can generate a vortex ring, careful consideration is needed - see Fig. 5.1(a). First, the molecules inside the piston must be subjected to a sufficient shear stress profile such that vortices are generated. This occurs when the molecules are pushed out at a sufficiently high Reynolds number, generating a vortex ring head. In the case of vortex rings, the Reynolds number is given by $Re_\Gamma = \frac{\Gamma}{\nu}$ where $\nu$ is the kinematic viscosity of the ejected fluid and $\Gamma$ is the circulation given in (5.1). To find $Re_\Gamma$, we first need to define the inertial forces inside a region of vorticity, with molecules spinning around an imaginary axis in a closed loop.

$$\Gamma = \int_S \nabla \times \mathbf{u} dS = \oint_l \mathbf{u} dl,$$  \hspace{1cm} (5.1)

where $S$ is a closed surface which is bounded by line $l$ and $\mathbf{u}$ is the velocity field in the flow domain. Equation (5.1) is derived based on the Kelvin–Stokes theorem [Zill et al., 2011]. Given a vector field, the theorem relates the integral of the curl of the vector field over some surface, to the line integral of the vector field around the boundary of the surface. The classical Kelvin-Stokes theorem can be stated in one sentence: The line integral of a vector field over a loop is equal to the flux of its curl through the enclosed surface.

To generate the vortex ring, a prescribed axial velocity can be defined at the transmitter to simulate the motion of the piston and also to define the vorticities at the edge of the piston [Danaila and Hélie, 2008]:

$$V_z(t, r) = V_0(t)V_{zb}(r),$$  \hspace{1cm} (5.2)

where $V_0(t)$ is the time-variant velocity program that expresses the piston motion and given by [Danaila and Hélie, 2008]:

$$V_0(t) = \begin{cases} \frac{U_p}{2} \left[1 + \tanh \left( \frac{t}{\tau_1} \right) \right], & t < \tau_1 + \frac{\tau_2}{2} \\ \frac{U_p}{2} \left[1 + \tanh \left( \frac{t}{\tau_1 + \tau_2} \right) \right], & t \geq \tau_1 + \frac{\tau_2}{2} \end{cases}$$  \hspace{1cm} (5.3)
Figure 5.2: Time variant velocity program, \( V_0 \), that shows the motion motion.

where \( U_p \) is the maximum piston velocity. Parameter \( \tau_1 \) is a short-time acceleration/deceleration of the impulsive piston, and the value of the \( \tau_2 \) is equal to stroke ratio \( (\tau_2 \approx L_p/D_p) \). In the stroke ratio formula, \( L_p \) is the stroke length, and if the piston reaches to the end of the cylinder, we have maximum stroke ratio as shown in Fig. 5.1(a). Figure 5.2 illustrates \( V_0 \) profile considered in this thesis.

Also, \( V_{zb} \) is the classical hyperbolic tangent profile which has been derived from experiment and represents the thickness of vorticity layer at the edge of the cylinder [Danaila et al., 2009]:

\[
V_{zb}(r) = \frac{1}{2} \left\{ 1 + \tanh \left( \frac{1}{2\delta_w} \left( \frac{D_p}{2r} - \frac{2r}{D_p} \right) \right) \right\},
\]

(5.4)

where \( \delta_w \) is the dimensionless thickness of vorticity layer at the transmitter and it is considered 0.05 in this chapter (shows a thin vorticity layer). The diameter of piston is \( D_p \) and \( r \) is the radial distance from the center of inlet. Figure 5.3 displays the \( V_{zb} \) that is considered in this thesis. Also, Fig. 5.4 shows the final velocity profile of the piston in order to generate the vortex ring. For \( L_p/D_p \geq 4 \), the leading vortex ring is followed by an active trailing jet-like region [Gharib et al., 1998], and as the stroke ratio increases, more ejected fluid stay behind the leading vortex ring. Actually, the maximum circulation that a vortex ring can attain, occurs at \( L_p/D_p \approx 4 \) which is
referred as formation number [Gharib et al., 1998] and after that, as the stroke ratio increases, the leading vortex ring sheds excessive ejected fluid behind. Also, all the quantities in the present study are normalized by $D_p$ and $U_p$ as the characteristic length and velocity, respectively. Also, $D_p/U_p$ is used to normalize the time.

In order to ensure the accuracy of our numerical program, we simulate the Danaila and Helie’s [Danaila and Hélie, 2008] injector and present the results in Fig. 5.5 where a good agreement can be observed between our results and Danaila and Helie’s [Danaila and Hélie, 2008] study. In this figure, $r$ is the normalized radial distance from the center of piston outlet and $V_z$ is the normalized axial velocity.

5.4 Results & Discussion

In this section, the effects of the vortex ring parameters on the received signal is discussed. We considered 3 different injection velocities 1, 2.5, and 5 m/s; seven stroke ratios 1, 2, 3, 4, 6, 10, and 14, and two $\tau_1$ 0.5 and 0.7. At first and as an illustration, we demonstrate the vortex ring and puff contours to better visualise the ISI difference for two different stroke ratios. Then, we will discuss how the vortex parameters will affect the SIR. Finally, we show the sequential vortex rings and their potential for consecutive molecular transmission.
5.4.1 Transmission

The simulations are conducted using industrial standard COMSOL software (see Section 3.2). A sequence of puffs and vortex rings are shot. The forward concentration (space domain) profiles is shown in Fig. 5.6. Each received signal is given by:
\[ c(t) = \sum_{k} a_k h(t - kT), \]
where \( a \) is 1 or 0 (OOK), \( T \) is the symbol period, and the channel \( h(\cdot) \) is a complex fluid dynamic channel described by the RANS equations to solve for the turbulence effects.

It is worth noting that under RANS, these are the averaged profiles over a small simulation element. We assume that the vortex rings are sufficiently separated such that each behaves independently.

**Puff Sequence** - Fig. 5.6(a-i) shows the concentration profile, where there is a rapid deterioration in concentration structure and intensity over distance. As such, the tail from prior symbols leads to strong ISI. Fig. 5.6(a-ii) is the 3D concentration profile and reveals that there is not a specific circular ring in the environment and the tail of the puff remains in the environment for the whole period of transmission.

**Vortex Ring Sequence** - The results in Fig. 5.6(b-i) show that the vortex ring core has a high concentration compared to the quiescence environment and maintains this into distance. This means that the vortex ring is carrying the momentum of the transmitter and is dominant in the way it propagates through the environment. Fig. 5.6(b-ii) shows the concentration profile in three dimensional,
where high concentration is maintained and the ISI effects are small. Overall, we observe that the ISI tail is significantly lower for the vortex ring.

We also present a proof-of-concept demonstration of the vortex ring, being shot 20 m into an uncontrolled environment in Fig.5.6(c). We have a 0.5 m diameter vortex canon that is shooting a vortex ring captured on a slow motion camera. The red rings label the location of the vortex ring as it propagates away from the canon. The vortex ring becomes clearer as it moves into the distance.

### 5.4.2 Effects of Stroke Ratio on CIR

In this section, the effects of the stroke ratio \((L_p/D_p)\) at the time of vortex ring generation on the CIR is discussed. The receiver is observing receiver and it located \(3 \times D_p\) downstream of the transmitter. As can be seen, by increasing the stroke ratio, the CIR changes severely. The reason is that when we increase the stroke ratio, more molecules will be ejected into the channel with a constant velocity. This will push high concentration molecules further downstream of the channel. It is more clear in figures 5.7(c) and 5.8(c) where the injection velocity of 5 m/s and stroke ratio of 14 do not let the fluid to be separated from the central ring area. Under this circumstance, the central ring area acts like a carrier and it translates the lump of molecules to the downstream of the channel. Furthermore, we can observe from figures 5.7 and 5.8 that by increasing the stroke ratio, the ISI increases. Thus, it appears that increasing stroke ratio hinders the detection of the received signal. On the other hand, when
Figure 5.6: Sequential symbols transmitted, (a) puffs, (b) vortex Rings, and (c) experimentation of Vortex Rings.

we have a high stroke ratio, we can see that the peak of the received signal increases which is favorable. Thus, we cannot isolate the signal strength or ISI and discuss about the effects of the stroke ratio on the received signal quality. For this purpose we need to consider that SIR. In the section 5.4.4, this quantity will be measured for different stroke ratios.

### 5.4.3 Effects of Injection Velocity on CIR

The effects of the injection velocity on the CIR is illustrated in figures 5.9 to 5.15. As can be seen in these figures, by increasing the $U_p$, the amplitude of the CIR increases for all stroke ratios. The reason behind this is that when we have high injection velocity, the amount of the circulation that a vortex ring can attain is high. Thus, the vortex ring retains its shape for longer distance downstream of the transmitter. Furthermore, by increasing $U_p$, the ISI decreases which is desirable in terms of signal detection. Another important observation is the effects of $\tau_1$ on the CIR. As can be seen, CIR does not change by changing the $\tau_1$. This means that the physical acceleration/deceleration of the piston does not affect the CIR. Also, for the stroke ratios greater than 4, the ISI increases significantly. This can be observed in fig. 5.12. This stroke ratio is called formation number and it is proved that for the
Figure 5.7: Received concentration profile of the vortex ring in $\tau_1=0.5$ and for different piston velocities and stroke ratios.
Figure 5.8: Received concentration profile of the vortex ring in $\tau_1=0.7$ and for different piston velocities and stroke ratios.
stroke ratios greater than the formation number, the vortex ring is not able to attain more circulation [Gharib et al., 1998]. This means that this formation number can be considered as boundary between formation of the vortex ring and puff.

Figure 5.9: Received concentration profile of the vortex ring for Lp/Dp=1 and in different piston velocities.
Figure 5.10: Received concentration profile of the vortex ring for $L_p/D_p=2$ and in different piston velocities.

Figure 5.11: Received concentration profile of the vortex ring for $L_p/D_p=3$ and in different piston velocities.
Figure 5.12: Received concentration profile of the vortex ring for $L_p/D_p=4$ and in different piston velocities.

Figure 5.13: Received concentration profile of the vortex ring for $L_p/D_p=6$ and in different piston velocities.
Figure 5.14: Received concentration profile of the vortex ring for $Lp/Dp=10$ and in different piston velocities.

Figure 5.15: Received concentration profile of the vortex ring for $Lp/Dp=14$ and in different piston velocities.
5.4.4 Signal-to-Interference Ratio (SIR)

As mentioned in previous section, in order to see the effects of the stroke ratio and injection velocity on the received signal, both of the signal strength and ISI should be considered simultaneously. Thus, in this section we illustrate the variation of the metric SIR with stroke ratio and injection velocity. For the received signal with empirical response $h(t)$, we define the signal $S = \int_{0}^{T} h(t) \, dt$ as the aggregate peak concentration values detected over symbol period $T$. We define the ISI as $I = \sum_{k} \int_{0}^{T} h(t+kT) \, dt = \int_{T}^{+\infty} h(t) \, dt$ as the remaining tail concentration $t > T$. As can be seen in fig. 5.16, by increasing the stroke ratio, the SIR degrades continuously. Furthermore, increasing the velocity leads to the higher signal amplitude and as a result, the SIR increases.

![Figure 5.16: SIR of the vortex signal for different piston velocities and $\tau_1=0.5$.](image)

Figure 5.16: SIR of the vortex signal for different piston velocities and $\tau_1=0.5$. 
5.4.5 Sequential Vortex Rings

In this section, eight vortex rings is transmitted in order to observe the effects of the each vortex ring on the others and to see how a sequence of information can be carried by vortex rings with minimum interference and maximum symbol rate. Parameters: $U_p = 5 \text{ m/s}$ and the $L_p/D_p = 1$. The vortex rings concentration profiles are displayed in Fig. 5.17 at four different time snapshots after transmission. After 10s (Fig. 5.17(a)), we can see that the second vortex ring $k+1$ catches up to the first $k$, due to the lower drag forced faced by the second, and merge at 20s. This also repeats for symbols $k+2$ and $k+3$. As a consequence, when the symbol period is small, the first four vortex rings will merge together (Fig. 5.17(c-d)). However, subsequent vortex rings remain separated and can be detected coherently. This seems to indicate that an initial sacrifice of 4 symbols is needed to clear the channel up to the $50D_p$ critical distance, allowing subsequent symbols to propagate coherently. Any longer distances and the vortex rings become unstable. As such, we may regard the first 4 symbols as pilot symbols to sense the channel or communicate non-data bearing information. In contrast, if we consider the receiver at a critical distance (for example in this simulation setup, the critical distance is $10D_p$), the merging would
not be happened and the receiver can detect each symbol separately.

5.5 Summary

In this chapter, we demonstrate how packing information in vortex rings can effectively mitigate ISI using CFD numerical simulation and proof-of-concept experimentation. We show that the vortex ring generation parameters such as stroke ratio of the cylinder and piston and the injection velocity will affect the CIR and SIR. We showed that by increasing the stroke ratio and the injection velocity, the SIR decreases and increases, respectively. We defined a threshold of $L_p/D_p = 4$ in which for the $L_p/D_p < 4$ the effects of the ISI is minimum but for the stroke ratios greater than this value, the ISI affects the received signal severely.

Furthermore, in this chapter we saw that even though the vortex rings performs better than puffs, a sophisticated method is required to generate the vortex rings. Thus, in the following chapters we focus on the puffs that are easy to generate and helps us to model the macro-scale MC channels for more realistic cases. In the next chapter, we will first prove that the TDMC channel is linear and in the following chapters, we will characterise the noise and mutual information in TDMC channels.
Chapter 6

Linearity of Turbulent Diffusion Channel

In the previous chapter we observed that how the vortex rings can improve the SIR in the macro-scale MC channels. This happens at the expense of generating such structures which requires sophisticated methodology. Thus, considering normal puffs for transmitting information is more practical compared to the vortex rings. Any injectors (Tx) with an arbitrary amount of shear stress can generate puffs. Therefore, in this chapter and the following chapters, we will only focus on the TDMC channels where the information are encoded on the puffs rather than vortex rings. Before characterising the noise and mutual information in TDMC channels, we need to make sure whether these kinds of channels are linear or not. Since the turbulence forces are highly non-linear, we expect to see the non-linear channels. There is a nuance difference between the definition of linearity in fluid mechanics and communication theory that has to be taken into account. In fluid mechanics, the non-linearity comes form the Navier-Stokes equations that we explained in chapter 3. This means that the Navier-Stokes equations are mathematically non-linear. In communication theory, the linearity means that for the the transmitted signal $x$, if we have $x_1 + x_2 = y_1 + y_2$, then $a_1 x_1 + a_2 x_2 = a_1 y_1 + a_2 y_2$. In this chapter, we will focus on the linearity concept from the communication point of view.

6.1 Motivation

In this chapter, we use CFD simulation to show that sequential TDMC signals linearly combine. This is a non-trivial and non-intuitive result and our conclusion allows the research field to leverage on existing linear combining signal analysis. To
ensure robustness of our results, we test for the received signal strength and ISI under different concentrations, co-flow rate, and the information sequence. Also, we introduce a basis for the channel model in a way that for any \( k \) sequential signals in which \( k \geq 4 \), by understanding the \( 1 \leq k \leq 3 \) signals and the last signal, the other signals can be represented.

6.1.1 Review of Similar Works

In general, the MC application environment can be classified into two broad regimes. In the micro- to nano-scale regime, mass diffusion dominates propagation and the vast majority of current literature [Guo et al., 2016b]. For a mass diffusion-dominated MC channel, we assume that the molecular trajectories are independent and identically distributed, which gives rise to linear combining at any given point. As such, this makes signal and ISI analysis linear [ShahMohammadian et al., 2012; Garralda et al., 2011].

In this chapter, we consider the turbulent diffusion regime whereby the \( Pe \) is large. In this case, when the flow (co-flow) dominates the propagation mechanism, turbulence can become a dominate factor (high Reynolds number) and the analysis becomes non-trivial. This is typical in pheromone communications between animals and plants [Unluturk and Akyildiz, 2017a], underwater signaling [Lanzagorta, 2012], and in heavy industry applications (e.g. chemical plants). In past laboratory experiments [Farsad et al., 2013; Atthanayake et al., 2018], preliminary findings indicate potential non-linearity, but the causal mechanisms are not well understood [Farsad et al., 2014]. Later work have attempted to both characterize non-linear turbulent effects in a stationary environment [Unluturk and Akyildiz, 2017a] and embed information optimally in turbulent structures [Kennedy et al., 2018].

To continue this line of research, we employed the CFD module in COMSOL (see Section 3.2) to simulate and analyse the degree of non-linearity in the turbulent diffusion propagation for sequential signal pulses.

6.2 System Model

Molecular communication via turbulent diffusion system is at least composed of a Tx node, environment, the MMs, and the Rx node (see Fig. 6.1). We consider turbulent diffusion as the carrier mechanism since it is the most realistic model for real life applications [Davidson, 2015]. In turbulent diffusion, the effects of the molecular diffusion are negligible and the eddy diffusivity effects are responsible for transporting the MMs.
Figure 6.1: Schematic of the system model showing the quiescence environment, the transmitter, the receiver, and the emitted molecules.

The system model is comprise of an injector which releases the water molecules into the quiescence aqueous environment with the velocity of $u_{in}$ (see Fig. 6.1). The radius of the injector is $r_{in}$, and in order to simulate the motion of the injector piston, a hyperbolic function is defined at the inlet boundary. The flow domain is $10 \times 6 \text{ m}^2$, and the lateral boundaries are $60 \times r_{in}$ far from the transmitter and the outlet is located $200 \times r_{in}$ away from the transmitter, so their effects on the flow field and emitted molecules are negligible. The distance between the transmitter and the receiver is considered as $60 \times r_{in}$, and the concentration of the molecules are measured at the observing receiver. It is noteworthy that during the propagation of the molecules the main deriving process is governed by the turbulent diffusion. The properties of the water and the other system parameters are given in Table 6.1.
Table 6.1: Simulation parameters for linearity analysis

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum injection velocity, $u_{in}$</td>
<td>$2\text{ m/s at } t = 0$</td>
</tr>
<tr>
<td>Kinematic viscosity of water, $\nu$</td>
<td>$1 \times 10^{-6} \text{ m}^2/\text{s}$</td>
</tr>
<tr>
<td>Density of water, $\rho$</td>
<td>$1000 \text{ kg/m}^3$</td>
</tr>
<tr>
<td>Transmit concentration, $c_0$</td>
<td>$1 \text{ mol/m}^3$</td>
</tr>
<tr>
<td>Pulse width, $T_0$</td>
<td>$0.7 \text{ s}$</td>
</tr>
<tr>
<td>Radius of the injector ($r_{in}$)</td>
<td>$10 \text{ cm}$</td>
</tr>
<tr>
<td>Distance between Tx and Rx, $d_{Tx,Rx}$</td>
<td>$60 \times r_{in}$</td>
</tr>
<tr>
<td>Simulation space length</td>
<td>$200r_{in}$</td>
</tr>
<tr>
<td>Simulation space width</td>
<td>$60r_{in}$</td>
</tr>
</tbody>
</table>

Figure 6.2: CIR for a single emission.

6.3 Non-linearity Analysis

The non-linearity of the TDMC channel is investigated in two scenarios: single emission and consecutive emissions:

6.3.1 Single Emission Scenario

In this scenario, at first we release water molecules with the concentration of $c_{in}$ and in the second case, we emit $2 \times c_{in}$ concentration. Then, we double the observed concentration for the $c_{in}$ emission and finally compare them with the $2 \times c_{in}$ concentration. In Fig. 6.2, concentration versus time is illustrated. Output of the CFD simulator shows that the CIR has the multiplicative property, which holds for infinitely many different cases with the same Reynolds number due to the non-dimensional solution.
Figure 6.3: Snapshots of the environment and the emitted molecules at different time instances for consecutive emissions. New emissions sweep the tails of the previous emissions.

6.3.2 Scenario with Consecutive Emissions

Sequential emissions of marked water molecule types are released to see the channel response of the \(n\)-th emission. In Fig. 6.3, we can see that the second emission sweeps the tail of the first emission and this behaviour is also seen in the other subplots of the Fig. 6.3. The outcome of this behaviour is that some of the emitted molecules reach to the receiver lately and we have two or more peaks in the concentration profile at the receiver for the same molecule type (see Fig. 6.4). It should be mentioned that when we have only one emission like Fig. 6.2, we cannot observe the second and smaller peak as far as there is no other emission afterward that sweeps the tail of the previous emission. If there is no successive emissions that pushes the tail, the tail of the emission does not arrive to the receiver and remains in the environment (see Fig. 6.1).

In Fig. 6.4, time versus the received concentration is shown for the scenarios without and with co-flow. First critical observation is that there are four different classes of emissions in terms of CIR. First emission is different than the other emissions since the environment is quiescence and the first emission should overcome a higher drag force compared to the other emissions. The concentration at the receiver due to the first emission has two significant modes: the main and the tail parts (see Fig. 6.3 for contour plots for sequential emissions). The effect due to tail
Figure 6.4: Received concentration for six consecutive emissions. Molecule types are changed for distinguishing the effect of each emission. Scenarios (a) without co-flow and (b) with co-flow are considered. Red dashed curve corresponds to emission of single type molecule and the blue dashed curve corresponds to sum of six consecutive emissions with different molecule types.

decreases when there is a co-flow in the environment. Second emission is unique (i.e., it has a higher peak value compared to other emissions) since it experiences less drag force compared to the first emission and most of the molecules can easily penetrate through the environment. Also, the second emission is more compact when it meets the receiver compared to the other emissions. By comparing the Fig.
Figure 6.5: Envelop analysis with considering two emissions with a time gap. The first emission is released at \( t = 0 \) and 40, 80, and 120 s after that, the second emission is released. The second emission is shifted to \( t = 0 \).
Figure 6.6: Correlation and cosine distance between the two received signals with different time gaps.

6.3(b) and Figs. 6.3(c) and (d), it can be observed that the second emission is more compact than the third and fourth emissions and as a result, the concentration of the molecules in second emission is more than the others. The last emission has different characteristics since there is no other following emission that pushes off the molecules. The rest of the emissions (i.e., the third, fourth, and the fifth for the six emission scenario in Fig. 6.4) have similar structure.

In Fig. 6.4, we also observe that the sum of the six CIRs due to the sequential emissions gives nearly the same when a single molecule is utilized. This additive property enables us to model the received signal (including interference).

### 6.3.3 Signaling Envelop Analysis

Signaling envelop shows the time required for having similar channel with the first emission. In other words, it represents the required time to have a clear channel that does not contain any molecules from previous emissions. To do so, we released one emission and waited for 40, 80, and 120 s before releasing the second emission. After receiving both signals at the receiver, the second signal which is associated to the second emission is shifted to $t = 0$. Figure 6.5 illustrates the received signals
of the first emission and time shifted of the second emission. According to this figure, both received signals are overlapped when the time difference between the emissions is 80 s and more. In order to quantify the similarity level of the two received signals, correlation distance and cosine distance are calculated. Correlation distance is parameter that shows the distance between two random variables with finite variances. If the correlation between two random variables is \( x \), then their correlation distance is defined as \( d_1 = 1 - x \). Similar to correlation distance, the cosine similarity is a measure of similarity between two non-zero vectors of an inner product space. If cosine similarity is \( y \), cosine distance is equal to \( d_2 = 1 - y \). As the correlation between two random variables increases, the \( d_1 \) is reduced and when the cosine similarity increases, two vectors get closer. Figure 6.6 shows the correlation distance and cosine distance between the two received signals with three different time gaps. As can be observed from this figure, after \( T_{\text{GAP}} = 100 \) s both of the distance metrics (correlation distance and cosine distance) do not change with time. This means that if two successive symbols are released with less than 100 s time difference, the second symbol would interfere with the former one and the ISI needs to be taken into account.

### 6.4 Interference Modeling

Due to the additive property, we can introduce the channel model by considering the summation of the effect of sequential emissions. For this purpose, we use a model function for the received signal at a given point \((x, y)\) with some control coefficients as follows:

\[
c_{\text{mdl}}(t|x,y) = \begin{cases} 
  b_1 \sqrt{x^2 + y^2} e^{-b_3 x^2 + y^2 t} & \text{for } t > 0 \\
  0 & \text{otherwise} 
\end{cases} \tag{6.3}
\]

where \( b_1, b_2, \) and \( b_3 \) are fitting parameters. The model function in (6.3) has the similar structure with the diffusion equation in 2D environment [Jackson, 2006]. After we run simulations with COMSOL, we fit the received signal classes/types with (6.3) and obtain the fitting parameters for each class.

We observe four different classes of received signal patterns in Fig. 6.4. We leave the first emission as is (i.e., we used the empirical result \( c_{\text{emp}}^1 \)) and fit the other three classes: \( c_{\text{2}}^\text{mdl}(t), c_{\text{last}}^\text{mdl}(t), \) and \( c_{\text{mid}}^\text{mdl}(t) \). Hence, the set forms a basis for our modeling which is equal to \( \mathcal{B}_c = \{ c_{\text{emp}}^1(t), c_{\text{2}}^\text{mdl}(t), c_{\text{mid}}^\text{mdl}(t), c_{\text{last}}^\text{mdl}(t) \} \). After obtaining the basis \( \mathcal{B}_c \), for a case with \( K \) emissions in \( T_s \)-long symbol durations (\( K \geq 4 \), the
received signal is given in (6.4).

\[
C_{Rx}(t) = \begin{cases} 
  c_{1}^{\text{emp}}(t) & \text{if } t \in [0, T_s) \\
  c_{1}^{\text{emp}}(t) + c_{2}^{\text{mdl}}(t - T_s) & \text{if } t \in [T_s, 2T_s) \\
  c_{1}^{\text{emp}}(t) + c_{2}^{\text{mdl}}(t - T_s) + \sum_{i=0}^{j-2} c_{\text{mid}}^{\text{mdl}}(t - (j-i)T_s) & \text{if } t \in [jT_s, (j+1)T_s) \text{ for } 2 \leq j \leq K-2 \\
  c_{1}^{\text{emp}}(t) + c_{2}^{\text{mdl}}(t - T_s) + \sum_{i=1}^{j-2} c_{\text{mid}}^{\text{mdl}}(t - (j-i)T_s) + c_{\text{last}}^{\text{mdl}}(t - (K-1)T_s) & \text{if } t \in [(K-1)T_s, KT_s) \\
\end{cases}
\]

\[ (6.4) \]

The model for the received signal is defined as a piece-wise function in which the cases are determined according to the symbol duration. In (6.4), most complicated case with at least four emissions is given, similarly lower number of emissions can be modeled with omitting the middle terms. For example, if we have only two emissions we should consider \( c_{1}^{\text{emp}}(t) \) and \( c_{\text{last}}^{\text{mdl}}(t) \).

In Fig. 6.7, empirical and theoretical received signals are shown for a case with
10 sequential emissions. Considering $B_c$ enables us to model the received signal that includes interference. It can be clearly seen that the theoretical $C_{Rx}(t)$ in (6.4) that is utilizing $c^\text{emp}_1(t)$, $c^\text{emp}_2(t)$, $c^\text{emp}_3(t)$, and $c^\text{mdl}_{\text{last}}(t)$ is capable of modeling the received signal for the analyzed system. Thus, we can consider the interference effect of any number of sequential emissions.

To analyze the effect of interference, we first define signal-to-interference ratio (SIR$_n$) for a given ISI window length (i.e., the number of previous emissions that is considered for the interference) as follows:

$$\text{SIR}_n = \frac{T_s \int_{0}^{(n+1)T_s} C_{Rx}(t) \, dt}{\int_{T_s}^{(n+1)T_s} C_{Rx}(t) \, dt}. \quad (6.5)$$

We also introduced different co-flows into the environment and analyzed the effect of interference under different system conditions. For different system conditions we obtained basis $B_c$ and evaluated SIR$_n$ via theoretical model for different ISI window lengths to see the significant ISI window length.

In Fig. 6.8, ISI window length versus SIR$_n$ values are plotted for different co-
flow cases. Case without co-flow has the lowest SIR\textsubscript{n} and adding co-flow increases SIR\textsubscript{n} and the signal quality. We observe that the increment in SIR\textsubscript{n} is not linear with the increment in co-flow. After \( u_c = 0.01 \text{ m/s} \), doubling the co-flow increases SIR\textsubscript{n} more compared to \( u_c = 0.001 \text{ m/s} \) case. Another critical observation is about the ISI window length. We observe that the effect of ISI (by considering the change in SIR\textsubscript{n}) becomes negligible after considering five previous emissions for the given system parameters. This observation depends on \( T_s \) and if \( T_s \) is reduced to half, then significant ISI would cover twice the number of symbol duration.

6.5 Summary

In this chapter, the non-linearity aspect of the turbulent diffusion channels is investigated for a sequential signal emissions. It is demonstrated that the sequential molecular signals will be added together at the receiver linearly in a turbulent diffusion channel. Different information sequence is used to distinguish each emission and also the same information is considered in all emissions to see their linearity effects in the receiver site. The received molecular signal that includes ISI is also modeled. Theoretical model utilizes a base of four signal types that includes the adequate information to model the received signal for sequential emission case. The analytical model enabled us to formulate the effect of ISI via SIR\textsubscript{n}. Results and the empirical channel model showed that the current emission is affected by a specific number of previous emissions (e.g., five for the considered parameters) and the interference effects of the earlier emissions are negligible.

After proving that the channel is linear, in the next chapter we focus on characterising the noise and MI in TDMC channels.
Chapter 7

Noise Distribution and Mutual Information in Turbulent Diffusion Channel

7.1 Motivation

Quantifying the statistical noise distribution and mutual information with respect to the key fluid dynamic parameters is important to molecular communication. Here, we empirically study macro-scale molecular signal propagation using a planar laser induced fluorescence (PLIF) method. We first statistically characterize both the additive and jitter noise distribution. We show that mutual information is maximized under certain transmission strategies and varies with the receiver size.

7.1.1 Review of Noise Models

Noise characterization is important for understanding the achievable mutual information [Moore et al., 2009; Pierobon and Akyildiz, 2012; Lin et al., 2018]. In mass diffusion regime, the additive noise is well modeled [Pierobon and Akyildiz, 2011a; Singhal et al., 2014], and the transposition/jitter timing noises have also studied in recent works [Farsad et al., 2015; Haselmayr et al., 2018; Etemadi et al., 2019]. Indeed, the combined knowledge allows us to unify noise models [Noel et al., 2014] and understand reliability via eye diagrams [Turan et al., 2018b]. Additional research has also examined thermally induced diffusivity changes [Qiu et al., 2017], mobility [Lin et al., 2018], and their impact on received signal uncertainty. Whilst

\(^1\)Jitter is the variation in a signal’s timing from its nominal value. Jitter will manifest itself as variations in phase, period, width, or duty cycle.
Table 7.1: Experimental parameters for quantifying noise distribution and mutual information.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steady flow velocity</td>
<td>0.086 m/s</td>
</tr>
<tr>
<td>Turbulent velocity</td>
<td>0.26 m/s</td>
</tr>
<tr>
<td>Dynamic viscosity of water, $\mu$</td>
<td>$8.9 \times 10^{-4}$ Pa.s</td>
</tr>
<tr>
<td>Transmit volume, $Q$</td>
<td>5 ml</td>
</tr>
<tr>
<td>Eddy diffusivity, $D$</td>
<td>$3.4 \times 10^{-4}$ m$^2$/s</td>
</tr>
<tr>
<td>Tx-Rx distance, $d$</td>
<td>2.7 m</td>
</tr>
</tbody>
</table>

micro-/nano-scale mass diffusion dominated molecular communications is well understood, additional fluid dynamic forces at the macro-scale mean that for this case analytical expressions for noise have not yet been obtained.

Research at macro-scale requires significant undertaking and there is a growing body of work. Theoretical and simulation work on molecular communications with turbulence has shown that the fluid dynamic complexities cannot be ignored [Unluturk and Akyildiz, 2017a]. Experimentation is essential to capture realistic variational behaviour in fluid dynamics. Early experimental work started with tabletop prototypes characterizing experimental throughput [Farsad et al., 2013; Koo et al., 2016] and noise process [Farsad et al., 2014] with crude chemical sensors, which has now advanced to encoding in chemical mixtures [McGuiness et al., 2018] with mass spectrometer demodulation. This coincides with parallel work in replicating pheromone signals [Cole et al., 2009]. In our attempts to understand and improve the achievable mutual information in macro-scale fluid dynamic channels with complex forces, Kennedy et al. [2018] has characterized the evolving information structure in turbulence, tracked info-molecules using fluorescence [Tuccitto et al., 2017a; Atthanayake et al., 2018], characterized the linearity of sequential pulse combining (chapter 6), and generated self-propagating structures to increase symbol rate and transmission range (chapter 5).

In this chapter, we contribute to this growing area of experimental research by experimentally quantifying additive and transposition noise in macro-scale MC, under the heterogeneous forces of shear stress, eddies, and diffusion-advection; and finding the corresponding mutual information and optimal transmission strategy.

### 7.2 Modelling of the Channel

Schematic of the channel is illustrated in Fig. 7.1. We employed the PLIF experimental technique to measure the concentration in the channel. Channel configuration is explained in Section 3.3.1 and the PLIF experimental technique is discussed in
Section 3.3.4. Experimental parameters are given in Table 7.1.

The channel model in this chapter is referred to as steady flow when there is no obstacle in the channel, otherwise it is turbulent due to the disturbances in the flow field. For generating turbulence, we use an obstacle to artificially introduce disturbance to the channel [Kistler and Vrebalovich, 1966]. We adopt a generalized inverse-Gaussian (IG) kernel for modelling the channel and inferring the noise in the steady flow regime. The model can be expressed as [Guo et al., 2016b]:

$$C_1(t) = \frac{Q}{(4\pi Dt)^{3/2}} \exp \left[ -\frac{(d - vt)^2}{4Dt} \right],$$

(7.1)

where $d$ represents the distance between the Tx and Rx (centre of laser sheet), $v$ represents the flow velocity, $D$ is the eddy diffusivity and $Q$ is the released volume of the information-carrying tracer. Note that $D$ is no longer the mass diffusion coefficient since in the macro-scale regime, the contribution of the eddies in carrying the information particles is substantially more pronounced than pure diffusion [Davidson, 2015]. As such, we interpret the model in (7.1) as an empirical proxy, and eddy diffusivity $D$ is a heterogeneous diffusivity that includes viscous diffusion.
Figure 7.2: LTI system

The injector is a syringe consists of cylinder and piston so the the motion of the piston is considered as a rectangular function since the piston has a constant speed. Therefore, the model in (7.1) is modified as:

\[
C_2(t) = \text{rect}\left(\frac{t - \frac{T_p}{2}}{T_p}\right) \ast \frac{Q}{(4\pi Dt)^{3/2}} \exp\left[-\frac{(d - vt)^2}{4Dt}\right],
\]

where \(T_p\) is the injection time, \(\text{rect}(\cdot)\) is the rectangular function. Rectangular function is defined as the summation of Heaviside step functions. In our case, \(\text{rect}\left(\frac{t - \frac{T_p}{2}}{T_p}\right) = u(t) - u(t - T_p)\) where \(u(\cdot)\) is the Heaviside step function. Moreover in (7.2), the rectangular function is convoluted to \(C_1(t)\) to obtain the received signal in the communication channel. This is done by considering the channel as LTI system (see Fig. 7.2). In previous chapter, we showed that the turbulent channel is linear.

7.2.1 Steady Flow Regime

Fig. 7.3(a1) displays the detected concentration values as a function of time for 40 CIRs (blue dashed lines). The initial and boundary conditions of the experiments are the same (see Table 7.1). The concentration profiles have jitters over time as can be observed in the inset of Fig. 7.3(a1). These jitters can be interpreted as either a narrowing of the eye diagram [Turan et al., 2018b] in continuous signaling systems or transposition noise in discrete signaling systems. Separately, there is also additive noise. Based on these two observations, the channel model in (7.2) is further modified as:

\[
C_3(t) = \text{rect}\left(\frac{t - \frac{T_p}{2}}{T_p}\right) \ast \frac{Q}{(4\pi Dt)^{3/2}} \exp\left[-\frac{(d - vt + n_1)^2}{4Dt}\right] + n_2,
\]

The random variable \(n_1\) accounts for unstable flow velocity, uncertainty in injection time, and other factors which finally influences the peak time of the received
concentration profile and generate the jitter. Similarly, \( n_2 \) reflects the uncertainty of the amplitude of the received concentration, akin to widely used counting noise in molecular communication [Pierobon and Akyildiz, 2011a].

In order to analyze statistical properties of \( n_1 \) and \( n_2 \), the eddy diffusivity \( D \) needs to be calculated using the concentration values. So, an average eddy diffusivity is assumed over the entire experimental environment. Generally, \( D \) is calculated by

\[
D = u' l_m
\]

where \( u' \) is the large eddy velocity and \( l_m \) is the Prandtl mixing length which is equal to the size of the largest eddy. Here, we do not have the velocity data to obtain these two quantities. Thus, curve fitting is used to obtain \( D \) as shown in Fig. 7.3(a1). \( D \) is equal to \( 3.4 \times 10^{-4} \) m\(^2\)/s. The peak time \( t_{peak} \) can be obtained from experimental raw data. In order to plot the histogram of \( n_1 \), we derive the relationship between \( n_1 \) and \( t_{peak} \). We simplify (7.3) as:

\[
C_4(t) = \frac{Q}{(4\pi D t)^{3/2}} \exp \left[ -\frac{(d - vt + n_1)^2}{4Dt} \right] + n_2, \quad (7.4)
\]

take the derivative of (7.4) with respective to \( t \), and set it to zero. Then we get the relationship between \( n_1 \) and \( t_{peak} \) as

\[
n_1 = \sqrt{v^2 t_{peak}^2 + 6Dt_{peak}^2 - d}. \quad (7.5)
\]

Fig. 7.3(a2) shows the histogram of \( n_1 \). It can be seen that the histogram can be fitted by a Gaussian curve, with the mean -0.02027 and the variance 0.0016398.

The next step is to find the statistical properties of \( n_2 \). To plot the histogram of the received concentration samples so that to analyze the distribution of \( n_2 \), each concentration profile in Fig. 7.3(a1) is shifted horizontally to align the peak time of each profile. At the same time, the concentration value is adjusted with the following formula:

\[
C(t') = \frac{C_2(t')}{C_2(t)} \times C(t), \quad (7.6)
\]

where \( t' \) is the time instant we want to align to, \( C(t) \) is the sampled concentration at time \( t \). In other words, \( C(t) \) is the values of maximum concentration in each CIR data. \( C_2(t') \) is the maximum concentration calculated from the (7.2) or the fitted curve. \( C_2(t) \) is the values of maximum concentration taken from \( C_4 \) where the \( n_1 \) is added to the closed-form channel model. If we rearrange (7.6), we have

\[
\frac{C(t')}{C(t)} = \frac{C_2(t')}{C_2(t)}
\]

It shows that the proportion of the peak concentration after shifting to the peak concentration values obtained from the data is equal to peak concentration taken from the closed-form included the \( n_1 \) term over the closed-form without the \( n_1 \) term. Figure 7.3(a3) shows the histogram of \( n_2 \). We can see that it is approximated as a...
Figure 7.3: a1) The concentration over time for 42 analogous experiments at the Rx (blue dashed line) and the fitted curve. The inset is the zoom-in of the concentration peaks for better illustration of transposition noise. a2) Histogram of $n_1$ (transposition noise) and corresponding Gaussian PDF. a3) Histogram of $n_2$ (additive noise) and corresponding Gaussian PDF.
Gaussian distribution. Based on the above analysis it is concluded that (7.3) can be used as the channel model for modelling the steady flow diffusion channel.

### 7.2.2 Turbulent Flow Regime

Figure 7.4 shows the received concentration versus time for the turbulent case with seven CIRs. The entire 40 experiments are shown in the left subset of Fig. 7.4. It can be seen that compared to the received concentration in the steady flow regime (Fig. 7.3), the profiles in Fig. 7.4 fluctuates severely which is the essence of the turbulent flow regime. Substantial efforts in the past have gone into modeling of the turbulent regime analytically [Barkley, 2011; Speziale, 1991], but the high dimensionality and dynamic change of the flow hinders attaining a robust model for that regime. Inspired by the literature [Barkley, 2011; Speziale, 1991] in this field and based on the features of the curve in Fig. 7.4, we use the following exponential function with sinusoidal oscillation to model the turbulence channel:

\[
C_T(t) = C_3(t) + a[C_3(t) - C_3(t - m)] \sin(\omega t),
\]

where \(m\) represents time delay, \(a\) and \(\omega\) are the amplitude and the frequency of the sinusoidal component. In this thesis, \(m = 1\), \(a = 0.2\), and \(\omega = 4\pi\). From Fig. 7.4, it is seen that the concentration goes up in the beginning without considerable fluctuations, especially when it reaches to the peak, the fluctuation becomes strong. When the concentration starts to decay, the turbulence shows a sinusoidal pattern which decays gradually. This behaviour could be due to the turbulence fluctuating inside the channel causing an oscillatory concentration phenomenon. The fitted curve in Fig. 7.4 matches the trend very well. This can also be reflected in Fig. 7.4, where the first term and the second term in (7.7) are separately shown in the right inset (we temporarily let \(n_1\) and \(n_2\) equal zero in the right inset). In (7.7) a feedback term \(C_3(t - m)\) with delay \(m\) is used. The reason of the delay and feedback is likely due to the delay caused by the turbulence of the injected liquid.

### 7.3 Mutual Information

In this section the mutual information for steady flow case is derived [Lin et al., 2018]. It is assumed that no molecular information is transmitted if bit ‘0’ is sent with the probability \(p_0\). Bit ‘1’ is sent with the probability of \(p_1\). The threshold for signal detection is \(C_{th}\).
Samples of raw data
Fitted curve
40 samples of data

\[
C(t) = C_i(t) + \phi[C_i(t) \cdot C_i(t - m)] \sin(\omega t)
\]

Figure 7.4: Concentration versus time profile in the turbulent case. These are seven sample profiles from the total of 40 sample profiles which is illustrated in the left hand side inset. The right-hand-side inset is the illustration of the \(C_3\) and \(C_T - C_3\) values.

### 7.3.1 Steady Flow

We assume that the total concentration of the ISI follows a Gaussian distribution with mean \(\mu_l\) and standard deviation \(\sigma_l\). This is reasonable because \(n_2\) follows a Gaussian distribution, and the total concentration of the ISI is a linear combination of each ISI component (chapter 6). We have

\[
P(1|0) = \int_{C_{th}}^{\infty} \frac{1}{\sqrt{2\pi}\sigma_l} \exp\left[\frac{-(r - \mu_l)^2}{2\sigma_l^2}\right] dr
= 1 - Q\left(\frac{C_{th} - \mu_l}{\sigma_l}\right),
\]

\[
P(0|1) = \int_{-\infty}^{C_{th}} \frac{1}{\sqrt{2\pi}\sigma_2} \exp\left[\frac{-(r - \mu_2)^2}{2\sigma_2^2}\right] dr
= Q\left(\frac{C_{peak} - C_{th}}{\sigma_2}\right),
\]

where \(Q(\cdot)\) is the \(Q\) function and it is equal to

\[
Q(C_{th}) = \int_{C_{th}}^{\infty} \frac{1}{\sqrt{2\pi}} \exp\left[\frac{-1}{2}r^2\right] dr
\]

This is called the right-tail probability and is the probability of exceeding a given value [Kay, 1993]. \(Q(x)\) is also referred to as the complementary cumulative distribution function. If we define \(\phi(C_{th}) = \int_{-\infty}^{C_{th}} \frac{1}{\sqrt{2\pi}} \exp\left[-\frac{1}{2}r^2\right] dr\), then we have \(Q = 1 - \phi\). Both of the \(Q\) and \(\phi\) hypothesis are illustrated in Fig. 7.5.
Figure 7.5: The probability density functions of the received peak concentration for symbol ‘0’ and symbol ‘1’.

The standard deviation of $n_2$ for the peak concentration is $\sigma_2$. We calculated $c_{\text{peak}}$ based on (7.5). To calculate the $\mu_1$ and $\sigma_1$, several CIRs were generated from closed-form form of the channel model and the noise parameters were calculated based on these CIRs. The joint probability $p(x,y) \ (x \in \{0,1\}, \ y \in \{0,1\})$ represents the probability that the symbol $x$ is transmitted and the symbol $y$ is detected, and is derived as

\begin{align}
    p(0,0) &= p_0(1 - P(1|0)), \\
    p(0,1) &= p_0P(1|0), \\
    p(1,0) &= p_1P(0|1), \\
    p(1,1) &= p_1(1 - P(0|1)).
\end{align}

(7.10)

The mutual information can be expressed as

\[
I(X;Y)_{n_1} = \sum_{y \in Y} \sum_{x \in X} p(x,y) \log \frac{p(x,y)}{p(x)p(y)},
\]

(7.11)

$X$ is the transmitted symbol which can be ‘0’ or ‘1’. We considered different probability values from 0.1 to 0.9 for each bit with the knowledge that $p_0 + p_1 = 1$. Also, equations (7.4) and (7.5) are used to calculate $Y$.

As it is proven that $n_1$ can be approximated as a Gaussian distributed random variable with mean $\mu_1$ and standard deviation $\sigma_1$ whose PDF is

\[
f(n_1) = \frac{1}{\sqrt{2\pi}\sigma_1} \exp\left[\frac{-(n_1 - \mu_1)^2}{2\sigma_1^2}\right]dn_1,
\]

(7.12)

then the expected mutual information by concurrently considering both $n_1$ and $n_2$
can be expressed as

$$I(X;Y) = \int f(n_1)I(X;Y)|_{n_1}dn_1.$$  \hspace{1cm} (7.13)

In order to calculate MI, we have two terms that represent noise: $n_1$ and $n_2$. We kept the additive noise and we got rid of the effects of he jitter noise by using the conditional MI in (7.11). Actually, for different values of $n_1$, we calculated the MI. Then in (7.13), the expected value of MI is calculated. It is worth saying that the transmitter and the receiver are synchronized [Lin et al., 2017].

### 7.3.2 Different Receiver Size & Detection Threshold

We now consider different receiver size and detection thresholds $C_{th}$. The receiver is a window on the captured image, within which the concentration is calculated. Receiver window size varies from largest to smallest (see Fig. 7.6(a1)): Rx-4>Rx-3>Rx-2>Rx-1. Fig. 7.6(a2) shows the mutual information vs. $p_0$ with different $C_{th}$s. As the receiver window size decreases (Rx-4 to Rx-3), the mutual information decreases.

The solid curves are for Rx-4 which has the largest window size. It is seen that for Rx 4, with the increase of $C_{th}$, the mutual information decreases. The reason is that the increase of $C_{th}$ leads to larger $P(0|1)$ based on (7.8), which further decreases the mutual information. It can also be seen that the largest mutual information is achieved when $p_0 > 0.5$. This is because $P(1|0)$ is smaller than $P(0|1)$, so if $p_0 > 0.5$, etc.
then the error probability decreases and the mutual information increases. Whilst
this is an intuitive and general result in molecular communications (e.g. transmit
more zeroes than ones to minimize ISI), our findings in modeling the underlying
real world noise models and achievable mutual information is still useful for future
research.

From Fig. 7.6, it can be seen that as the window size decreases the mutual
information decreases. We can conclude that using a larger window size of the
captured image results in more information being obtained by the receiver. This
represents an advantage of laser induced fluorescence receivers in comparison to
sensor type receivers which are only capable of sensing concentrations around a
single physical point in space.

7.4 Summary

Quantifying the statistical noise distribution and mutual information with respect to
the key fluid dynamic parameters is important to molecular communication. Here,
we have empirically studied macro-scale molecular signal propagation using a planar
laser induced fluorescence (PLIF) method. We have first statistically characterized
both the additive and jitter noise distribution in steady flow conditions and also
proposed a new channel model for the turbulent case. We found that the mutual
information is maximized under certain transmission strategies and that it varies
with the receiver size.

After showing the linearity of the TDMC channels in chapter 6 and characterising
the noise and MI information in these types of channels in the previous chapter,
we are going to investigate the dissipation of the molecular information in TDMC
channels. This concept is inspired by the concept of the energy dissipation rate of
the turbulent flow. Since the underlying turbulent flow is responsible for carrying
the information particles in TDMC channel, we expect to see a type of correlation
between these two concepts. In the next chapter, we will discuss this correlation in
detail.
Chapter 8

Kolmogorov Turbulence and Information Dissipation in Molecular Communication

8.1 Motivation

According to the Kelvin’s theorem of conservation of the circulation along a fluid contour, or integrated vorticity within the contour, it might be possible that the fate of information molecules is tied to that of vorticity field [Sreenivasan, 1991]. In this sense, we consider the concentration of molecules as a passive scalar that do not have any dynamical influence on the vorticity field. This is an huge assumption especially when the molecules are injected into another fluid which causes shear stress between the mean flow and the ejected molecules. In this chapter, we are going to observe the correlation of information cascade and energy cascade of the turbulence.

For this purpose, waterborne chemical plumes are studied as a paradigm for representing a means for molecular communication in a macro-scale system. Results from the theory of fluid turbulence are applied and interpreted in the context of molecular communication to characterize an information cascade, the information dissipation rate and the critical length scale below which information modulated onto the plume can no longer be decoded. The results show that the information dissipation decreases with increasing Reynolds number and that there exists a theoretical potential for encoding smaller information structures at higher Reynolds numbers.
8.1.1 Review of Similar Works

The information transmission in MC is closely associated with the physics of fluid dynamics. At nano-scale the physical conditions are such that the main mechanism of transport is mass diffusion [Nakano et al., 2013]. Therefore fluid turbulence, for which other transport mechanisms are relevant, have hitherto hardly been considered at all in the context of MC. Nevertheless, MC is obviously not restricted to nano-scales, as demonstrated by insect and crustacean pheromone signaling [Wyatt, 2014]. Here turbulence does become a crucial issue affecting the reliability of the message transfer [Unluturk and Akyildiz, 2017b].

The conceptual framework for the theoretical description of fluid turbulence was defined by Kolmogorov [Kolmogorov, 1941a,b]. In the idealized scenario of homogeneous, isotropic turbulence - that is turbulence which is statistically invariant under translations and rotations, Kolmogorov’s approach was based on Richardson’s notion that larger eddies in a turbulent flow field are unstable and break up into successively smaller eddies. Thereby a cascade is created by which energy is transferred from the largest to the smallest length scales. The energy is eventually dissipated by the viscosity at a critical smallest length scale (cf. [Pope, 2001; Davidson, 2015]).

The paradigm for MC at the macro-scale with turbulence is both abundant in nature and useful technologically (e.g. sensing contamination in underground water networks). In many such cases, these plumes carry a biological signal (e.g. communication mediated by pheromones [Wyatt, 2014; Weissburg, 2010; Breithaupt and Thiel, 2010; Weissburg et al., 2002]) and in others the chemical plume patterns are a proxy signal for a hazardous process (e.g. oil leakage [Lu et al., 2012] and source localisation [Naeem et al., 2007; Pang and Farrell, 2006]).

If the information is embedded in the physical pattern of the plumes, controlling chemical plumes then becomes an essential aspect beneficial to health and safety of marine life. Quantities such as the concentration amplitude level [Kuran et al., 2011] and spatiotemporal characteristics [Huang et al., 2019; Huang et al., 2019; Kennedy et al., 2018; Ozmen et al., 2018] can be used for information encoding. The information modulated onto the chemical plume then propagates through the transmission channel and eventually arrives at the receiver side, where the proper signal detection schemes recover the transmitted information [Llatser et al., 2013; Khaloopour et al., 2019].

In terms of fluid dynamics the chemical used to encode the information represents a passive scalar. That is a quantity which has no dynamic influence on the ambient turbulence itself. The concentration of the chemical varies in space and time as it becomes mixed and distributed by the turbulent flow. From an information-
theoretical point of view, the velocity field of the chemical plume contains a certain amount of information. This is so because the velocity field near the emitter of the plume is correlated to the velocity field some distance away [Cerbus and Goldburg, 2013; Granero-Belinchon et al., 2016; Davidson, 2015; Atthanayake et al., 2018].

The goal here is to introduce established theoretical concepts for the energy cascade of turbulence and for the mixing of passive scalars, and apply these to chemical plumes as an example for a macro-scale MC system, interpreting the results from the viewpoint of information theory. The aim is to find the critical smallest length scale below which information modulated onto chemical plumes by means of a passive tracer can no longer be decoded and the rate at which information is dissipated.

8.2 Channel Configuration

Experiments were conducted inside a water channel which is explained in Section 3.3.1. The experimental arrangement is schematically illustrated in Fig. 8.1. The
receiver comprises an Ultrasonic Velocity Profiler (see Section 3.3.3) combined with a CYCLOPS-7 Submersible Fluorometer (see Section 3.3.5) such that it can concurrently measure the flow velocity and the tracer concentration.

The velocity component in the main flow direction inside the channel is measured as a function of time $t$ and distance $x$ from $Rx$ and referred to by $u(t, x)$. The time-averaged mean flow velocity at any particular location in the flow field is denoted by $u_0$ and its associated fluctuating component is $u'$. Similarly the tracer concentration is $C(t, x)$ with random fluctuation (variance) $\langle C^2 \rangle$. On-off keying (OOK) modulation [Shi and Yang, 2017], a special case of the binary concentration shift keying, is used for the tracer release at $Tx$. Note that in OOK, the transmission of bit ‘1’ is represented by the emission of a chemical plume for a time period of $t_p$, while the bit ‘0’ message corresponds to a period of no tracer release.

### 8.3 On-off Key Dye Injection

#### 8.3.1 Injection Mechanism

Single emission and consecutive emissions are considered for OOK dye injection. In single emission, 10 mL of fluorescent tracer liquid (the information carrier) is
released into the channel for a period of \( t = 2.5 \text{s} \). A perfect step-pulse release is unrealistic. Therefore the concentration profile in steady turbulence at a location 1 m downstream of the injector (transmitter) is considered as the release function (see Fig. 8.2(a1)) representing bit ‘1’. The superposition of 10 single emissions in 3 different locations downstream of the injector is displayed in Fig. 8.2(a2-a4). The distribution of the peak amplitudes at each location is displayed in the inset of each of Fig. 8.2(a2-a4). The figures reveal that the variance of the peak amplitudes decreases with distance from the transmitter. The consecutive-emission scenario is illustrated in Fig. 8.2(b1-b4). The symbol duration for each bit ‘1’ is \( t_p = 7.5 \text{s} \) with time delay \( \Delta t_p = 5.0 \text{s} \) between each pair of successive puffs. At \( d = 1.0 \text{m} \) downstream of the transmitter, the individual bit ‘1’ is distinguishable but as the distance from the transmitter increases, the effects of ISI on the received signal is intensified in a way that at \( d = 5.0 \text{m} \) a sophisticated detection algorithm is required to detect the received signal.

### 8.3.2 Concentration Data

Figure 8.3 displays raw data for the concentration \( C(t) \) recorded by the Fluorometer for the release of seven consecutive bit ‘1’ symbols in steady turbulence. The Fluorometer was located \( d = 1.0 \text{m} \) downstream of Tx, the symbol duration for each bit ‘1’ is \( t_p = 7.5 \text{s} \) with time delay \( \Delta t_p = 5.0 \text{s} \) between each pair of successive puffs. Data for the three different release Reynolds numbers \( Re_0 \) are included.

Figure 8.3 shows that the information at higher \( Re_0 \) arrives at Rx earlier than those with lower \( Re_0 \) resulting from higher mean velocity \( U_0 \) at higher \( Re_0 \). The result to note from Fig. 8.3 is that the tracer concentration detected by the Fluorometer decreases substantially with increasing Reynolds number. This reflects increased turbulence levels and, associated, more effective mixing at higher \( Re_0 \). The significant reduction in the signal amplitude can degrade the so-called bit error rate (BER) performance. This is an important index characterizing the reliability of a communication system. It is defined as the ratio of incorrectly decoded bit number to the total transmitted bit number; such that lower BER values represent better performance.

Figure 8.4 compares measured concentration levels for the seven-bit sequence of Figure 8.3 at \( Re_0 = 16,000 \) for steady turbulence to a corresponding bit sequence for modified turbulence existing when the obstacle is in place. The figure reveals that the concentration levels for the modified turbulence are substantially lower than those for the steady turbulence. This signal attenuation implies that the turbulence generated by the obstacle has significantly increased the mixing efficiency.
Figure 8.3: Seven-bit signal sequences for the tracer concentration, for three different values of the Reynolds number $R_{e0}$, in steady turbulence.

The measurements revealed that the obstacle leads to an almost tenfold increase of the turbulence level $\langle u'^2 \rangle$ in comparison to steady turbulence in the absence of the obstacle.

### 8.4 Turbulent Velocity Signal

To quantify the different length scales of a turbulent flow the spatiotemporal variation of the velocity field is required. Figure 8.5 and Fig. 8.6 illustrate examples of such variations obtained from our experiments. Figure 8.5 displays the temporal variation of the flow velocity $u(t)$ at a point $d = 1.0$ m downstream of $T_x$. The random nature of the signal reflects that a wide range of frequencies associated with the hierarchy of tangled eddies of varying sizes are embedded in the turbulent flow. Lower frequency components are associated with large eddies and higher frequency components correspond to smaller eddies.

Whilst Fig. 8.5 illustrated temporal velocity fluctuation Fig. 8.6 shows a
Figure 8.4: Seven-bit signal sequences for the tracer concentration for steady turbulence at $Re_0 = 16,000$ in comparison to data for the corresponding flow in the modified turbulence.

spatial velocity variation $u(x)$ of a flow section at a particular instance in time. The large-scale fluctuations in the lower plot of Fig. 8.6 qualitatively reflect the approximate scale of the largest eddies. A quantitative measure of this scale follows below.

### 8.4.1 Velocity Correlation and Integral Length Scale

The correlation function is one main tool for analyzing velocity data in fluid turbulence. It can be used to assess the distance required between sample points in the flow field for the velocity values to become effectively uncorrelated. The velocity correlation is given by the ensemble average [Davidson, 2015]

$$R_{xx} = \int_{-\infty}^{\infty} u'(x)u'(x+r)dr = \langle u'(x)u'(x+r) \rangle .$$

(8.1)

The associated longitudinal velocity correlation function is a dimensionless
component of $R_{xx}$ given by [Davidson, 2015]

$$f(r) = \frac{R_{xx}(r)}{R_{xx}(r = 0)} \quad (8.2)$$

and satisfying $f(r = 0) = 1$.

The integral scale $l$ characterizes the extent of the region where velocities are appreciably correlated. It represents the length scale of the largest eddies containing most of the energy (cf. Fig. 8.6) and it is given by [Davidson, 2015]

$$l = \int_{0}^{\infty} f(r) dx \quad (8.3)$$

### 8.4.2 Energy Cascade

According to the Wiener–Khinchin theorem [Chatfield, 2004] the Fourier transform $\tilde{f}$ of the autocorrelation function $R_{xx}$ of (8.1) yields the one-dimensional energy spectrum $E(k)$ of $u'$
Figure 8.6: Spatial variation of velocity, $u(x)$ over a section extending 185 mm upstream of Rx, which itself was located $d = 1$ m downstream of Tx.

$$\mathcal{F}[R_{xx}] = 2\pi|U(k)|^2 = E(k)$$ (8.4)

where $U(k) = \mathcal{F}(u')$ is the Fourier transform of $u'$ and $k$ is the wavenumber.

Figure 8.7 displays the energy spectrum of the velocity field as a function
Figure 8.7: Energy spectrum for three different values of the Reynolds number $Re_l$ of the large eddies.

of the wavenumber $k$. Data are shown for three different values of a large-scale Reynolds number defined as $Re_l = l u_l / \nu$. Here $u_l$ is velocity of the largest eddies for which estimates can be inferred from the measured UVP data. The figure reveals that the data approach $E \propto k^{-5/3}$ for increasing $Re_l$. To readers unfamiliar with fluid dynamics we highlight that this relation between $E$ and $k$, at high Reynolds number, represents one of the most celebrated results in turbulence and is referred to as the Kolmogorov five-thirds law. The fact that the $-5/3$ dependence is obtained for the present measurements gives us confidence in our UVP velocity data.

While the integral scale of (8.3) represents the measurable scale of the largest eddies the size of the smallest eddies, $\eta$, and their associated velocity $u_\eta$ cannot be resolved experimentally; they have to be obtained from theoretical consideration. A Reynolds number associated with these two quantities is defined as $Re_\eta = \eta u_\eta / \nu$.

It is known (cf. [Davidson, 2015]) that most eddies break up on a time scale of their turn-over time. For the largest eddies this time scale is $l / u_l$. Therefore the rate at which energy (per unit mass) is transferred down the energy cascade from the largest eddies is [Davidson, 2015]

$$\epsilon_l = \frac{u_l^2}{l / u_l}. \quad (8.5)$$

The energy cascade comes to a halt at small scales where the viscous forces are dominant and $Re_\eta$ will be of order unity. The rate of dissipation of energy at the smallest scales is given by (cf. [Davidson, 2015]),

$$\epsilon_\eta = \frac{\nu u_\eta^2}{\eta^2}. \quad (8.6)$$

When the turbulent flow is statistically steady, the rate of the generation and dissipation of energy at large and small scales are the same. If this were not the
case, then energy would accumulate at an intermediate scale. From (8.5) and (8.6) it therefore follows that

\[
\frac{u_3^2}{l} \sim \frac{\nu u_\eta^2}{\eta^2}. \tag{8.7}
\]

The Reynolds number \(Re_\eta = \eta u_\eta / \nu\) at smallest scales, where viscous forces dominate, must be of order unity. Rearranging (8.7) by considering \(Re_\eta \sim 1\) yields

\[
\eta \sim l Re_l^{-3/4}. \tag{8.8}
\]

The expression in (8.8) provides a means to quantify the smallest scale \(\eta\) of the turbulent energy cascade based on the known size \(l\) of the largest eddies and their associated Reynolds number \(Re_l\). The length scale \(\eta\) and the velocity scale \(u_\eta\) are referred to as the Kolmogorov microscales [Davidson, 2015].
Figure 8.9: Variation of information dissipation rate $\epsilon_c$ of the molecular signals with distance $d$ from Tx for three different values of the Reynolds number $Re_l$ for modified turbulence.

8.5 Results and Discussion

8.5.1 Information Length Scale

Analogous to the Kolmogorov microscale $\eta$ for turbulence, one can define a characteristic length scale, $\eta_c$, for the molecular information. When the length scale of the eddies is smaller than $\eta_c$, the propagation of the information molecules is dominated by diffusion. The kinetic energy of the molecules is small and the Reynolds number $Re_\eta$ is of order unity. Therefore inertial effects are negligible and viscous forces cause dissipation of energy.

The length scales $\eta$ and $\eta_c$ are related by the Schmidt number (cf. [Davidson, 2015]). This non-dimensional number is defined as $Sc = \nu/\alpha$ and characterizes the ratio of momentum diffusivity, $\nu$, and mass diffusivity, $\alpha$. When $\nu > \alpha$ then vorticity diffusion is more effective than the diffusion of $C$ and vice versa.

For the current experiments with Rhodamine in water the data of [Culbertson et al., 2002] provide $Sc \sim 2100$. This value implies that the diffusion of vorticity
is substantially more effective than mass diffusivity. Therefore it is expected that a fine-scale structure of the concentration will develop such that $\eta_c < \eta$.

For high Schmidt number, $\eta$ and $\eta_c$ are related by [Davidson, 2015]

$$\eta_c \sim \eta \left(\frac{\alpha}{\nu}\right)^{1/2}. \quad (8.9)$$

Thus, for $Sc = 2100$ one has $\eta_c/\eta \approx 0.02$. The range between $\eta_c$ and $\eta$ is referred to as the viscous-convective subrange in the literature [Davidson, 2015]. From (8.8) and (8.9) one finds for the current study where $Re_l = 23,260,875$ that $\eta_c = 0.011, 0.0084, 0.0049$ mm, respectively. Thus, $\eta_c$ decreases with increasing $Re_l$. This implies that, theoretically, smaller information structures can be embedded in flows at higher Reynolds numbers.

In the context of MC the main implication of these considerations is that $\eta_c$ is the theoretical smallest scale for which messages from a molecular signal concentration can be decoded. For values that lie below the diffusion-dominated scale $\eta_c$, it will no longer be possible to recover the original signal.

### 8.5.2 Information Dissipation Rate

In the preceding section $\eta_c$ is the transition length scale between the energy containing and diffusion-dominated length scales. As is discussed in [Davidson, 2015] the quantity arises from considerations that suggest that the energy cascade resulting in the energy dissipation rate of (8.5) should be accompanied by a corresponding cascade of $\langle C^2 \rangle$. The discussions conclude that when the same mechanism is used to create the turbulence and the scalar fluctuations, as is the case in our experiments, then the flux of scalar $\langle C^2 \rangle$, can be estimated by [Davidson, 2015]

$$\epsilon_c \sim \frac{\langle C^2 \rangle}{l/u}. \quad (8.10)$$

The expression in (8.10) warrants a comment. In conventional diffusion-based MC, at nano scales, the of the concentration $\langle C^2 \rangle$ is ordinarily regarded as resulting from random noise with constant probability distribution [Nakano et al., 2013; Abbaszadeh et al., 2019]. Similarly, in steady homogeneous isotropic turbulence the statistics of the noise of the channel would not change with location such that $\langle C^2 \rangle$ would also remain constant. However, in the presence of a disturbance-generating device, such as the turbulence-generating obstacle in Fig. 8.1, the variance $\langle C^2 \rangle$ is modified according to the particular characteristics of the device in place and, therefore, $\langle C^2 \rangle$ changes with the spatial separation from the device. Thus, the device-specific modifications of $\langle C^2 \rangle$ become an inherent part of the MC channel.
Figure 8.8 displays the decrease of \( \langle C^2 \rangle \) as a function of the distance \( d \) from Tx in the downstream flow field of the obstacle for three different values of \( Re_l \). The figure also reveals that, in the present case one has, approximately, \( \langle C^2 \rangle \propto d^{-3.3} \).

Similar to (8.5), the information dissipation rate \( \epsilon_c \) of (8.10) is calculated using the length scale \( l \) and the velocity scale \( u \) for the largest eddies which can be inferred from signals measured by the UVP probe (cf. Fig. 8.6). Figure 8.9 displays \( \epsilon_c \) as a function of the distance \( d \) for three different values of the Reynolds number \( Re_l \).

The figure reveals two results. Firstly, the information dissipation rate decreases with increasing distance \( d \) from Tx. This means that, as the information carrying tracer gets diluted to successively lower concentrations the rate at which it dilutes further must decrease. Secondly, at any particular distance \( d \) the information dissipation rate also decreases with increasing \( Re_l \).

For comparison to \( \epsilon_c \) of Figure 8.9 the energy dissipation rate \( \epsilon_l \) from (8.5) is displayed in a corresponding plot in Fig. 8.10. Figure 8.10 shows that \( \epsilon_l \) also decreases with increasing distance \( d \). Most importantly, however, the figure reveals...
Figure 8.11: Superposition of temporal concentration variations for seven individual bit ‘1’ and bit ‘0’ signals in modified turbulence and their associated respective mean curves for three different values of the Reynolds number $Re_l$ ($d = 1.5$ m).

that, contrary to $\epsilon_c$, for any particular distance $d$ the value of $\epsilon_l$ increases with $Re_l$.

The result that the information dissipation rate $\epsilon_c$ decreases with increasing $Re_l$ may appear counter intuitive because stronger turbulence levels at higher Reynolds numbers have increased energy dissipation rates. However, increased turbulence leads to more efficient scalar mixing and, therewith, the power of the molecular signal quickly reduces to low levels. Accordingly the information dissipation rate necessarily reduces due to the remaining low information content available. This issue is illustrated in Fig. 8.11. The figure shows the superposition of seven individual bit ‘1’ and bit ‘0’ signals together with their associated respective mean curves in the modified turbulence. The figure illustrates that the information amplitude has reduced to low levels for the highest value of $Re_l$.

In summary, the issues of turbulence and mixing of passive scalars are of fun-
damental relevance to macroscale MC systems. From the viewpoint of information theory, it is important to understand that the energy cascade and the associated information cascade are interrelated and they cannot be examined separately.

8.5.3 Mutual Information

In the current context, the transmitted signal is represented by the concentration of ejected fluorescent liquid, and the corresponding received signal is the concentration at the receiver with the unsteady turbulence background. We saw in the previous chapter that the mutual information between the scalar input and output random variables $X$ and $Y$ quantifies the uncertainty reduction of the random variable $X$ or $Y$, given the observation of another one.

$$I(X;Y) = H(X) - H(X|Y) = H(Y) - H(Y|X)$$

$$= \sum_x \sum_y P(X = x, Y = y) \log \frac{P(X = x, Y = y)}{P(X = x)P(Y = y)}, \quad (8.11)$$

where $H(\cdot)$ is the entropy function, and $P(\cdot)$ represents the probability. Note that the probability distribution functions are required to obtain the analytical mutual information.

To avoid the strong turbulence effect in the near field, the concentration value with steady turbulence at $d = 1 \text{ m}$ can be sampled as the transmitted signal. In each realization, the transmitted concentration signal has a sharply rising trend to reach its peak at the first stage, and it then undergoes a rapid decline.

Since there are multiple samples of the transmitted signal, we may further consider the mutual information between the $n$-dimensional random vector $(X_1, X_2, \ldots, X_n)$ and random variable $Y$. To find the dependency between the samples of the transmitted signal at different times, mutual information can be used as the metric [Noel et al., 2014]. Without loss of generality, we consider $I(X_1, X_2)$, where $X_1$ and $X_2$ are the observation random variable sampled at $t_1$ and $t_2$, and their time difference is defined by

$$\Delta t = |t_2 - t_1| = nT_s, \quad (8.12)$$

where $n$ is an integer, and $T_s$ represents the sampling period. Due to the absence of probability density functions, we resort to Kraskov’s method, which provides a way for mutual information estimation that only requires the data set of random variables [Kraskov et al., 2004]. In light of this, the roughly estimated mutual information between the samples that has various time difference is shown in Fig. 8.12.
Figure 8.12: $I(X_1; X_2)$ with various $\Delta t$.

Intuitively, the neighbour samples have strong dependency.

By using the chain rule [Cover and Thomas, 2006], we have

$$I(X_1, X_2, \ldots, X_n; Y) = \sum_{i=1}^{n-1} I(X_i; Y|X_1, X_2, \ldots, X_{i-1}).$$  \hspace{1cm} (8.13)

Hence, compared with (8.11), one may obtain higher mutual information by using the random vector as input instead of the scalar random variable. Yet, its computation requires more probability distribution functions, making the analytical results hard to obtain.

8.6 Summary

Waterborne chemical plumes were studied as a paradigm for a means of MC at macro scales. In experiments information was modulated onto chemical plumes represented by means of pulse sequences of a fluorescent tracer. As fluid turbulence mixes the tracer with the ambient carrier fluid and spatiotemporal concentration fluctuations
are established in the flow field whose development is governed by the background turbulence field.

Results from the theory of fluid turbulence describing the turbulent energy cascade were applied and interpreted in terms of a corresponding information cascade associated with the mixing of the tracer. This enabled characterizing the theoretical critical information micro-scale below which information modulated onto the plume can no longer be decoded. This scale decreases with increasing turbulence which implies a theoretical potential for encoding smaller information structures at higher Reynolds number. Moreover, the information dissipation rate was found to decrease for the increased turbulence levels at higher Reynolds number. The latter result arising due to more efficient mixing at higher Reynolds numbers which decreases the remaining power of the molecular signal.

In summary, we started by quantifying the uncertainty in the transmitter. After that, we focused on the channel part of the communication system. We proposed channel model and quantified the information cascade in TDMC channels. Until now, we have not discussed about the receiver of the communication system. In order to investigate the receiver, we will take a detour to the micro-scale MC and we will design a receiver experimentally that can detect molecules of sizes nano and micron. The reason behind this is to get a rough idea that how small scale detection works. This would pave the way for the future studies to encode tons of information on the DNA and other proteins.
Chapter 9

Experimental Design of Single Molecule Sensing

9.1 Motivation

The goal of the final part of the project, which focused on macroscopic molecular communication, is to begin a short exploratory/preliminary study to investigate the feasibility of micro/nano communication. To this end, we have developed an experimental set up and designed a detector (biosensor) in order to sense Bovine Serum Albumin (BSA) protein molecules by means of a nanopore [Wanunu, 2012]. In principle, nanopore works based on the simple resistive pulses and the molecules can be detected by the exclusion of ions when they go through a nanoscale channel. Our results show that the sensor works efficiently in detection of BSA molecules. In future, this system can be employed to decode the information from DNA molecules.

It is emphasized that it was not the intention to proceed all the way to conducting experiments employing DNA. This is currently substantially beyond Warwick’s capabilities and beyond the scope of the project. The goal here is to begin exploring the challenges lying ahead and involved in progressing to micro/nano research in a follow-on PhD project to be conducted by another student.

9.1.1 Review of Nanopore Sensing

Nanopore is a single-molecule sensor that allows biomolecules such as DNA, RNA, protein, non-biological polymers, etc. to be detected in a label-free manner. Due to the fact that biological analytes are often hard to detect purely on basis of their intrinsic physical properties, biosensors often require labels such as enzymes and fluorescent or radioactive molecules attached to the targeted analyte. As a result,
the final sensor signal corresponds to the amount of labels, representing the number of bound target molecules. As a drawback, label-based technologies are often labor- and cost-intensive as well as time-consuming. In addition, labeling of biomolecules can block active binding sites and alter the binding properties. Altogether, this may adversely affect the affinity-based interaction between the recognition elements and the target molecules. In contrast, label-free biosensing technologies, by definition, do not require the use of labels to facilitate measurements. Instead, they utilize intrinsic physical properties of the analytes, such as molecular weight, size, charge, electrical impedance, dielectric permittivity, or refractive index, to detect their presence in a sample. Label-free biosensing methods have made enormous progress in recent years due to their ability for rapid and inexpensive bio-detection in small reaction volumes. Moreover, they lend themselves for integration into lab-on-chip platforms and allow monitoring the concentration of target analytes in real time.

Physically, nanopore refers to thin and highly insulating membrane that has a nanometer sized channel [Wanunu, 2012]. Nanopore is a bridge between two reservoirs (see Fig. 9.1), so analytes and electrolyte solution can only pass through this nanochannel to go to another reservoir. The main driving force is an electric field which induces an ionic current that is proportional to the cross-sectional area and length of the nanochannel. When an individual analyte passes through the nanopore, the pore conductance changes according to the size and surface charge of the analyte [Hoogerheide et al., 2009]. This translocation event is sensed by nanopore and an ionic current drop is observed in the received signal (see Fig. 9.1).

David Deamer visualised the concept of nanopore sensing in his notebook for the first time in 1989 [Deamer et al., 2016] and six years later, it was filed as a patent [Church et al., 1998]. In 1996, the first nanopore that made from α-hemolysin1 has been used for sensing nucleic acid [Kasianowicz et al., 1996]. They showed that single stranded DNA (ssDNA) can successfully passes through the α-hemolysin by the electrophoresis forces and they observed ionic current drop during ssDNA translocation. In order to confirm that ssDNA passed the nanopore, they employed polymerase chain reaction2 (PCR) followed by gel electrophoresis3 of the solution in the opposite reservoir. They envisaged nanopore as a tool for the next

---

1. α-hemolysin is a natural protein secreted by *Staphylococcus aureus*.
2. Polymerase chain reaction (PCR) is a method widely used to rapidly make millions to billions of copies of a specific DNA sample, allowing scientists to take a very small sample of DNA and amplify it to a large enough amount to study in detail.
3. Gel electrophoresis is a method for separation and analysis of macromolecules (DNA, RNA and proteins) and their fragments, based on their size and charge. It is used in clinical chemistry to separate proteins by charge or size (IEF agarose, essentially size independent) and in biochemistry and molecular biology to separate a mixed population of DNA and RNA fragments by length, to estimate the size of DNA and RNA fragments or to separate proteins by charge.
Figure 9.1: Schematic of nannochannel. The nanoparticles are added to the trans reservoir and they are driven into the nanopore by electrophoresis force. Grounded Ag/AgCl electrode is placed in trans and active Ag/AgCl electrode is placed in cis.

generation DNA sequencing and they claimed that the spatiotemporal resolution and mechanical robustness of nanopore needs improvements for practical use. In 1999, Akeson et al. [1999] showed that nanopore is able to discriminate between different nucleotides such as polyadenine, polycytosine, and polyuracil. They showed that each nucleotide generates a unique ionic current drop in terms of magnitude and duration during translocation through $\alpha$-hemolysin nanopore. The main problem that they faced was the translocation speed and they claimed that slower translocation is required in order to resolve each single molecule. Therefore, several strategies have been proposed to slow down the translocation of nucleotide [Howorka et al., 2001; Venkatesan and Bashir, 2011; Derrington et al., 2010]. One of the state-of-the-art idea was to employ phi29 DNA polymerase enzyme in order to reduce the translocation speed. This enzyme was bound to DNA and slowed down the translocation. [Cherf et al., 2012; Schneider and Dekker, 2012].

In early 21 century, the solid-state nanopores have been emerged for the first time. Solid-state nanopores do not have the limitations associated with the biological nanopores (e.g. $\alpha$-hemolysin) such as physical and chemical instability and unmodifiable pore size [Li et al., 2001; Dekker, 2007; Storm et al., 2003]. Inspired by biological nanopores, conventional solid-state nanopores are made by perforating a nanopore in 10-20 nm freestanding membrane silicon nitride (SiN) that is supported
by a silicon (Si) substrate. Solid-state nanopore has adjustable pore size and it is robust in contact with various biomolecules. The problem of translocation speed in solid-state nanopore is more important than biological nanopore since the speed is few orders of magnitude faster in solid-state nanopore [Venkatesan and Bashir, 2011]. Several solutions have been reported to solve the translocation speed problem: changing experimental conditions such as changing the electrolyte solution [Fologea et al., 2005; Kowalczyk et al., 2012], employing optical or magnetic tweezers to drag the analyte molecules to the nanopore [Hyun et al., 2013; Keyser et al., 2006a,b], decorating the nanopore surface chemically to drag molecule by surface interaction [Banerjee et al., 2015; Larkin et al., 2013; Krishnakumar et al., 2013; Squires et al., 2013].

Another major problem associated with the solid-state nanopores is low spatiotemporal resolution. In 2010, graphene membrane was proposed to improve the resolution of the solid-state nanopores [Garaj et al., 2010; Merchant et al., 2010; Schneider et al., 2010]. After that, other materials such as hexagonal boron nitride (h-BN) [Park et al., 2016] and molybdenum disulfide (MoS2) [Feng et al., 2015] were reported. After that, the glass nanopipettes has been proposed as a cost-effective and high-sensitive nanopores [Kong et al., 2016]. The fabrication of glass nanopipettes is easier than previous solid-state nanopores and it allows the user to precisely control the dimensions of the nanopore. Recently, several companies such as Oxford Nanopore Technology and Ionera have succeeded in producing commercial nanopores [Jain et al., 2016].

9.2 Experimental Set-up

9.2.1 Device Fabrication

The capillary tubes that are used in this experiment are made of quartz with inner diameter 0.2 mm and outer diameter 0.5 mm and containing a fused filament. In order to clean the capillaries, they are sonicated in acetone for 30 min followed by drying. A laser assisted capillary puller (Sutter P-2000) is used to draw down the capillary to nanometer scale. The capillary puller applies forces to the two end of the capillary while a CO2 laser is concentrating on the centre of the capillary and melting the quartz. Finally, the capillary tapers down and breaks up into two pieces at the centre of the capillary. In order to measure the size of the nanopore, Transmission Electron Microscopy (TEM) is employed and it shows that the size of the nanopore is 30 nm (see Fig. 9.2). The next step is to place the capillary in a polydimethylsiloxane (PDMS) in order to reduce the electrical noise. For this purpose, a mold is 3D printed.
with ABS filament which is durable in high temperature. Then, PDMS is prepared by mixing elastomer and curing agent in a ratio of 10:1 and it is cured in the mold at 60°C for 24 h. The glass capillary are placed in a groove located in the cured PDMS and then, it is bonded to a glass slide by plasma. For the sealing of the area between the capillary and PDMS, we poured uncured PDMS on the capillary and baked it at 120°C for to cure PDMS. The electrolyte solution that we used for the experiment was 10 mM Tris–EDTA (pH = 8.0) buffer and 1 M KCl. Also, we added 16 nm BSA protein to the solution and we tried to detect it. A grounded Ag/AgCl electrode is placed in the reservoir faced the nanopore (trans) and the active Ag/AgCl electrode is placed in the other reservoir (cis).

9.2.2 Electrical Measurements

As illustrated in Fig. 9.3(a), the main electrical components are 1) amplifier (Multi-Clamp 700B), 2) oscilloscope (Digidata 1550B). Amplifier is a computer-controlled microelectrode device that is used for electrophysiology and electrochemistry. The amplifier can support up to two headstages. Headstages convert the voltage to the
Figure 9.3: a) MultiClamp 700B amplifier to generate voltage difference, and Digi-
data 1550B digitiser to record the acquired current signal, b) Glass capillary that is
placed in the PDMS and two electrodes are connected to the the headstage. Head-
stage is the bridge between the capillary and amplifier.

current. The current signal is filtered at 20 KHz with a 6 pole Bessel filter. The
oscilloscope is a high-resolution, low-noise digitiser that is particularly designed for
electrophysiology experiments. The oscilloscope sends and receives signals from mi-
croelectrode amplifiers. In this experiment, the current is recorded at 100 KHz
sampling rate with 16 bit resolution using pClamp software. Current traces are
analysed in Clampfit software which has been designed for Digidata 1550B.

9.3 Results

Current-Voltage (IV) diagram for the KCl electrolyte solution with the concentra-
tion of 1 mM $^4$, 10 mM, and 100 mM is illustrated in Fig. 9.4. Based on the Ohm’s
law, a linear relationship should exist between the voltage and current. According
to Fig. 9.4, by increasing the voltage from -200 mV to +200 mV, the ionic current
increases linearly for different KCl concentrations. This verifies the system perfor-

$^4$mM is the molar mass of KCl solution. Molar mass is the mass of the KCl sample divided
by the amount of substance in that sample, measured in moles.
mance based on the Ohm’s law. Also, by increasing the concentration of electrolyte solution, the slope of IV diagram increases. This is because of increasing the number of ions travelling through the nanopore.

In the next step, BSA nanoparticles are added into cis reservoir and 100 mV is applied across the channel. The isoelectric point (pI) of the BSA protein is ranging from 5.1 to 5.5 pH [Peters Jr, 1985]. Therefore, the BSA protein has negative surface charge at pH~8. It is noteworthy that the isoelectric point, is the pH at which a molecule carries no net electrical charge or is electrically neutral in the statistical mean. Since BSA protein has negative surface charges, they move towards the oppositely charged electrode and there will be a balance between the force trying to move it towards the electrode, the electrostatic force and the friction force due to the viscosity of the liquid. The resulting terminal velocity will be proportional to the electric field and the proportionality constant is called the electrophoretic mobility, $\mu_e$ and it is given by:

$$v_e = E\mu_e$$  (9.1)

where $v_e$ is electrophoretic velocity (measureable), $E$ is electric field strength (defined), and $\mu_e$ is the electrophoretic mobility (calculated). The raw ionic current signal is illustrated in Fig. 9.5. Each spike in the signal is called event. The events show that the BSA molecules have arrived to the nanopore and they have obstructed the passage of KCl ions. The detection threshold is considered -9 pA which means that if the spike amplitude (current-drop) is less than -9 pA, the BSA molecule has passed the nanopore, and if it is more than -9 pA, the spike may occur due to the noise (See Fig. 9.6). From the shape of an individual event, useful information about the physical and chemical properties of the BSA molecules can be inferred. Other than that, the statistics of the events give useful information about the analytes.

One of the interesting statistic is event charge deficit (ECD) histogram. The definition of ECD is the integral of obstructed ionic current over the duration of an event, $\int \Delta I(\text{event}) dt$. The unit of ECD is kilo electron charge. The ECD is used to distinguish between different forms of proteins. For instance in DNA proteins, if the number of the base pairs is the same, the ECD would be the same regardless of the form of the DNA (linear, circular relaxed, or supercoiled form) and vice versa. According to Fig. 9.7, the fitted Gaussian function to the histogram is narrow and has small standard deviation which confirms that the form of the BSA molecules are the same. Another useful statistic is the peak amplitude histogram. At nanoscale, it is difficult to make sure that all the particles have the same size. To understand whether the particles are monodisperesed or not, peak amplitude histogram can be
Figure 9.4: I-V diagram for three different concentrations of KCl electrolyte solutions.

Figure 9.5: The raw ionic current signal acquired in this experiment. The spikes show that the BSA molecules are passing through the nanopore. Each individual current drop is associated with one BSA molecule translocation.

used. In other words, same size particles leads to the same peak amplitude. As can be seen in Fig. 9.8, the histogram has Gaussian distribution and thus, we can consider the the particles as monodispersed.
Figure 9.6: Threshold-based signal detection used to detect the BSA molecules when they are passing through the nanopore. The detection threshold is -9 pA.

Figure 9.7: Event charge deficit (ECD) histogram for BSA molecules. It confirms that most of the BSA molecules have the same form.
Figure 9.8: Peak amplitude histogram for BSA molecules. It shows that the BSA molecules are monodisperse.
Chapter 10

Conclusions and Future Work

10.1 Conclusion

The research summarized in this thesis is involved with the investigation of molecular communication in turbulent flow. Information embedded in turbulent flow properties undergo stochastic behaviour when propagating from a transmitter to a receiver. This is due to the high dimensionality and continuous dynamic forces of the environment. Computational fluid dynamics codes and experimental techniques were employed to study molecular communication in complex environments dominated by turbulent flow.

In the first step, we quantified the uncertainty in the transmitter part of the TDMC channels. Polynomial chaos expansion was utilized to show how the uncertainty in input parameters propagates to uncertainty in the received signal. The application of the PCE method results in significant time saving compared to Monte-Carlo simulations. It was shown that the uncertainty in the input parameters is mostly reflected in the peak of the channel response while the tail is not affected. This means that only the signal strength is subject to effects by the uncertainty while the ISI is not. Moreover, the channel response is more sensitive to the uncertainty of the inlet velocity than to the initial concentration.

Afterwards, we concentrated on the channel part of the macro-scale MC systems. In the channel, coherent fluid flow structures was used to transmit the information in turbulent diffusion channels. It was then demonstrated how vortex rings can effectively mitigate ISI. It was shown that the ISI is reduced by one order of magnitude compared to noncoherent puff emissions.

As far as generating the vortex rings requires an accurate methodology, then, we focused on the channel where the transmitter only encode the information on
normal puffs rather than the vortex rings. Before modeling the channel, we investigated the linearity of the turbulent diffusion channel for sequential signal emissions. It was demonstrated that turbulent diffusion channel is linear. Furthermore, the received molecular signal that includes ISI is modelled. The adopted theoretical model utilizes a base of four signal types that includes the adequate information to model the received signal for a sequential emission case. The analytical model enabled formulating the effect of ISI via SIR_n.

Thereafter the statistical noise distribution and mutual information with respect to the key fluid dynamic parameters was quantified. At first, both the additive- and jitter-noise distributions in steady flow conditions are characterised statistically and a new channel model for the turbulent case is proposed. It was found that the mutual information is maximized under certain transmission strategies and that it varies with the receiver size.

Inspired by the energy cascade of the turbulent flow, then, we showed that we can define information cascade concept. Waterborne chemical plumes were studied as a paradigm for a means of MC at macro scales. In experiments information was modulated onto chemical plumes represented by means of pulse sequences of a fluorescent tracer. As fluid turbulence mixes the tracer with the ambient carrier fluid and spatiotemporal concentration fluctuations are established in the flow field whose development is governed by the background turbulence field. Results from the theory of fluid turbulence describing the turbulent energy cascade were applied and interpreted in terms of a corresponding information cascade associated with the mixing of the tracer. This enabled characterizing the theoretical critical information micro-scale below which information modulated onto the plume can no longer be decoded. This scale decreases with increasing turbulence which implies a theoretical potential for encoding smaller information structures at higher Reynolds number. Moreover, the information dissipation rate was found to decrease for the increased turbulence levels at higher Reynolds number. The latter result arising due to more efficient mixing at higher Reynolds numbers which decreases the remaining power of the molecular signal.

The thesis concludes with a preliminary study on experimental micro/nano-scale communication. A biosensor commonly referred to as nanopore was used as a detector for nano-communication systems. It was shown that the nanopore could detect 16 nm BSA protein molecules. This paves the way for future experimental studies in micro/nano-scale communication to detect information embedded in DNA strands.
10.2 Future Work

10.2.1 Suggestions for Macro-scale MC

Future studies on macro-scale MC can focus on

- Analysing the mutual information of the turbulent case, where noise is non-Gaussian, and use these statistical noise models to analyse the impact on communication reliability, and design superior modulation coding schemes,

- Investigating the molecular MIMO and see how different molecular signals will affect each other in lateral direction and explore the notions of spatial diversity,

- Focusing on understanding the channel capacity as a function of uncertainty,

- Encoding information on the velocity components of coherent structures such as vortex ring,

10.2.2 Suggestions for Micro-scale MC

As discussed in the last chapter, it is possible to encode information on DNA strands and decode the information by means of nanopore (see Fig. 10.1). Indeed, compared to traditional communication and information systems, DNA communication systems promise to reduce encoding and storage cost by 100x for the same capacity and endurance performance. Furthermore, biological information systems offer a new dimension of secrecy and resilience against standard electronic attacks and countermeasures. Ultimately, DNA could be stored in living organisms. In this case, it would be relied on their capacity to self-replicate for storage (and transmission). However, the amount of continuous information that can be stored in DNA in a living organism is limited as it should not disrupt vital cellular processes.

For future work, it is suggested to develop a simple, yet highly secure, DNA barcode sorting method to enable the retrieval of information from a number of DNA strands. Current strategies rely on the decoding of a long single strand in a laboratory setting [De Silva and Ganegoda, 2016]. For DNA storage and communication to function outside a lab, it will require bacteria hosts. In such a case the long strand must be fragmented in order to fit inside bacteria without disrupting the host’s functionalities. In this case, it is critical to be able to cut a long DNA strand into appropriate fragments and re-assemble them later on. It is also necessary to add a level of security as this is likely to be used in adversarial defence and security environments. So, it is suggested to use low resolution nanopore sensing to read the barcode formed by the combination of 1) the information bearing single carrier strand and 2) a number of
temperature-encrypted complementary short-strands. Every temperature-encrypted strand will be designed so as to have different lengths and therefore hybridise (in specific location) with the information bearing strand at a specific temperature. The system will be optimised so that the barcode coding for the “ID” of the information bearing strand is read at a specific temperature (known by the decoder).

After the barcode is read (at the right temperature), the strand will be passed on to a high temperature stage (above the melting temperature of the barcode forming complementary strands) before reaching a sequencer where the information bearing single strand will be read. This system will therefore enable the researchers to read the information stored on the DNA and assign it a unique ID. This approach is critical when trying to piece together information from various sources, but it can also be useful for additional security encoding such as considering the temperature as a layer of security to avoid eavesdropping in communication channels.
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