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CONFERENCE PROCEEDINGS

ABSTRACT

Maintaining competitiveness in steel manufacturing requires improving process efficiency and production volume whilst enhancing product quality and performance. This is particularly demanding for producing value-added advanced steel grades. In today’s world of high quality steels, cast in near net shape where the ability to control microstructure through thermo-mechanical processes is limited, understanding of the dependence of the solidification structure on the process parameters like fluid flow is of technical importance. Variations of phase evolution across different length scales during solidification resulting from a continuous casting process define the macrosegregation (at the scale of casting) and hence the final properties of the solid steel. Macro scale (10^0 to 10^-3 m) fluid flow during continuous casting washes away the rejected solute ahead of the micro scale (10^-6 to 10^-5 m) solid/liquid interface giving rise to different undercooling levels at different positions of the moving solidification front. With the progress of solidification, the intensity of the washing effect will decrease and the influence of diffusion will come into play, thereby contributing to the macro scale solute profile. Understanding the competition between the crystallographic growth direction and solute transport with casting parameters during the progress of casting will provide an important perspective towards reducing the macrosegregation in the cast product. Stringent quality requirements for the present generation steel grades for automotive applications demand more information into the growing micro scale solute profile mechanism and how it relates to the phenomenon occurring at the macro scale. In order to address the translation of micro scale information into the macro scale, a combined theoretical and experimental approach had been undertaken.

Starting with a single component system, open source phase-field method based solidification model coupled with fluid flow have been developed. Quantitative validation of the solidification model for single component system with experimental results in literature have been done. The developed micro scale model in presence of fluid flow gives an account of the preferred solid/liquid interface growth direction. At different degrees of undercooling, the model predicts the transient nature of the evolving solute profile. The effects of flow velocity and dendrite growth speed on the interface growth direction were separated. Improved theoretical formulations for estimation of the bending angle (defined as deviation from the original growth direction of primary dendrite in absence of fluid flow) were put forward which extends the current knowledge available from literature.

On the experimental part, dendrite bending angle measurements were made in the industrial steel slab samples from a conventional slab caster at Tata Steel in IJmuiden, The Netherlands. The dendrites were found to undergo a change in the growth direction indicating the transition in the fluid flow profile occurring within the mould. Also, the magnitude of the bending angle was found to decrease away from the slab surface. Through the proposed approach of micro-macro coupling an attempt was made to correlate the macro scale fluid flow profile within the continuous casting mould with that of the developed micro scale bending angle formulation. The proposed formulation based on the anisotropy in solid/liquid interface energy was found to fit the experimental deflection angles better than the few available empirical correlations in literature. Line scanning measurements were performed to determine the composition profile of industrial slab samples proving the influence of fluid flow on macrosegregation.
## NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>Deflection angle, degrees</td>
</tr>
<tr>
<td>$\bar{V}$</td>
<td>Liquid velocity, $ms^{-1}$</td>
</tr>
<tr>
<td>$v_{solidification}$</td>
<td>Solidification rate, $cms^{-1}$</td>
</tr>
<tr>
<td>Fe-C</td>
<td>Iron-Carbon</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Melting point, $K$</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Interface energy, $Jm^2$</td>
</tr>
<tr>
<td>$C_0$</td>
<td>Nominal/initial composition, mole fraction</td>
</tr>
<tr>
<td>$T_L$</td>
<td>Liquidus temperature, $K$</td>
</tr>
<tr>
<td>$C_s^*$ or $C_S$</td>
<td>Solid-phase composition at the interface, mole fraction</td>
</tr>
<tr>
<td>$C_L^*$ or $C_L$</td>
<td>Liquid-phase composition at the interface, mole fraction</td>
</tr>
<tr>
<td>$k_{eq}$</td>
<td>Equilibrium distribution/partitioning coefficient</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Boundary layer thickness, $m$</td>
</tr>
<tr>
<td>$k_{effec}$</td>
<td>Effective distribution/partitioning coefficient</td>
</tr>
<tr>
<td>$G_L$</td>
<td>Thermal gradient, $Kcm^{-1}$</td>
</tr>
<tr>
<td>$v_{tip}$</td>
<td>Interface growth speed, $ms^{-1}$</td>
</tr>
<tr>
<td>$\delta_e$</td>
<td>Anisotropy constant</td>
</tr>
<tr>
<td>$t_f$</td>
<td>Local solidification time, seconds or minutes</td>
</tr>
<tr>
<td>Mn</td>
<td>Manganese</td>
</tr>
<tr>
<td>$C_{max}$</td>
<td>Maximum concentration</td>
</tr>
<tr>
<td>$C_{min}$</td>
<td>Minimum concentration</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density, $kgm^{-3}$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Dynamic viscosity, $kgm^{-1}s^{-1}$</td>
</tr>
<tr>
<td>$P$</td>
<td>Pressure, $Nm^{-2}$</td>
</tr>
<tr>
<td>$t$</td>
<td>Time, seconds or minutes</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Phase-field variable</td>
</tr>
<tr>
<td>$2\lambda$</td>
<td>Interface thickness, $m$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Gradient energy coefficient, $J^{1/2}m^{-1/2}$</td>
</tr>
<tr>
<td>$M$</td>
<td>Phase field mobility, $m^3s^{-1}J^{-1}$</td>
</tr>
<tr>
<td>$C$</td>
<td>Composition, mole fraction</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature, K</td>
</tr>
<tr>
<td>$W$</td>
<td>Excess free energy at the interface, $Jm^{-3}$</td>
</tr>
<tr>
<td>$D_T$</td>
<td>Thermal diffusivity, $m^2s^{-1}$</td>
</tr>
<tr>
<td>$\Delta H_m$</td>
<td>Latent heat of melting per unit volume, $Jm^{-3}$</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Material specific heat, $Jm^{-3}K^{-1}$</td>
</tr>
<tr>
<td>$D_S$</td>
<td>Solute diffusivity in solid, $m^2s^{-1}$</td>
</tr>
<tr>
<td>$D_L$</td>
<td>Solute diffusivity in liquid, $m^2s^{-1}$</td>
</tr>
<tr>
<td>$C_{S_{eq}}$</td>
<td>Equilibrium solute compositions of the solid</td>
</tr>
<tr>
<td>$C_{L_{eq}}$</td>
<td>Equilibrium solute compositions of the liquid</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Linear kinetic coefficient, $ms^{-1}K^{-1}$</td>
</tr>
<tr>
<td>$V_m$</td>
<td>Molar volume, $m^3mole^{-1}$</td>
</tr>
<tr>
<td>$R$</td>
<td>Universal gas constant, $Jmole^{-1}K^{-1}$</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity of liquid steel, $m^2s^{-1}$</td>
</tr>
<tr>
<td>$Ni$</td>
<td>Nickel</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>Time step, seconds</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>Grid spacing in $x$ direction, $m$</td>
</tr>
<tr>
<td>$S$</td>
<td>Solidified steel shell thickness, mm</td>
</tr>
<tr>
<td>$z$</td>
<td>Vertical distance from the meniscus along the casting direction, mm</td>
</tr>
<tr>
<td>$\nu_c$</td>
<td>Casting speed, $mmin^{-1}$</td>
</tr>
<tr>
<td>$k$</td>
<td>Solidification coefficient, $mmin^{0.5}$</td>
</tr>
<tr>
<td>Abbreviations</td>
<td>Definition</td>
</tr>
<tr>
<td>---------------</td>
<td>------------</td>
</tr>
<tr>
<td>S/L</td>
<td>Solid/Liquid</td>
</tr>
<tr>
<td>MICRESS</td>
<td>MICROstructure Evolution Simulation Software</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>OpenFOAM</td>
<td>Open Field Operation and Manipulation</td>
</tr>
<tr>
<td>SEN</td>
<td>Submerged Entry Nozzle</td>
</tr>
<tr>
<td>CR</td>
<td>Cooling Rate</td>
</tr>
<tr>
<td>PDAS</td>
<td>Primary Dendrite Arm Spacing</td>
</tr>
<tr>
<td>SDAS</td>
<td>Secondary Dendrite Arm Spacing</td>
</tr>
<tr>
<td>EMBR</td>
<td>Electromagnetic Brake</td>
</tr>
<tr>
<td>WDS</td>
<td>Wavelength-Dispersive Spectroscopy</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning Electron Microscope</td>
</tr>
<tr>
<td>EPMA</td>
<td>Electron Probe Microanalysis</td>
</tr>
<tr>
<td>CV</td>
<td>Control Volume</td>
</tr>
<tr>
<td>FDM</td>
<td>Finite Difference Method</td>
</tr>
<tr>
<td>FVM</td>
<td>Finite Volume Method</td>
</tr>
<tr>
<td>LD</td>
<td>Longitudinal Direction</td>
</tr>
<tr>
<td>TD</td>
<td>Transverse Direction</td>
</tr>
</tbody>
</table>
CHAPTER 1: INTRODUCTION

In today’s world, steel is one of the most widely used materials because of its high strength to weight ratio. Nowadays industrially, it is manufactured through the continuous casting route [1]. Currently, approximately 20 billion tonnes of steel are being used in a wide variety of products [2]. As per the word steel association data, about 86 million tonnes of steel were used for motor vehicles in 2018. Advent of different grades of advanced high strength steels containing wide variety of alloying elements in different proportions enable the auto makers to produce stronger and lighter vehicles with reduced emissions. Continuous casting of steel is a phase transformation process where liquid steel transforms into solid phase in a continuous manner due to cooling. The structure (distribution and morphology of different phases) resulting from continuous casting, including heterogeneities in the steel microstructure, macrosegregation (at the scale of casting) and precipitation of non-metallic particles are important for downstream processes and final product quality. The practice of continuously cast near net shape [3] profiles (direct hot-charging, thin slab casting and strip casting) has gained in popularity due to energy savings. But these processes limit (or entirely eliminate) the subsequent in-line thermo-mechanical processing possibilities and therefore, the need to control the cast microstructure becomes vital. The microstructure and hence the segregation (non-uniformity in chemical composition) depends on, the alloy chemistry and conditions in the continuous casting mould, primarily the thermal profile and fluid flow. Thus the present generation industrial steel grades in continuous casting operation nowadays are more critical due to macrosegregation. In order to understand the relationship, and identify the operating conditions that control the evolution of the solidification structure, joint efforts both from experimental as well as computational investigations offer ways for in-depth understanding of the continuous casting process and identify sensitivities to distinct process conditions.
1.1 MOTIVATION

Few studies have been performed on commercial grade steels [4], but a clear link between the phenomenon happening on the micro level (dendrite evolution) and the concentration distribution in macro scale [5] is still missing. Arnberg et al. [6] showed that the mesoscopic variation in the solute field in the liquid ahead of the dendrites promotes local destabilization of the solute boundary layer due to flow within the inter-dendritic region. It thus causes the different dendrite tips to grow with different velocities. But on the macro scale and in presence of bulk fluid flow in the continuous casting process, this flow will be at the micro scale. This flow within the inter-dendritic region is slower, compared to that of the bulk flow, which in continuous casting may be strong enough to wash away most of the solutes until a certain degree of solidification has taken place.

It has been reported that in presence of bulk fluid flow, the dendrites during solidification tend to grow in an inclined fashion [7] towards the upstream direction (i.e. towards the inflow direction) due to higher thermodynamic driving force. For multi-component systems, fluid flow around the dendrite tip creates the asymmetric solute profile and hence leads to biased growth of columnar dendrites [8,9] in the upstream direction. Phase-diagrams [10] state that solute rejection during solidification leads to local change in solidification temperature ahead of the dendrite tip and hence affects its growth speed. Incoming bulk fluid flow (macro fluid flow) during continuous casting has a washing effect on the rejected solute in front of the tip thereby altering the degree of undercooling. Also, the flow field (micro scale flow) in between the growing dendrites may have an additional effect. Thus it is the complicated interaction between either types of the fluid flow or their combination and the growth speed of the tip that determines the prevailing conditions ahead of the tip and hence its growth direction.

To the best of our knowledge, the quantitative dependence of growth direction of the primary dendrites on the magnitude of the flow velocity and the solidification speed in steel is limited to two previously reported studies [7,9]. The empirical dependency of the primary dendrite deflection on the solidification speed and the bulk flow velocity for steel ingots as deduced by Takahashi et al. [9] is given as
\[
\theta = 22.49 \sqrt{V}^{0.177} \log \left( \frac{0.00372 \times \sqrt{V}^{2.08}}{v_{\text{solidification}}} \right)
\]

where \(\theta\) is the deflection angle of dendrites (degrees), \(\sqrt{V}\) is the bulk inlet liquid velocity (cm/s) and \(v_{\text{solidification}}\) is the solidification rate (cm/s). The dendrite deflection angle increases with increase in flow and decreasing solidification rate. It can be seen from equation 1.1 that the dendrite bending angle is not mathematically defined for velocities close to zero because of the logarithmic dependence. It means that the application is limited for this particular equation only and not applicable for stagnant conditions. It doesn’t reflect accurately the conditions in an industrial caster. Also, the deflection angle can be both positive and negative because of the logarithmic dependence. Conducting experiments on an inclined chill plate with steels of different carbon contents, Esaka et al. [7] modified the empirical correlation of Takahashi et al. [9] by adding a carbon content dependency term but did not incorporate the anisotropy in interface energy. Also, during the continuous casting process, the degree of undercooling and the bulk fluid flow at various positions of the solidification front within the mould changes depending on the process conditions. This different undercooling pattern may give rise to different deflection behavior in combination with the incoming fluid flow. Developing a better theoretical prediction will thus be helpful in understanding the competition between the preferred growth direction of the dendrite tip and the solute transport.

On the basis of continuum thermodynamic principles, the Phase-Field method [11] has received much consideration for simulating the complicated solid/liquid (S/L) interface structure because of its implicit nature of tracking the S/L front via the diffuse interface approach. Based on the multiphase-field theory, MICROstructure Evolution Simulation Software (MICRESS) [4] is a commercial software package which can simulate solidification microstructure in metallurgical systems. However, only few publications were found related to the above package where the effect of bulk fluid flow on the dendrite deflection has been investigated. In commercially available Computational Fluid Dynamics (CFD) software it is not easy to modify the available numerical models. Modelling investigations of the melt convection effect on solidification microstructure [7,9,12–19] based on in-house developed numerical codes have focussed on the influence of inlet flow magnitude on dendrite bending and branching of dendrites. Primarily this is due to the asymmetric solute profile ahead of
the deflected dendrite. But it is the flow velocity near the dendrite tip which causes the dendrites to grow preferentially against the flow direction and is more representative for solute washing than the inlet flow velocity. Open Field Operation and Manipulation (OpenFOAM) [20] is an open source computational software, capable of handling a broad spectrum of partial differential equations. Thereby, developing a Phase-Field method based open source numerical model in OpenFOAM is useful in understanding the dendrite deflection behaviour of Iron-Carbon (Fe-C) alloys under the influence of bulk fluid flow and relate to the solute advancement behaviour. Moreover being open source the fluid flow coupled model can also be used by the wider materials research community in the development of new alloys and may be extended towards different engineering casting conditions to reduce macrosegregation.

1.2 RESEARCH HYPOTHESIS

The growth of a single dendrite is usually defined by diffusion of the elements near the solidification front. However, in continuous casting the macro fluid flow may be strong enough to “wash” the most of the solutes near the dendrite surface away. This leads to a change of the local composition near the dendrite/melt interface (microsegregation) and also affects the thickness of the diffusion zone causing dendrite deflection.

- The main hypothesis is, that there exists a condition during cooling during continuous casting when the solute transport by diffusion will be considerable enough not to be entirely homogenized by bulk fluid flow.

   This is of particular importance because when the effect of diffusion surpasses the bulk fluid flow, one solute starts to accumulate in the dendrite growth region and defines both time and position when macrosegregation starts.
1.3 RESEARCH AIM and OBJECTIVES

The present study investigates the effect of the bulk fluid flow on dendritic structure and hence gives an impression about the influence of flow field on the overall microstructure in a solidified steel slab. To the best of knowledge, no freely available software exists, that combines the effect of fluid flow with solidification kinetics that could be applied to the conditions of this industrially highly relevant process.

The objectives are:

- To quantify dendrite deflection as a function of flow velocity and growth speed.
- To build a digital sub-model of the industrial casting process for quick process optimisation.
- To find the transition between diffusion and fluid flow dominance.
- To experimentally evaluate the effect of bulk fluid flow on the macrosegregation.
CHAPTER 2: LITERATURE REVIEW

2.1 CONTINUOUS CASTING of STEEL

Continuous casting of steel is a worldwide adopted energy efficient and economical technology to produce large quantities of semi-finished products like billet (square cross-section), bloom (cross-section greater than billet) or slab (thick/thin depending on the slab thickness, rectangular cross-section) from molten steel in a semi-continuous manner. Casting of billets (< 200 x 200 mm²) takes place in single piece tubular moulds [21]. The product exiting the billet caster is then rolled to form rails, axles, bars etc. Casting speed of billets lies in the range of 2 – 5 m/min. Bloom casting takes place in four piece plate moulds similar to conventional slab casting process. Other than square cross-section, blooms can have round cross-section as well. The difference in thin slab casting from conventional slab lies in the thickness of the slab and higher casting speed [22] (4 – 10 m/min in thin slab casting). Thin strip casting is one of the near net shape casting technology where strips of thickness 5 – 20 mm or even less can be cast directly using large rotating rolls as mould walls. The casting speed in thin strip casting lies in the range of 10 – 40 m/min and hence the solidification time is very less compared to conventional slab casting process. Figure 2.1 shows the schematic of the continuous casting process of liquid steel. Chemically homogenized liquid steel (above the liquidus temperature) contained in the ladle flows into the refractory lined buffer vessel, called tundish. Liquid steel at high-velocity [23] then flows into the water-cooled copper mould through argon shrouded submerged entry nozzle (SEN) in a controlled manner – either with a stopper rod or slide gate mechanism [24]. Mould is the heart of the continuous casting process. Argon shrouding protects the liquid steel from oxidation by air in its passage from tundish to mould. The top layer of the liquid steel in mould is covered with a layer of synthetic slag dosed in powdered form which is a combination of refractory oxides. This synthetic slag is called mould flux. The primary heat extraction from the liquid steel during solidification takes place inside the water-cooled copper mould which is generally 800 – 900 mm long for conventional slab casting. The distance between the copper plates of the oscillating mould can be adjusted, depending on the required width of the semi-finished product to be produced. Thin shell of solidified steel formed
at the upper portion of the mould (called meniscus) thickens continuously as the semi-solid product is pulled downwards at a constant rate. The primary objective of using mould flux [25] is to provide lubrication and horizontal heat transfer between the mould wall and the solidified thin steel shell. In addition to that, mould flux also serves the functions of vertical heat extraction and inclusion absorption from liquid steel. The semi-solid product exits from the mould when the solidified shell is sufficiently thick enough to sustain the ferro-static pressure of the liquid in the core. The thin shell at the mould exit if not strong enough may lead to sudden rupture of the shell. If this shell burst open after the mould exit, then it is called break-out. Liquid steel from the core after tearing the shell will directly come out and the casting process has to be stopped immediately.

![Continuous casting process](image1.png)

**Figure 2.1:** Schematic of continuous casting process of steel [1].

The secondary cooling zone which starts after the mould exit plays an important role in further cooling of the semi-solid product. The support rolls withdraw the product from the mould exit at a controlled speed and helps in bending as well as straightening of the solidifying strand. The strand surface is further cooled by either water sprays only or mixture of water and air. At the metallurgical length (the point of complete
solidification), the slab is generally torch cut as per the desired length of the product application. The thickness of the slabs produced may be 200 – 250 mm or even more (for thick slabs) and 50 – 70 mm (for thin slabs). The cast product exiting from the secondary cooling zone is then subsequently used for further downstream processes as per the customer needs. The width of the slabs may vary from 1100 to 1500 mm or even more depending on the customer requirement and so the thickness of the slabs. The surface quality and internal soundness of the cast product depends on how the solidification process is controlled within the mould and thereafter in the secondary cooling zone.

Typical casting defects [22] include internal cracks, surface cracks, porosity, macrosegregation and so on. Some variants of internal cracks include mid-face cracks, off-corner cracks, and centreline cracks. Internal cracks are mainly due to low ductility in high temperature range during solidification. Surface cracks [25] include longitudinal cracking (due to volumetric shrinkage), and transverse cracking. Porosity can happen due to entrapped gas bubbles inside the liquid melt which during solidification try to come out.

2.2 FLUID FLOW and HEAT TRANSFER

Figure 2.2 shows the schematic of the fluid flow taking place inside the continuous casting mould. The mould is filled with liquid steel with a refractory tube called SEN nozzle. Liquid steel enters into the mould through the port of the SEN nozzle. The distance between the steel/slag interface at the mould top and the top surface of the port is defined as the submergence depth. Liquid steel enters the mould with a certain degree of superheat (defined as the extra temperature in degrees above the liquidus temperature to avoid freezing of liquid steel during processing). Flow pattern within the mould depends on the nozzle design parameters like – nozzle diameter, number of ports (one/two/four), port height, port width, submergence depth and so on. Some ports are so designed to have a certain degree of inclination with respect to the meniscus promoting an inclined flow within the mould. So port angle also has an effect on the flow pattern. These nozzle design parameters depends on the caster requirement to the meet the product specification. Too high submergence depth may promote
deeper penetration of the liquid jet in the downward direction thereby delaying the process of complete solidification of the liquid core.

![Diagram of fluid flow in continuous casting mould](image)

**Figure 2.2:** Schematic of the fluid flow inside the continuous casting mould [23].

In general, during slab casting, liquid steel after exiting the nozzle travels longer distance along the width direction than the thickness direction and hits the narrow face mould walls. The velocity of the liquid steel at the SEN outlet depends on the desired casting speed of the material being cast – higher casting speed means higher inlet velocity of liquid steel. Fluid flow also depends on the mould geometry like mould width, mould thickness, amount of gas injection, electromagnetic forces [26] and so on. Higher casting speed, shallow submergence depth may give rise to meniscus turbulence. One of the important phenomenon is the turbulent fluid flow behaviour within mould due to the incoming jet. Typically the casting speed in the conventional slab casting is around 1 – 2 m/min whereas in the thin slab casting the casting speed is around 4 – 10 m/min [27]. Thus the magnitude of bulk flow velocity is more in thin slab casting than conventional thick slab casting. Because of its transient nature, the fluid flow pattern can oscillate with time depending on the casting parameters and is
one of the most important factors which govern heat and mass transfer thereby having a direct influence on the final product quality. The fluid flow inside the mould may have separate recirculation zones of high velocity as well as low velocity or the flow can be asymmetric which may cause non-uniform heat transfer, entrapment of inclusions, mould powder [25], gas bubbles giving rise to surface inhomogeneities, uneven shell or macrosegregation in the cast product.

Liquid steel after entering the mould quickly dissipates the superheat to the shell. The primary modes of heat transfer within the mould involve conduction through the mould walls and forced/bulk convection due to the incoming liquid stream. Fluid flow and thermal transport are interrelated during the casting process. While heat conduction in solid is a slow process whereas heat transfer in liquid is greatly affected by the convection induced by the highly turbulent flow occurring inside the mould. The heat transfer [28] from the shell surface to the cooling water through the mould is governed by several resistances – mould slag layer, air gap (if any), mould material and the water flowing within the mould. The main process parameters that control the heat transfer behavior within the mould include – shell thickness, mould taper, caster type, casting speed, liquid steel chemistry [29], superheat, water flow rate, lubricant type and so on. The average shell cooling rate (CR) in a slab caster is around 12 °C/s whereas in thin slab caster [27] it is around 50 °C/s. In the upper part of the secondary cooling zone, mainly forced convection by sprays control the heat transfer behavior while in the lower part, the controlling modes of heat transfer involve radiation and conduction. Thus to minimize the degree of inhomogeneity, it is a highly challenging job for a casting operator to control these many number of process parameters. But before controlling these parameters, one needs to understand how each of these parameters affect the flow behavior within the mould and hence the product quality.
2.3 SOLIDIFICATION

2.3.1 Single Component System

Solidification within the mould starts from the meniscus region primarily due to heat transfer through the mould walls. Solidification is a phase transformation process in which the liquid phase gets converted into solid phase by heat extraction. This occurs in accordance with the principle of Gibbs free energy minimization [30] of the process. Solidification at first involves removal of sensible heat from liquid steel and then the latent heat to convert it into solid phase. Solidification of a single component system takes place at a constant temperature called the melting point ($T_m$). Above this temperature, the liquid phase is thermodynamically stable and below the temperature the stable phase is solid. Both the phases coexist at the equilibrium melting temperature. During the process of solidification, this temperature remains constant until the latent heat is completely removed. On cooling below the melting point, due to its lower free energy nucleation of stable solid phase within the melt starts. This nucleation may happen immediately below the melting temperature or few degrees below the melting temperature. For the latter, even below the melting point if the liquid phase continues to cool it is said to be in a state of being undercooled or supercooled. Formation of nuclei means creation of an interface between solid and liquid associated with an interface energy $\sigma$ (J/m$^2$). Thus to create that surface additional energy is required and hence melting generally starts a little below the equilibrium temperature. In order for the nucleation to happen, the total surface free energy of the system has to be a minimum. The equilibrium shape for the nuclei is spherical if the assumed interface energy is same everywhere around the surface, i.e., isotropic. The interface energy can be a function of crystallographic orientation, i.e., interface energy can be higher along one crystallographic direction and lower in another crystallographic direction. This is the case of anisotropic interface energy. In most of the cases, the system has to overcome an activation energy barrier in order to have a stable nuclei. Once the stable solid nuclei has formed, atoms continue to get attach to the stable nuclei which then keeps on increasing in size. On further lowering of temperature, the sensible heat of the solid phase gets reduced. Thus for single component system, solidification is purely a thermally activated phenomenon. It is a diffusional
phenomenon the rate of which depends on the how fast the temperature diffuses away from the moving S/L interface. Higher the degree of undercooling, higher will be the driving force for solidification.

In solids, the atoms are orderly arranged at specific lattice points as compared to that in liquids. In Figure 2.3a one can see that the S/L interface is spread over few atomic layers which can be called as a diffuse interface. The broken line shows the width of the interface. The properties of the atoms within the interface vary in a gradual manner between the properties of liquid and solid respectively. Figure 2.3c shows that in an atomically flat interface, the liquid to solid transition takes place in a sharp manner. The growth during solidification occurs by the forward propagation of this S/L interface as more and more atoms get attached to the interface. This occurs when the rate of atoms moving from liquid side to solid side is more than that of the atoms moving from solid side to liquid side of the interface. During the interface movement, it is assumed that the liquid and solid phases are at equilibrium at the interface. The thermal gradients in the solid and liquid phases may be different but the energy barrier for atom transport across the interface is negligible. Higher the driving force, higher will be the growth rate of the interface.

**Figure 2.3:** Types of interface; (a) atom packing in a diffuse interface; (b) schematic of a diffuse interface; (c) atomically flat interface [30].
2.3.2 Two Component (binary) System

In case of system with two components (binary alloy), the thermodynamics of solidification is also dependent on the composition. The component present in smaller amount is called the solute and the one present in larger proportion is called the solvent. Figure 2.4 shows the solidification of an alloy with an initial composition of \( C_0 \). The solidification starts at temperature \( T_L \) (liquidus temperature) above which only liquid phase is stable. The region denoted by “a” is the pure solid region i.e. pure solid phase is stable. At an intermediate temperature \( T^* \), the equilibrium phase diagram (Figure 2.4a) states that the respective solid and liquid compositions at the interface are \( C_S^* \) (on solidus line) and \( C_L^* \) (on liquidus line) respectively.

**Figure 2.4:** Solidification of an alloy with equilibrium at the interface; (a) equilibrium phase-diagram of the alloy; (b) composition profile across the solid/liquid interface [30].

Thus for equilibrium solidification over a range of temperatures, the respective solid and liquid compositions at each temperature are given by solidus and liquidus lines of the phase diagram. The ratio of \( C_S^* \) to \( C_L^* \) is called the equilibrium distribution coefficient \( k_{eq} \). Figure 2.4b shows that the interface between the solid and liquid phases is planar. In general, during the process of solidification, the growing solid continues to reject the excess solute into the remaining liquid because of its inability
to hold the solute. This excess solute gets piled in front of the interface. The solid which forms from this solute-enriched liquid also gets richer in solute with the progress of solidification. This is the phenomenon of solute redistribution which takes place during solidification only. Thus the equilibrium liquid composition $C_L^*$ is greater than the equilibrium solid composition $C_S^*$ as shown in the Figure 2.4b. Also from Figure 2.4a, it can be seen that the liquidus and solidus lines have been assumed to have a downward slope. Another important assumption for equilibrium solidification is complete diffusion in liquid and solid. That is why the solidifying material is homogeneous after complete solidification in spite of solute redistribution phenomenon. Generally, the bulk mixing in liquid takes place at a much faster rate than that in the solid because of higher diffusivity of the solute element in the liquid phase. For the case of no solid diffusion and limited diffusion in liquid [30,31], the solute rejected into the liquid will take a longer time (assuming no convection) to mix compared to the case of complete diffusion in liquid. This will give rise to the formation of a solute diffusion boundary layer. At steady-state [30,32] the solute profile ahead of the interface will be similar to that shown in Figure 2.5a. In this case, also the interface is assumed to be at equilibrium.

**Figure 2.5:** Formation of solute boundary layer; (a) solute distribution for steady-state solidification [30]; (b) solute profile for solidification with convection in liquid [30].

Further away from the interface (at infinite distance), the composition in the liquid decays in an exponential manner until it reaches the alloy composition $C_0$. The
distance over which this decay in composition occurs is called the solute boundary layer, the thickness of which depends on the liquid diffusion coefficient and the interface growth speed.

In cases of solidification where there is bulk fluid flow, the assumption of nil convection in full liquid region is not valid. In this case, outside the diffuse boundary layer, the liquid composition is always maintained at the initial alloy composition level by convection [30]. It can be seen from Figure 2.5b that at steady state the liquid composition at the interface is $C_L^*$ while the solid composition is $C_S^*$. The liquid composition outside the diffusion boundary layer thickness is same as the initial alloy composition $C_0$. It is be noted that Figure 2.5a and Figure 2.5b are not identical. The difference lies in the distance at which the liquid composition becomes equal to the alloy composition. In Figure 2.5a, it occurs at infinite distance away from the interface while in presence of convection in liquid, the liquid composition becomes equal to the alloy composition at a distance “$\delta$” from the interface as shown in Figure 2.5b. The assumption is that the boundary layer thickness “$\delta$” is small compared to the length of the container in which the solidification is taking place. Hence in this case of bulk convection, the partition coefficient gets modified as effective partition coefficient [33] ($k_{effec}$) which is different from that of equilibrium partitioning coefficient ($k^{eq}$). Till this point, the interface during the solidification has been shown as a planar one.
Figure 2.6: Phenomenon of constitutional supercooling in binary alloy solidification [30,34,35].

Figure 2.6 (a - d) shows the phenomenon of constitutional undercooling occurs during alloy solidification. Figure 2.6d shows a solid growing into a liquid during solidification. The arrows at the interface mark the direction of solute rejection into the liquid. The green line in front of the interface in Figure 2.6b shows that the equilibrium liquidus temperature increases as one move away from the interface (z = 0). This is because the solute content is highest at the interface and then decreases away from the interface (as per the phase-diagram shown in Figure 2.6c). Let $T_{Q0}$ and $T_{Q1}$ be two different thermal profiles in the liquid phase in Figure 2.6b. The S/L interface ($z = 0$) is at the equilibrium liquidus temperature ($= T^*$) in Figure 2.6b. When the thermal profile is $T_{Q0}$ along with the liquidus profile of $T_L$, then the interface is at the equilibrium liquidus temperature and every point ahead of the interface is above the liquidus temperature. This is the condition of stable planar front solidification. If by any chance (may be due to some instability phenomenon) there is formation of a protrusion on the planar interface, it will quickly melt since it will find itself in a superheated zone where the temperature is greater than the equilibrium liquidus temperature. Thus the protrusion will melt back. When the thermal profile is $T_{Q1}$ along
with the liquidus profile of $T_L$, then every point in front of the interface is below the liquidus temperature. The liquid is thus in an undercooled state and this undercooling arises due to change in composition and not due to temperature (which happens in single component system). This results in the instability of the planar front and if any protrusion forms it will find itself in undercooled state, i.e., at a temperature lower than the equilibrium liquidus temperature. Thus it will become stable and continue to grow. This phenomenon is called “constitutional undercooling”. Occurrence of this phenomenon happens when the ratio of actual thermal gradient ($G_L$) to interface growth speed ($v_{tip}$) decreases below a critical level as shown in [30].

### 2.3.3 Solidification Microstructure

Next part of the story is how fast or slow the protruded part grows. Constitutional undercooling tends to make the interface unstable from planar to curved interface (thus to cellular/dendrite) while due to interfacial tension the interface tends to reduce the curvature to reduce total energy. Mullins and Sekerka [36–38] in their analysis of interface stability considered sinusoidal perturbations in front of the interface. Figure 2.7a shows the growth of a cell growing opposite to the heat flow direction with its tip having a rounded type of curvature. Crystallographic effects of preferred orientation comes into play when the $(G_L/v_{tip})$ ratio decreases further i.e. the growth speed of the interface increases. As the growth speed increases further, the growing crystals tend to orient themselves more in the direction of preferred growth direction (<100> for cubic metals) and the tip of interface tends to become pointed. Also, perpendicular to the primary growth direction (<100> in Figure 2.7d) the interface tends to develop small protrusions as well. Such changes in morphology are shown in Figure 2.7 (b – d). With the further progress of solidification, such serrations perpendicular to the primary growth direction continue to grow ultimately giving rise to a tree-like morphology having a primary trunk (which grows along the heat flow direction) along with secondary branches. Such a morphology is called dendritic structure. Solidification morphology in pure metals is mainly dictated by the thermal gradient which defines the growth rate of the S/L interface. For pure materials, the initial undercooled liquid is in metastable state below the equilibrium melting temperature and is the source of interface instabilities which changes the interface pattern from planar to cellular or dendritic. In alloys, however, the concentration gradient also plays
an important role in addition to thermal gradients in both solid and liquid phases. Solid crystals that start to form during solidification continuously change their concentrations in accordance with the equilibrium phase diagrams, thereby causing a pile-up of the solute at the S/L interface. This changes the concentration gradient that affect the rate of advancement of the interface as well as the solidification morphology. This concentration gradient is also highly affected by the convection existing within the liquid phase.

![Diagram](image)

**Figure 2.7:** Change in growth speed causes change in the crystal growth morphology [39].

If the thermal gradient in the liquid is positive i.e. the latent heat is dissipated through the solid phase, it will result in columnar dendrite as shown in **Figure 2.8**. All the columnar dendrites are oriented in one particular direction. **Figure 2.8** also shows three important length scales of the dendritic solidification structure – tip radius (R, µm), primary dendrite arm spacing (PDAS) (λ₁, µm) and secondary dendrite arm spacing (SDAS) (λ₂, µm). Each of these are affected by the process parameters like undercooling, solute and thermal gradient. In dendritic growth, solute and thermal diffusion control how the latent heat and solute are transported away from the interface. But the problem lies in how to track the interface or the solidification front because the shape of the interface is unknown.
Assuming the interface to be of parabolic nature, Ivantsov [41] was the first to develop the differential equation that simultaneously satisfied the thermal diffusion equation and preserved the shape of the dendrite (parabolic) during steady-state growth assuming the interface to be at the equilibrium melting temperature. In a pure undercooled melt, he showed that the tip radius is inversely proportional to the interface speed at a given undercooling. The well-known Gibbs-Thomson relationship [42] states that in order to have a stable curved interface in equilibrium with the melt, the interface will not be at the equilibrium melting temperature (for pure material) but at a temperature lower. For high undercooling condition, the growth theory of the solid crystal is governed by kinetics of the atomic or molecular attachment [43] at the interface as opposed to diffusion limited growth at low undercoolings. For dendrites, the atomic attachment kinetics is weakly dependent on the orientation as opposed to highly anisotropic materials (form faceted dendrites) like semi-conductors. The side-branches arise due to unsteady state nature of the evolution process. Thus understanding the dendritic growth phenomenon requires the knowledge of interfacial phenomenon coupled with the physics of transport theory.

For metals and alloys, the anisotropy in interface energy has important implications on the solidification structure. This anisotropy means that the interface energy is a function of the orientation of the interface normal. The anisotropic interface energy is
characterized by single anisotropy parameters for bcc cubic metals whereas for fcc metals it is characterized by two anisotropy parameters [44]. For cubic structure, the anisotropic interface energy $\sigma(\theta)$ for a four-fold-symmetry in 2D is expressed as $\sigma(\theta) = \sigma(1 + \delta_e \cos(4\theta))$ where $\delta_e$ is the anisotropy parameter that defines the strength of the anisotropy.

**Figure 2.9** shows three primary dendrites growing from bottom towards the top with all the dendrite arms parallel to each other. The branches growing sideways and perpendicular to the primary arms are secondary dendrite arms. Both primary and secondary arm spacing are functions of the cooling rate. The higher the cooling rate, less will be the arm spacing. In some cases, tertiary arms also may exist. Kinks in the secondary arms shown in **Figure 2.9** may give rise to formation of tertiary arms. The entrapped liquid in between the solidified dendrite arms is called inter-dendritic liquid which is highly enriched with solute elements. The cumulative accumulation of the excess solute in front of the advancing interface, (being a transient process) influences the local undercooling and hence the cooling rate. Rejection of solute during solidification gives rise to segregation in the cast product, which is nothing but a non-uniformity in its local chemical composition. Segregation can be divided into macro / meso / microsegregation. Macrosegregation is the composition inhomogeneity at the scale of casting whereas mesosegregation [45] is on the scale of several grains. Microsegregation is the composition inhomogeneity on the scale of dendrites.

![Primary and secondary dendrite arms](image)

**Figure 2.9:** Primary and secondary dendrite arms [30].
One of the important parameter in the study of solidification structure is the dendrite arm spacing variation which gives an idea about the change in the cooling rate. The driving force behind this dendrite branching comes from constitutional undercooling existing between the dendrite arms. The arms would tend to branch in a manner to reduce the undercooling. The spacing between the primary dendrite arms depend on the product of thermal gradient and growth rate which has the dimension of cooling rate. Secondary dendrite arm spacing depends on the cooling rate as shown by Suzuki et al. [46]. Figure 2.10 shows the plot of SDAS with average cooling rate (in °C/min) for ingot casting of carbon steels with carbon content ranging from 0.14 wt.% - 0.88 wt.% . He obtained a correlation of the form SDAS (in μm) = 710(CR)^-0.39. Another important variable other than the cooling rate is the local solidification time \( t_f \) which is also related to SDAS [30]. The expressions for dendrite arm spacing (DAS) have the following form [30]:

\[
DAS = (at_f^n) = b \times (G_Lv_{tip})^{-n}
\]  

(2.1)

where \( n \) is the exponent. The exponent \( n \) ranges typically from 0.33 to 0.5 for secondary dendrites and close to 0.5 for primary dendrites. Some of the secondary dendrite arms that form at the beginning of the solidification may get unstable and remelt [30] while others can coalesce and grow with wider dendrite arm spacing compared to that at the initial stage of solidification. The driving force behind this is the surface energy.

**Figure 2.10:** Plot of secondary dendrite arm spacing with cooling rate for ingot casting of carbon steels [46].
Kurz [47] and Trivedi [48] developed theoretical relations that showed at high growth rates the primary dendrite arm spacing is a function of Gibbs-Thomson parameter, range of solidification temperature, partitioning coefficient in addition to growth rate and thermal gradient. Based on the published experimental data Thomas et al. [49,50] developed fit correlations with different exponents for estimating primary and secondary dendrite arm spacing as a function of cooling rates and local solidification times for steels with varying carbon contents. Louhenkilipi et al. [51,52] developed model-based equation for estimating the dendrite arm spacing as a function of cooling rates and steel chemistry for continuously cast multi-component steels.

2.3.4 Effect of Fluid Flow on Solidification Microstructure

Bulk fluid flow during alloy solidification washes, to some extent, the rejected solute away (thereby changing the local composition) and will thus define the macrosegregation. This will consequently change the dendrite growth direction [7] and ultimately the evolution of the solidification structure. Takahashi et al. [9] applied the principle of Taylor vortex flow by rotating one of the two concentric cylinders during solidification of carbon steel and Al-Cu alloys [53]. Takahashi et al. [9] showed that with decrease in the solidification rate and velocity increase in the bulk liquid, the solute concentration in the solid decreases. The effective distribution coefficient \( k_{effec} \) was defined as the ratio of the average solute concentration in the dendrite and the interdendritic region to the solute concentration in the bulk liquid. Takahashi et al. [9] observed that with increase in bulk flow velocity and decrease in the solidification rate, the effective distribution coefficient of each element decreased. Takahashi et al. [9] thus proposed that the segregated solute rich liquid in between the solidified dendrites in the solidifying zone (composed of solid and liquid) must have been washed away due to the liquid flow velocity. This washing effect may take place up to a critical solid fraction. Hence it is possible to understand the extent of macrosegregation during solidification if the bulk flow velocity is known. The effective distribution coefficient can be expressed [9,53] as

\[
k_{effec} = 1 - S_p(1 - k^{eq})
\] (2.2)
where $S_p$ is the critical solid fraction. It was also observed that the primary dendrites got deflected towards the upstream direction.

By analysing a continuously cast steel slab Okano et al. [8] found that the deflection angle of the columnar dendrites was large at the edges but decreased towards the slab centre. However, the study did not report the correlation between the deflection angle and compositional analysis. The casting speed of 0.6 m/min was on the lower side and the slab was cast without the influence of electromagnetic brake (EMBR) [54]. Nowadays most of the industrial slab casters are equipped with EMBR, the primary aim of which is to ensure stable and calm fluid flow pattern within the mould and thus can have an effect on the dendrite deflection pattern. The casting process parameters control the fluid flow pattern within the continuous casting mould. Thus predicting the fluid flow transition region (if it exists) within the mould from the experimental dendrite deflection angle can be an useful information for the casting operators as it is still a challenge to experimentally measure the fluid flow pattern in the mould.

Murakami et al. [19,55] did experimental measurements of the deflection angle of the growth directions in the upstream direction as a function of the flow rate and copper content in Al-Cu alloys. They observed that the inclination angle increased with the increase in flow rate. Esaka et al. [7] showed that in low manganese (Mn) steels (0.15 wt.% Mn) the deflection angle of the growing dendrites in a flowing melt increased with the increase in carbon content till 0.1 wt.% C after which the angle remained almost constant. The deflection angle also increased with flow velocity. They also proposed an empirical correlation of deflection angle as a function of carbon content, flow field and growth velocity of the dendrite tip. Lee et al. [13] developed a cellular automaton based continuum model to model the deflection behaviour of dendritic grains in a flowing melt for Al-Cu alloys and experimentally verified through inclined chill plate experiments. Similar to earlier authors [7,9,19,55] they also observed that the deflection angle increased with an increase in the copper content as well as with increasing bulk flow velocity. Forced convection washed away the solute towards the downstream direction thereby promoting the upstream deflection of the dendrites. The growth of the dendrite tip was found to be faster than the growth between dendrites due to a solute depleted liquid ahead of the tip. Thus even if the solute content is lower, the high bulk flow velocity may lead to severe upstream deflection of the dendrites.
Increased fluid flow also has an impact on the dendrite morphology [56]. Also, the angle [15,57] between the melt flow direction and the dendrite growth orientation has an impact on dendrite branching. Most of the research on the effect of flow has been focussed on non-ferrous systems like Nickel (Ni)-Copper (Cu) [15,16], Aluminium (Al)-Silicon (Si) [14,17], Aluminium (Al)-Copper (Cu) [12,13], [58] Lead (Pb)-Tin (Sn), convection in Gallium (Ga)-Indium (In) alloys [59], while a few exists for Fe base alloys like Fe-C [57], Fe-Mn [60] etc. that can improve the understanding of the microstructure formation under industrial conditions. For a Fe-0.15 wt.% C binary alloy in presence of bulk fluid flow at relatively high undercooling condition, Natsume et al. [57] investigated the single dendrite deflection at three different growth speeds by considering the anisotropy in interface energy. Rappaz et al. [61] performed the electron backscatter diffraction (EBSD) characterisation of the solidified columnar grains in the presence of fluid flow in a twin roll caster. Xu et al. [62] studied the effect of liquid flow and superheat on the formation of equiaxed zone in continuously cast low carbon steel slabs (Mn: 1.2 - 1.6 wt.%). They showed that it is the washing effect at the solidification front in the mould that detaches the dendrite arms and leads to the formation of an equiaxed zone. Thus bulk fluid flow can have an influence on the morphology and size distribution of the dendritic growth which in turn can promote macrosegregation thereby effecting the material properties of the final product.

2.3.5 Macrosegregation

Figure 2.11 shows the solidification structure in a cast ingot. When the superheated melt immediately comes in contact with water cooled mould walls, formation of randomly oriented small crystals/grains takes place on the mould walls as shown in Figure 2.11. This zone is called “chill zone”. With time, some of the grains tend to move fast perpendicular to the mould walls i.e. along the heat flow direction and overwrite the slow-moving ones giving rise to elongated grains. This zone is called “columnar zone”. Due to high kinetic energy from the melt convection, many of the crystals / grains may get detached from the mould surface and act as heterogeneous nucleation sites within the melt. At the center, one may find cluster of big equiaxed grains. The length of various zones (like chill zone, columnar zone, equiaxed zone), position of the columnar to equiaxed transition (CET) zones depend on the casting process parameters which control the growth rate as well as the thermal and
concentration gradients inside the melt. The elongated columnar grains may impinge upon each other almost near the center of the cast cross-section. Liquid present near the center will be the last to solidify and thus highly enriched in alloy additions, giving rise to centerline macro / microsegregation.

![Figure 2.11: Cast structure in a solidified ingot [30].](image)

In continuous casting process, conditions like thermal and concentration gradients, alloy chemistry govern the morphology and the distribution of the growing solid phase. The solidification structure of the cast product is thus directly dependent on the complicated multiscale interaction of heat and mass transfer along with turbulent fluid flow within the mould region. Movement of the solute-enriched liquid during solidification due to the liquid flow in ingot or continuous casting process over large distance is critical for macrosegregation in the cast product. Macrosegregation is difficult to eliminate completely by annealing treatment. Macrosegregation will tend to produce zones of composition which lies outside the specified composition limit of the product and thus leads to their rejection. Hence macrosegregation is considered a defect in the cast product.
Nowadays, product requirements for the automotive industries and the heavy industry sectors like the defence sector are getting more stringent as far as the product quality is concerned. Most of the automotive industries are going for advanced high strength steel grades, which offer unique combination of enhanced formability along with high tensile strength. Due to their enhanced properties, the proportion of usage of such steels are increasing in the current world. The use of advanced high strength steel grades are driven by the low international carbon dioxide (CO$_2$) emission standards and high safety requirements which demand light weight, yet stable cars. With appropriate manufacturing techniques, these steels have the potential for cost and weight savings with improved crash resistance. The problem with these steels, however lies in the number of constituent elements which define both strength and ductility. Other than iron and carbon they contain a number of alloying elements like manganese, niobium (Nb), titanium (Ti), vanadium (V), aluminium (Al) which are all prone to segregation. These advanced high strength steel grades are more sensitive towards small scale differences in composition. High Mn and Al contents can often lead to macrosegregation [63,64] in TRIP and TWIP steels. Segregation [65] can also lead to formation of undesirable microstructure. Cracking susceptibility during casting can be influenced by microsegregation, localised precipitation and undue phase transformation. Near net shape casting techniques have been proposed for advanced steel grades to circumvent castability issues and achieve an improved as-cast structure and composition. Here, the as-cast properties will more severely influence the properties of the final product.

Solute washing due to bulk fluid flow or internal flows due to shrinkage, natural convection, deformation of solid network (due to thermal stress, liquid melt pressure head) give rise to macrosegregation [66]. In addition to that, there can be flows due to gas bubble formation and electromagnetic forces. The zone where solid and liquid phases coexist is called mushy zone. Figure 2.12a shows an ideal liquid steel, mushy zone and solid phase profiles in a continuous casting process as superheated liquid steel is being continuously fed from the top and Figure 2.12b shows the schematic of a solidifying mushy zone with a typical bulk fluid flow profile in the liquid phase. In the primary cooling zone, formation of thin solid shell takes place due to heat extraction from the mould walls. In continuous casting of steel, the shell thickness is directly proportional to the square root [28] of the solidification time (given as distance from meniscus divided by the casting speed). As it is being lowered, the shell...
continues to thicken while the core is still fully liquid or semi-solid. As soon as it comes in contact with the secondary cooling zone, further cooling takes place due to water spraying. Three distinct zones can be seen – inner fully liquid core, outer solid portion and in-between lies the mushy zone which is a mixture of solid and liquid. As the solidification front moves towards the center, the solute rich liquid ahead of the front being denser flow downwards in the casting direction. The solid fraction changes continuously in the mushy zone and hence the permeability becomes zero when the solid fraction reaches 1. Depending upon the process conditions, the dendrites may be free to flow within the liquid or may form a rigid coherent network. The flow behavior with change in permeability is approximated as per Darcy’s Law [67]. Because of the higher density of the free floating dendrites, downward convection of these free-floating dendrites may happen in the central liquid pool due to gravity.

Figure 2.12: Mushy zone profile; (a) in continuous casting of steel [68]; (b) with bulk fluid flow profile [69].

Two important casting process parameters are thermal gradient and the solidification rate. Heat transfer in vertical and horizontal directions govern how the latent heat is removed from the solidification front and thus define the mushy zone thickness. The higher the casting speed, the higher is the heat extraction rate and the lower will be the thickness. Flow occurring within the dendrite arms is called inter-dendritic flow [30]
which is quite similar to flow through porous medium. If the temperature range of solidification is quite large then the width of the mushy zone will vary over large distances. Higher mushy zone width will promote coarsening of the dendritic solidification structure which depends on the local solidification time. Flow due to solidification shrinkage gains importance at a later stage when considerable amount of solid has already formed, i.e., when the permeability decreases to a lower extent. While the solidification front moves inwards towards the centre, liquid flows [70] in the opposite direction to fill up the shrinkage cavities present in the semi-solid mush. Flow from the bulk liquid into the dendritic region causes positive microsegregation at the surface region and negative microsegregation at the centre [22]. The primary cause of this type of inward flow is shrinkage. This type of segregation is called inverse segregation [71]. Similarly outward flow pushes the solute enriched liquid towards central portion. Thus, if the central portion of the cast product has a composition higher than the nominal composition, then it is called centreline positive macro / microsegregation. Process variables which affect the macrosegregation include but are not limited to steel chemistry, casting speed and superheat. Feeding of liquid steel from top helps to fill the cavities with fresh liquid and thus have a tendency to reduce centreline macrosegregation. If the columnar dendrite front progresses steadily towards the centre, giving less chance of feeding the cavities, then the centreline macrosegregation increases. At a particular horizontal level along the cast product, there will be zones which solidify at a very early stage (close to surface or sub-surface) while there will be zones also which solidify at much later stage (close to the central region). Thus the cooling rate decreases from the surface towards the center portion.

Pickering [72] in his review on macrosegregation put forward a schematic of various types of macrosegregation observed in large steel ingots. The factors responsible for each of the mechanisms are a result of complicated interaction between imposed bulk flow, fluid flow due to temperature and concentration difference, solidification shrinkage, flow of equiaxed grains along with casting process parameters, deformation as well as the cast ingot size. Zhi-Ghang Xu et al. [62] found that the segregation ratio away from the slab surface remained almost constant until the slab centre where positive microsegregation was observed in low carbon steel slabs of superheat more than 15°C. The slab macrostructure was found to be columnar whereas the centre line segregation was attributed due to bridging. Similar centerline microsegregation was
observed in low alloy steel slabs by Pikkarainen et al. [73] as well as in high carbon steel slabs by Choudhary et al. [74]. El-bealy [75] explained that the initial fluctuation in the microsegregation levels close to the slab surface is due to the interactions between the strand surface cooling behaviour and the casting process parameters. The segregation ratio was defined as the ratio of the actual measured composition to that of the nominal composition. A maximum segregation ratio of 1.5 was reported by El-bealy [75]. This along with the spary cooling pattern in the secondary cooling zone creates different thermomechanical strain (both tensile and compressive) behaviour on the strand surface thereby affecting the interdendritic fluid flow. This is also known as deformation induced flow because it creates a degree of deformation on the mushy dendrites thereby affecting the macrosegregation. It is the length scale of the transport and the combined effect of the transport due to diffusion and fluid flow that determines the extent of macrosegregation. Thus segregation in solidification will occur inevitably, whereas it is the length scale and the amplitude of segregation that determines the quality of the cast product. The extent of each of the mechanisms mentioned above depend on the material properties and process parameters. Thus the movement of solid and liquid phases play a critical role in governing the macrosegregation in ingots and castings. In a nutshell, solidification in continuous casting is a multifactor dependent transient heat transfer, coupled fluid flow as well as mass transfer phenomena. It is to be noted that the solidification structure is not same as the final microstructure as solid-state phase transformation may alter the original solidification structure.

2.3.6 Methods of Elemental Analysis for Macrosegregation

Methods of quantitative elemental analysis for macrosegregation in steel slabs include [76] wet chemical methods (time consuming), optical emission spectroscopy (OES), wavelength-dispersive X-ray spectroscopy (WDS), energy-dispersive X-ray spectroscopy (EDS), and X-ray fluorescence (XRF). The Optical Emission Spectrometry with Pulse Discrimination Mapping (OES-PDA) [77] is a method by which one can quickly measure the chemical composition of elements across large sections of slab samples in short time. Techniques like scanning electron microscope (SEM) / EDX, Electron probe microanalysis (EPMA)-WDS provide more accurate local quantitative elemental analysis and spatial resolution through line scans and area
maps, but are time-intensive. The energy dispersive X-ray technique in combination with (SEM) is a useful method for compositional analysis of various elements in a sample. But the composition detection limit is restricted up to 0.1 – 0.3 wt.% [78].

EPMA technique [79] with WDS is a powerful technique to identify even the concentration of elements much more accurately because of its 10 times lower detection limit compared to that of SEM / EDX technique. A highly focused electron beam is allowed to incident at the measurement point. The beam then interacts with a small volume of the test material to generate characteristic X-rays (characteristic of each element) along with back-scattered electrons, secondary electrons etc. Apart from the quantitative measurement of the elemental composition, one can also get high-resolution electron images as well as quantification of the phase distribution. Various means of representing macrosegregation [80] include – segregation ratio ($C_{\text{max}}/C_{\text{min}}$), degree of segregation ($C_i - C_0$) and relative deviation of the concentration from the average ($\left( (C_i - C_0) / C_0 \right)$ where $C_{\text{max}}$ and $C_{\text{min}}$ are maximum and minimum concentrations and $C_i$ is the composition at a specific location. Line scan measurement in EPMA [81] is the composition profile measured across a specified line with a specific step size. Figure 2.13 shows a typical centreline macrosegregation of carbon in a continuously cast steel. It can also extend over macroscopic distances in several mm. Miyazawa [82] observed solute enriched region of carbon at the center of a continuously cast steel slab and concluded that it is due to bulging action of the rolls in the secondary cooling zone on the solid shell.

**Figure 2.13:** Centreline macrosegregation in continuous casting of steel [83].
2.4 MATHEMATICAL MODELLING

As already stated before that during continuous casting of steel, phase change of liquid steel to semi-solid cast product takes place due to heat extraction process. The complex interaction between heat transfer and fluid flow begins as soon as the liquid steel comes in contact with the continuous casting mould and it continues till the point of complete solidification. The fluid flow at the entry into the mould is highly turbulent, the intensity of which decreases as solidification proceeds until completion. Even after a certain degree of solidification, the laminar nature of the fluid flow ahead of the solidification front may be sufficient enough to alter the solute redistribution. All these high temperature coupled interactions are very difficult to visualize under real experimental conditions – due to the safety issues involved in conducting those high-temperature experiments in continuous casting moulds and the excessively high cost of the infrastructure involved to carry out the experiments. In this regard, mathematical / numerical modelling has gained worldwide acknowledgment in numerous fields to understand the details of such complex phenomenon with the availability of high performance computing power. Mathematical modelling involves the solution of various complicated mathematical expressions that represent the underlying physics of the engineering or scientific phenomenon like solidification during continuous casting of steel. Mathematical models generate an idealized picture of the situation, under reasonable, yet restrictive, assumptions – maximum benefit is obtained when comparing the outcome to experiments. Nowadays readily available commercial software packages (e.g. Diffusion-Controlled Transformations (DICTRA) [84], MICRESS [4], OpenFOAM [85] and so on) provide the flexibility of building a robust model right from basic stage to complicated ones by including step-by-step modifications through various add-on features available with the package. DICTRA is a package [86] for simulations of diffusional transformations (like heat treatment, carburizing, homogenization, microsegregation of alloys and so on) in multicomponent systems with one dimensional geometry. One of the drawback of various models (like lever rule, Scheil equation [30], Clyne – Kurz model [87]) used for estimating microsegregation is the assumption of constant partition coefficient of the solute element. But it has already been mentioned before that due to bulk convection the partitioning coefficient doesn’t remain constant. OpenFOAM [20] has the advantage of having a set of precompiled libraries which can be customized by the
user as per the requirements. Despite the wealth of publications [87–89] on CFD, limited amount of literature can be found wherein coupling of OpenFOAM to Phase-Field methods have been carried out [90,91].

Recently decreasing computational costs due to advanced numerical methods and availability of high performance computing cluster is making life simpler to get into details of the complex engineering processes through the use of these mathematical models. All these models will give a near approximate realistic picture of the underlying complex scientific phenomenon from micro scale to macro scale. The first step in mathematical modelling involves identifying the governing equations that best captures the physics of the phenomenon under study. In order to complete the theoretical picture, appropriate boundary conditions and initial conditions need to be taken into account. Considering the restrictive assumptions, the equations are numerically solved after being discretized on a selected computational domain. A model validated with literature data as well as real-life experimental measurements will be ready to get implemented for engineering applications.

2.4.1 Fluid Flow

Fluid flow during the continuous casting process is one of the main building blocks that govern the heat transfer behavior and the final solidification structure. In continuum mechanics, the extensive properties like mass, momentum, and energy are governed by conservation laws. For the dynamics of fluid, the chosen approach is Control Volume (CV) where the flow inside an infinitesimal space called the control volume is considered. Quantitative estimation of the flow pattern of liquid steel inside the continuous casting mould can be determined by numerically solving the continuity equation (mass conservation) and the incompressible (assuming liquid steel to be a Newtonian fluid) single-phase Navier-Stokes equation [92] (momentum conservation) which are given as

\[
\frac{\partial p}{\partial t} + \rho \left( \nabla \cdot \vec{V} \right) = 0
\]  

(2.3a)
\[
\rho \left( \frac{\partial \vec{V}}{\partial t} + \vec{V} \cdot \nabla \vec{V} \right) = -\nabla P + \nabla \cdot \left( \eta \vec{V} + \nabla \vec{V}^T \right) + S
\]  

(2.3b)

where \( \rho \) is the liquid steel density (kg/m\(^3\)), \( \eta \) is the dynamic viscosity (kg/ms), \( P \) is the pressure (N/m\(^2\)), \( t \) is the time and \( S \) is the source term (if any). The first term in each of the above equations represent the transient term followed by convection term. The source term \( S \) may involve the thermal buoyancy effect, the solute buoyancy effect [93] on fluid flow, forces like electromagnetic force, body force, momentum sink term due to solidification of liquid steel. The 2\(^{nd}\) term on the RHS in equation 2.3b is the diffusion term. Solving the Navier-Stokes equations will give the respective values of pressure and velocity components at each grid point within the domain. Computational fluid dynamics [94] deals with the study of solving such complex partial differential equations with the aid of computers. To get an approximate solution, several discretization methods are used to convert these differential equations into approximate non-linear algebraic equations that can be solved numerically. Discretization in space is done by breaking the total computational domain into finite discrete regions (or points), whereas for transient calculations the discretization in time is done by dividing the time interval into small time steps. For transient / unsteady problems, because of their non-linear physical nature, an iterative scheme is followed to solve. The accuracy of the solution depends on the discretization method used. The grid size also affects the accuracy of the solution- finer grid enhances the accuracy but at the cost of computational time and memory. The most commonly applied discretization methods [94] are – Finite Difference Method (FDM), Finite Volume Method (FVM) and Finite Element method (FEM). The FVM deals with the integral form of the governing equations and it requires appropriate methods to approximate the volume and surface integrals. The computational domain is sub-divided into a number of non-overlapping control volumes and the governing equations are applied to each of those control volumes. Each of the CV is bounded by a set of faces and each face is shared between other neighbouring CV’s. The computational nodes are situated at the centre of CV. The method is based on global conservation by construction and is suitable for complex geometries. This is why it is preferred widely nowadays over FDM. In the explicit method of temporal discretization, the variable (for which solution is sought) value at i’th grid point is determined from the known values of the rest of the terms like source term, flux etc. at the previous time-step. This method is
1st order accurate with time and will give quicker solution subjected to restriction on the time step size for a stable solution. On the other hand in the implicit method of temporal discretization, the only known value is the variable value at the previous time-step and rest of the terms like source, flux term etc. are evaluated along with variable value from current time-step which are unknown. This method is more stable in finding a solution but comes at the cost of additional computational time, compared to the previous explicit method. Other time discretization schemes for unsteady problems are being explained in literature [94]. The main problem of solving the Navier – Stokes equations is that there is no independent equation for pressure. Hence well-established algorithms like SIMPLE, PISO [94] etc. construct an additional pressure equation from the momentum equations that satisfies the continuity equation. The high energy of the incoming liquid steel stream from SEN during continuous casting gets cascaded down in the form of eddy currents or recirculation towards the mould exit as the solidification continues. Popular commercial software packages for calculating fluid flow include OpenFOAM [85], CFX [95], FLUENT [96] and so on.

Solving the transport equations for mass, momentum, energy and solute, Guthrie et al. [97] studied the evolution of macrosegregation for an iron-carbon binary alloy in a continuous billet caster. The model was based on the concept of two-phase mixture continuum model where each point in the domain is a mixture of solid and liquid phases respectively. The average mixture velocity was thus a sum of the liquid and solid velocity weighted by respective fractions. Mushy zone was assumed as a porous medium so that Darcy law could be applied. Porosity of the mushy zone was equal to the liquid fraction. Hence the porosity was zero when the material was fully solid. The momentum sink term was included in the source term. When fully liquid the momentum sink term becomes zero [98]. As the solidification goes on, the porosity decreases and the momentum sink increases. In fully solid zone, the condition is that the solid will move as the casting speed. Left portion of the Figure 2.14 shows the instantaneous fluid flow pattern of liquid steel inside the mould obtained by direct numerical solution of the Navier-Stokes equation as reported [99]. The right image shows the fluid flow pattern as obtained by particle image velocimetry technique (PIV) in water model. The arrow head mark of the arrows shows the direction of the velocity vector. At the liquid steel entry point from the SEN nozzle into the mould, high density of the velocity vectors can be seen. The liquid steel after exiting from the nozzle directly hits mould walls. A portion of the flow travel upwards while rest travel
downwards in the casting direction. Argon injection [100] rate through the SEN nozzle have a considerable effect on the fluid flow pattern which can affect the steel quality. Transient phenomenon like sudden change in the casting speed, abnormal surface level fluctuations [101] may induce asymmetric flow thereby having a direct impact on the quality of the cast product.

**Figure 2.14:** Instantaneous liquid steel flow pattern inside a continuous casting mould; (Left) numerical simulation; (right) PIV technique in a water model [99].

### 2.4.2 Modelling of Phase Formation

Any liquid metal casting process is relevant in terms that it determines the kinetics of phases that forms, its morphology and size distribution / structural length scales which affects the internal soundness / quality of the cast structure and hence deeply influences the mechanical properties of the cast product. The actual structural length scales of the phases that form during continuous casting process range from few μms to several mms along the several meters long cast steel slab, thereby defining its multi-
scale nature. The kinetics of the phase formation and its morphology governs the segregation of the product. From a customer point of view, the utmost demand is a high-quality cast structure with a minimum of defects and a uniform chemical composition (i.e., minimum macrosegregation). Thus, a steelmaker has to optimize the continuous casting process so as to satisfy the needs of the customer resulting in increased profitability. A combination of the influence of casting parameters like casting speed, cooling rate, liquid steel chemistry and super-heat controls the final cast structure during the solidification process. Due to the large cross-sectional area of the cast slabs, the cooling conditions and release of latent heat vary considerably from surface to the central core of the slab, which influences the phase evolution mechanism. Hence, the need to have thoughtful insights into the formation of phase evolution mechanism to achieve a better product quality.

In early years, the optimization of the casting process was primarily done by correlating the casting process parameters by thorough experimental characterization of the cast steel samples cut from the actual slabs. This was indeed quite a hectic and time-consuming task. With the advent of high-performance computing power, people started to develop various models to track the phase evolution mechanism in the product in an efficient and fast manner. The main ingredients in such models include the mathematics that describes the release and transport of heat and species along with appropriate boundary conditions that rule the thermodynamics at the interface. Modelling of phase evolution is quite a demanding job because of the complex interaction of the solid phase with the bulk fluid flow, particularly in the two-phase mushy zone. With the progress of solidification, solute-rich liquid steel gets continuously accumulated in the various pockets of the solidified dendrites. Combination of various factors like thermo-solutal effect over different length and time scales plays an important role in understanding the kinetics of phase transition. Since solidification is a heat transfer coupled fluid flow as well as a mass transfer phenomenon, it requires numerical solution of mass and momentum equations along with the heat diffusion equation. Moreover, the modelling situation becomes more challenging, as the number of solute elements with different partitioning and diffusion coefficients increase.

Advanced numerical methods have helped further in understanding of the very details of the transport phenomena during solidification. Two types of approach are available in literature – deterministic approach and stochastic (probabilistic) approach. In
deterministic modelling, the continuum equations are solved over the whole mesh. Most of the deterministic methods are based on the simplification that the solid phase has zero velocity. In the deterministic models, the initial mesh is divided into macro volume elements within which temperature is assumed to be uniform. Within each macro volume element, solid grains are allowed to nucleate based on nucleation laws. Volume averaging technique, front tracking method, Phase-Field Method are such common deterministic numerical methods of modelling the phase evolution while methods like Cellular Automaton (CA) or Monte Carlo Method (MC) (mainly used for diffusion simulations) are the stochastic ones. Each method has its own advantages and disadvantages. A detailed description of Phase-Field Method will be discussed later.

a) Front Tracking Method

The front tracking method of S/L interface [102] during solidification is one of the most common methods of explicit tracking of the interface to understand the mechanism and kinetics of phase evolution. In this case, the solid and liquid phases are considered as different entities and the continuity equations like heat diffusion equations are solved separately for each of the phases. Because of its explicit nature, an additional continuity equation for the interface is also solved. One of the main problem for this method is the explicit tracking of the interface (because of its complicated geometry) which makes the numerical method computationally intensive in 2D and even more in 3D. This method is also called 2-domain method. Industrial alloys have a large mushy zone rather than a sharp S/L interface. In the 3-domain method, the continuity equations are solved for each of the three domains – solid, mushy zone and liquid. The front tracking method also called the Sharp Interface Method is thus a direct phase evolution modelling approach where the grid points and time step are chosen so that they scale with the smallest length and time scales of the problem. A well-known example of such a method is the solidification of a pure material in an undercooled melt, known as the Stefan problem. In this case, the advancement of the solidification front is governed by how quickly the latent heat diffuses away from the S/L interface and the ability of the interface to maintain specific boundary conditions.
Similarly, for solidification of binary alloy [103], additional set of partial differential equations governing the diffusion of solute in solid and liquid phases have to be considered along with the solute flux balance at the solid/liquid interface. As mentioned before, the heat transfer equation contains a term that takes into account the latent heat release that depends on the fraction of solid. Assuming a simple linear relationship between temperature and the solid fraction will give the macroscopic evolution (of temperature or solid fraction) while it fails to predict the phase evolution in micro scale. Thus, to predict the phase evolution at the micro level, one has to take into account the nucleation and growth phenomenon of the solid particles at micro level and couple them with the macroscopic continuity equations. This is called macro-micro coupling method for modelling of solid phase structure / microstructure during solidification. Because of the averaging technique, this method is more suitable for industrial solidification problems involving mushy zone formation across varied length scales. Obviously, some information will get lost due to averaging technique but it is preferred over the computationally intensive 2-domain methods. The importance lies in the choice of the volume, over which the averaging is carried out and the functional relationship of solid fraction with time.

Microscopic models are those models which are associated with the nucleation and growth phenomenon during solidification. The aim is to obtain an appropriate solid fraction relationship to couple with the macroscopic heat transfer equation so that the solidification conditions like undercooling can be related to the microstructural features. A brief review of the nucleation and growth models for phase evolution modelling is given by Stefanescu [104]. Most of the empirical equations for nucleation models are based on fitted experimental data for specific experimental conditions. One set of experimental data that works well with one model may not work for other models. Volume averaging is a very popular technique where one can relate the macroscopic variables to their microscopic counterparts. In this technique, the macroscopic transport equations are numerically solved based on the representative volume elements that form the computational mesh. Interface microscopic phenomena like solute rejection, latent heat release, mass transfer due to solidification etc. are volume averaged in those representative volume elements and this accounted for some disagreements with the experimental results. Each grain considered as a dendrite envelope is defined as the surface that touches all the tips of the primary and secondary dendrite arms. Thus it includes solid and inter-dendritic liquid and not the extra
dendritic liquid. Models based on volume averaging techniques are called continuum models. Two-phase models developed by Beckerman et al. [105] and Prakash et al. [106] consist of separate volume averaged continuity equations for solid and liquid phases including the interfacial transfer terms. Wang and Beckerman [107] have utilised this technique to develop multiphase solute diffusion models for dendritic alloy solidification. Ludwig et al. [108] in the two-phase volume averaging model, modeled the formation of equiaxed solidification microstructure by considering separate conservation equations (mass, momentum, species, and enthalpy) for solid and liquid phases respectively. It is based on the continuum model developed by Incropera et al. [109]. In the three-phase volume averaging model, Ludwig et al. [110] assumed the columnar dendrites as one of the solid phases and equiaxed grains as the second solid phase. Phenomenon like columnar to equiaxed transition, grain structure distribution, and sedimentation of floating grains can be effectively modelled for ingot solidification. However, though it modelled the formation of columnar dendrites but the preferred growth orientation of the growing dendrites were not taken into account.

In addition to the macroscopic governing equations, several other auxiliary governing equations which relate macroscopic to microscopic processes are also taken into account. Once solid nuclei have formed, its growth with time influences the heat and solute diffusion equations in macro level due to the release of latent heat and excess rejected solute. Since the solidification of alloys occurs over a large range, various microsegregation models have to be applied to take the solute diffusion effect into account to determine the solid fraction. Under the assumption of local interfacial equilibrium, the phase fractions can be correlated to macroscopic temperature with the help of equilibrium phase-diagrams. The simplest microsegregation model [104] is based on the lever rule where one assumes complete mixing in both liquid and solid, while Scheil model assumes complete liquid mixing and no mixing in solid. Thus it is the solute diffusion model (like lever rule) which links the macro model to microscopic phenomenon. Most of the macro-micro coupled models in literature [87,111–113] have either assumed lever rule or Scheil model which are the two extreme cases. For predicting macrosegregation, most of them [114,115] have taken into account the flow due to shrinkage or solid deformation into account. They have not taken into account the effect of bulk convection on the solute boundary layer. Also most of the reported works were on evaluating the macrosegregation in ingot casting or the centreline segregation in continuous casting. The author have not found enough literature on how
the zone of dominance of the solute washing effect by bulk fluid flow shifts in a continuously cast steel slab. The challenge lies in taking into account the physics of the various types of flow starting from the beginning of solidification process till the point of metallurgical length in a continuous casting process. Hence evaluating the macrosegregation phenomenon [112,116,117] is still a persisting problem. For complex alloy systems, the phase equilibrium data from the Gibbs free energies of the liquid and solid phases as a function of composition and temperature are determined through thermodynamic software like Thermo-Calc [10]. Various numerical schemes [102,104] for macro-micro coupling include equivalent specific heat method, enthalpy method, micro enthalpy method, latent heat method etc. Other dual macro-micro scale models for alloy solidification using the concept of mixture theory are detailed in [89,118,119]. Since the growth [102] of a dendrite tip depends on the local solute and temperature gradients, the functional relationship of the solid fraction with temperature depends on the solidification conditions ahead of the tip. Voller et al. [120] developed a unique numerical modelling technique for treating the evolution of mushy zone during the course of phase change. They considered the case of freezing of liquid in a cavity which was treated as a porous medium. In fully liquid state the porosity was taken as 1 while in solid state the porosity was zero. The superficial velocity in the momentum equations was defined as the liquid fraction multiplied by the actual fluid velocity. CON1D heat flow model developed by Thomas et al. [121] simulates in 1D the growth of steel shell in a continuous casting mould.

The influence of convection during solidification occurs at both macroscopic and microscopic levels. At macro scale, it reduces the thermal gradient within the liquid core, while it also affects the local solidification conditions in front of a growing interface at microscale. Thereby it affects the segregation and phase evolution at both levels. With the increase of solid fraction during continuous casting, the effect of bulk convection diminishes and local / natural convection due to density gradients gains importance. The accurate way to determine the effect of convection is to calculate the velocities from the Navier-Stokes equations. In 2-domain methods, the fluid flow equations are solved within the liquid region only. Several techniques [109,120] like increasing the viscosity with the progress of solidification, average velocity field as a function of solid and liquid fraction have been applied to take the flow resistance due to solid mush into account. Assumptions in these models include laminar Newtonian flow in the liquid with constant viscosity. Inertial differences between liquids of
different densities are ignored. The problem in these multi domain models lies in the explicit tracking of the interface of the phases.

Until now, only the continuum scale modelling methods have been discussed, where some kind of averaging techniques are used to couple the microscale features with the macro scale phenomenon. Advancements in computing speed, numerical methods, parallel computing on high-performance machines etc. have shown a green signal to small scale simulations to have the multiscale effect even in 3D. Figure 2.15 shows various models used for the phase evolution in literature. Phase-field method and the molecular dynamics simulations take into account the full complexity of the S/L interface during the entire solidification process. They are far more accurate than the averaging methods discussed above but they come at the cost of computational time. In the probabilistic methods, the computational domain is divided into a number of cells. All the variables and states (like liquid / solid for solidification) are associated with each of the cell. The neighborhood influence of surrounding cells are also considered. Then transformation rules that govern the phase evolution of the states and variables of the cells are defined. The stochastic methods [66] describe the dendrite growth envelope or the development of the morphology of dendrite grains. In the field of steel metallurgy, the method is mostly applied to understand recrystallization, grain growth or phase transformation phenomena. In the Monte Carlo (MC) method, the physical problem is looked from a probabilistic or statistical model point of view. It is mainly a mesoscale model to develop the grain structure in cast product. The correspondence between MC time step used in calculations and real time is not clear. Also this method lacks the physical principles [122] of the dendritic or equiaxed growth, since the evolutionary rules are purely probabilistic. The main output of such models is to show the grain boundary development and grain impingement without any description of the interface dynamics associated with the primary and secondary dendritic arms.
b) Phase-Field Method

Phase-Field Method is an implicit front tracking algorithm derived from continuum thermodynamic principles to study the kinetics of phase evolution mechanisms in the field of materials science. This method is now widely used not only to study phase evolution in solidification but also in solid state phase transformations, grain growth and coarsening phenomena, microstructure evolution in thin films, crack propagation [123] and so on. Consider the case of solidification of a pure material, where a liquid phase having temperature above the melting point gradually transforms into a solid phase due to heat extraction. This happens because of lowering the local system temperature, resulting in nucleation of a stable solid phase and its further growth at the expense of the unstable liquid phase. This is because at temperatures below $T_m$ (freezing / melting point), the Gibbs free energy of the solid is less than that of the liquid phase and vice-versa (as shown in Figure 2.16a). At the equilibrium melting temperature, the solid and liquid phases will coexist. This signifies the presence of some boundary or interface between the phases. The creation of any surface requires some energy. Thus the creation of new solid phases necessitates the creation of solid – liquid interface associated with the S/L interface energy $\sigma$. Physical properties like temperature, pressure, volume, internal energy define the thermodynamic state of a system.
Figure 2.16: Solidification of pure material; (a) variation of Gibbs free energy with temperature [124]; (b) schematic of a S/L interface [125].

Figure 2.16b shows an S/L interface where the interface is defined as the region between the close-packed solid spheres and the dense but randomly packed liquid spheres. As shown in the figure, the density of the solid phase changes in a discontinuous sharp manner at the interface and then becomes again constant in the pure liquid phase. Similarly, the free energy of the solid phase will change abruptly to that of the liquid at the boundary. In general, in a continuous solidification process, the solid-liquid interface (or solidification front) gradually moves with the progress of solidification till it vanishes, when solidification is complete. This movement is based on how fast the atoms in liquid state cross the energy barrier and attaches on the solid side of the boundary.

Phase-field method based models mimic the S/L interface as a continuous thin transition layer, having a thickness wide enough compared to the actual length scale of a physical interface (~ nm) but small enough, compared to the structural length scales (~ several μms) obtained in standard solidification castings. The avoidance of the problem of explicit tracking of the interface is done by using an additional dimensionless variable $\phi$ (function of space and time) called the Phase Field variable, which takes the value of 0 in fully liquid phase and 1 in fully solid phase. Any intermediate values of $\phi$ (say $0.05 < \phi < 0.95$) signify the interface. The physical relevance is that the amplitude of this phase density function is constant in both the bulk phases whereas it changes only at the interface. The set of values of the variable in the whole volume is defined as the phase field. The kinetics of the phase evolution during solidification is thus given by an additional equation for the phase field.
variable, which is derived by forming an expression for the entropy distribution of the
system and assuring positive entropy generation. Thus, no separate equations for both
solid and liquid phase are needed to solve. This versatile technique is applied in
various fields of materials science like thin films, solidification, solid-state phase
transformations, study of interface dynamics in two-phase flows and so on. One of the
serious limitations of this technique is that the computational mesh has to be
sufficiently fine to capture the interface dynamics, which leads to massive
computational requirements. Because of the continuous transition of $\phi$ across the
phase boundary, the computed interface between the two phases is called diffuse
interface as opposed to the sharp interface in reality. Figure 2.17 shows the difference
between sharp and diffuse interface. Making the interface more diffuse (i.e., thicker)
enables one to use larger grid size and quick calculations. The interface thickness has
to be so chosen such that the numerical predictions must capture the physics of the
underlying problem and must be similar to that of the experimental results. The
interface thickness is defined as $2\lambda$. Figure 2.18 shows [11] the profile of the phase
field variable across a S/L interface in solidification.
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**Figure 2.17**: Schematic of sharp Interface (1st) and diffuse Interface [126] (2nd).
The real essence of the phase-field method stems its origin from the well-known Cahn Hilliard equation [127] originally developed to model the spinodal decomposition of a binary system A-B at a fixed temperature. It describes the temporal and spatial evolution of a conserved field like composition. It was assumed that initially, the system was homogeneous with uniform composition and with the progress of time the system splits into two phases (e.g. $\alpha$ and $\beta$) of different compositions, according to the principles of minimization of gradients of the chemical potential. The main point to note here is that the interface between the phases is not sharp but rather diffuse with a finite thickness across which the concentration varies gradually. Consider a binary solid solution of A and B atoms. Let $f_0(\text{Composition})$ be the Helmholtz free energy per unit volume of the homogeneous system at temperature T and $F(\text{Composition})$ be the total free energy of a heterogeneous system, consisting of $\alpha$ and $\beta$ phases. Using a Taylor series expansions Cahn and Hilliard [127] obtained the following expression (from the principle of Ginzburg–Landau free energy theory) for the Helmholtz free energy of the heterogeneous system (of the phases say $\alpha$ and $\beta$)

\[
F(\text{Composition}) = \int \left[ f_0(\text{Composition}) + \frac{\epsilon^2}{2} (\nabla \text{Composition})^2 \right] dV \quad (2.4)
\]

**Figure 2.18:** Phase field variable across a S/L interface [11].
where $\varepsilon^2$ is called the gradient energy coefficient.

The above equation reveals that the free energy of a heterogeneous system is the sum of the free energy of the homogeneous system and the gradient energy which is the excess free energy due to interface because the material at the interface is neither fully equilibrium $\alpha$ nor fully equilibrium $\beta$. This provides the very basis that the interphase boundary must take into account the finite non-zero width of the phase separation. The concept of gradient energy [128] stems from the fact that when two separate homogeneous solutions of A and B atoms are mixed, then the free energy of the final heterogenous system will be the sum of the individual bulk free energies of the homogeneous systems and the excess free energy due to mixing.

Allen-Cahn [129,130] instead of the concentration variable, used the order parameter and termed it as phase field variable $\phi$. Thus the free energy density will be given in terms of $\phi$ and it’s gradient as

$$F = \int \left[ f_0(\phi) + \frac{\varepsilon^2}{2} |\nabla\phi|^2 \right] dV$$  \hspace{1cm} (2.5)

For equilibrium, one needs to fulfil

$$\frac{\delta F}{\delta \phi} = 0$$  \hspace{1cm} (2.6)

The thermodynamics of irreversible systems [126] deals with the non-equilibrium systems, where there is constant dissipation of free energy (or increase in entropy). Here, the flux describing the rate of change of a system is proportional to the force, responsible for the change. Hence the rate of evolution of the phase field variable $\phi$ (i.e., the flux) is proportional to the change of free energy (i.e., the force) given as

$$\frac{\partial \phi}{\partial \tau} = -M \frac{\delta G}{\delta \phi}$$  \hspace{1cm} (2.7)
The above equation is also called the Allen-Cahn Equation or time-dependent Ginzburg-Landau equation where $G$ is the total Gibbs free energy functional of the system, $\frac{\delta G}{\delta \phi}$ is the variational derivative of Gibb’s free energy w.r.t $\phi$ which must decrease and $M$ is the constant phase field mobility [130]. The above equation is the case, where the phase field variable is not conserved. For e.g. in solidification, the volume of each of the phases is not constant.

The total Gibbs free energy functional $G$ of a heterogeneous system, involving more than one component is given as

$$G = \int \left[ g(\phi, C, T) + \frac{\epsilon^2}{2} |\nabla \phi|^2 + \frac{\epsilon^2}{2} |\nabla C|^2 \right] dV$$  \hspace{1cm} (2.8)

where the free energy density $g(\phi, C, T)$ is a function of phase field variable, composition (C) and temperature (T).

For pure materials, the equation 2.8 will be

$$G = \int \left[ g(\phi, T) + \frac{\epsilon^2}{2} |\nabla \phi|^2 \right] dV$$  \hspace{1cm} (2.9)

where $\epsilon^2$ is called the gradient energy coefficient due to the gradient of the phase-field within the interfacial region. The 1st term is the sum of the free energies of the solid phase, liquid phase and the double-well potential at the interface. The 2nd term is valid only in the interface region and is related to the interface energy. It is constant for isotropic interface energy.

From the principle of thermodynamic equilibrium for the solidification of a pure material, the free energy density must have constant values in the bulk solid and liquid phases respectively. As mentioned earlier, there exists a free energy barrier for transformation from liquid phase to solid phase. Figure 2.19 shows various shapes of the free energy density function as a function of the phase-field variable and $T_m$ which is the melting point where the free energy densities of bulk solid and bulk
liquid phase are equal. Please note that phase-field variable value of 1 signifies pure solid phase and value of 0 signifies pure liquid phase. The total free energy density for solidification of pure material is written as

$$F = \int \left[ W g(\phi) + h(\phi) f_s + (1 - h(\phi)) f_L + \frac{\varepsilon^2}{2} |\nabla \phi|^2 \right] dV \quad (2.10)$$

where $f_s$ is the free energy of the solid phase, $f_L$ is the free energy of the liquid phase, $g(\phi)$ is a double well function, $W$ is the height of the energy barrier at the interface and $h(\phi)$ is a monotonically increasing interpolating function satisfying $h(0) = 0$, $h(1) = 1$ and $h'(0) = h'(1) = 0$. The profile of $h(\phi)$ is shown in Figure 2.20a. The double well function is also a polynomial in $\phi$ with non-zero values only near the interface i.e., $g(0) = g(1) = 0$. The profile of the function is shown in Figure 2.20b which has the form

$$g(\phi) = \phi^2 (1 - \phi)^2 \quad (2.11)$$

It can be seen that in a fully solid phase, the total free energy is equal to the free energy of the pure solid phase and in fully liquid phase the total free energy is equal to the free energy of the pure liquid phase. Two types of polynomial expressions for $h(\phi)$ are used in literature [131]:

$$h(\phi) = \phi^3(10 - 15\phi + 6\phi^2) \quad (2.12)$$

$$h(\phi) = \phi^2(3 - 2\phi) \quad (2.13)$$
Figure 2.19: Variation of free energy density function [132].

Figure 2.20: Profile of the mathematical functions; (a) interpolating function $h(\phi)$ [132]; (b) double well function $g(\phi)$[132].

2.5 SUMMARY

This chapter gives a comprehensive overview of the various topics related to this research from literature. The chapter starts with the basics of continuous casting of steel and how fluid flow as well as heat transfer are relevant to it. Following that the fundamental theories on the formation of solidification microstructure during solidification and how fluid flow effects the microstructure were discussed. At last various methods of modelling fluid flow as well as phase formation were discussed.
CHAPTER 3: MODEL DEVELOPMENT

The purpose of this chapter is to give reader an overview and physical significance of the various governing equations used in the present work. The significance of the various variables and constants used are also mentioned. Variation across different length scales of phase evolution during solidification define the final properties of the solidified cast product, resulting from a continuous casting process. Considerable challenges are still present in quantitative understanding of the complicated evolution of the dendritic structures in solidification due to the non-linear coupling of heat, mass and phase transition. Building a micro scale solidification model requires accurate incorporation of the physics of thermodynamics and hence the phase-field method is being used in the current work. Kobayashi [133] used the phase-field method along with the anisotropy function of interface energy to represent the evolution of dendritic patterns in an undercooled single component melt. Based on the 2nd law of thermodynamics, Wang et al. [131] deduced phase-field models that had a strong resemblance to that of Kobayashi [133]. Starting from a pure metal, Kim et al. [134–136] and Boettinger et al. [11,137] deduced the phase-field models for alloy solidification in a thermodynamically consistent way. Based on the free energy density functional, Kim et al. in his model [134,136] of binary alloy solidification assumed the interface to be a mixture of solid and liquid phases with different compositions but with same chemical potential. The model developed by Kim et al. [134–136] at a dilute solution limit can be reduced to the model developed by Steinbach [138]. The model developed by Kim et al. [134–136] has been widely used for simulating the microstructure evolution in Fe-C binary alloys [136,139,140]. Other works on phase field modelling of solidification in binary [137,141] Fe-C alloys and ternary [142,143] Fe-C-P alloys are also reported in literature.
3.1 GOVERNING EQUATIONS for SOLIDIFICATION

3.1.1 Temperature Evolution

Let us consider the case of solidification of pure Nickel [135,144]. Simulation of phase-field method based solidification in single component system is easily available for nickel. Hence pure Nickel (Ni) was chosen as the starting material during the initial phase of the PhD work to establish a basic phase field solidification model and validate by reference to available data. The value of the phase-field variable \( \phi \) indicates the thermodynamic stable phase of the system as a function of time, \( t \) and position, \( x \). The thermal energy transport equation for solidification of pure material [135] under a non-isothermal temperature field is given as

\[
\frac{\partial T}{\partial t} = D_T \nabla^2 T + \frac{\Delta H_m}{C_p} h'(\phi) \frac{\partial \phi}{\partial t}
\]  (3.1)

where \( T \) is the temperature in Kelvin (K), \( t \) is the time in secs, \( D_T \) is the thermal diffusivity in \( m^2/s \), \( \Delta H_m \) is the latent heat of melting per unit volume in \( J/m^3 \), \( \phi \) is the phase-field variable, \( C_p \) is the material specific heat in \( J/m^3K \). The \( 2^{nd} \) term on the RHS in equation 3.1 represent the removal of latent heat associated with the rate of phase evolution. The chosen polynomial for the interpolating function is given as [135]

\[
h(\phi) = \phi^3(10 - 15\phi + 6\phi^2)
\]  (3.2)

By choosing the above interpolating function, we have \( h'(\phi) = 30g(\phi) \). It is reasonable to assume the specific heat capacity and thermal diffusivity of solid and liquid phase to be equal and constant. This is because the temperature range for the modelling being small enough so that the difference in those parameters for both phases will be small.
3.1.2 Solute Diffusion

The solute transport equation [134] for diffusion of solute in a two component system (binary alloy) is given as

$$\frac{\partial C}{\partial t} = \nabla \cdot \left( D(\phi) \left[ (1 - h(\phi)) C_L (1 - C_L) + h(\phi) C_S (1 - C_S) \right] \nabla \ln \left( \frac{C_L}{1 - C_L} \right) \right)$$  \hspace{1cm} (3.3)

where $C$ is the solute concentration in the interface region in mole fraction, $C_L$ and $C_S$ are the solute concentrations of the liquid and solid phases in mole fraction, $D(\phi)$ (in m$^2$/s) is the solute diffusivity as a function of $\phi$ and defined as

$$D(\phi) = (D_S h(\phi) + (1 - h(\phi)) D_L)$$  \hspace{1cm} (3.4)

where $D_S$ and $D_L$ are the solute diffusivities in solid and liquid phases respectively. It is to be noted that no convection term has been shown in the equation 3.3.

The solute concentration [134] in the interface region, $C$ is given as

$$C = (C_S h(\phi) + (1 - h(\phi)) C_L)$$  \hspace{1cm} (3.5)

Local equilibrium has been assumed at the interface. Kim et al. [134] assumed the interface as a mixture of solid and liquid phases respectively with different compositions but with same chemical potential (across the interface only at a thermodynamic equilibrium state) which for a dilute solution yields

$$\frac{C_S^{eq} C_L}{C_L^{eq} C_S} = \frac{((1 - C_S^{eq})(1 - C_L))}{((1 - C_L^{eq})(1 - C_S))}$$  \hspace{1cm} (3.6)
where $C^e_s$ and $C^e_l$ are the equilibrium solute compositions of the solid and liquid phases respectively at a particular temperature.

Taking $h(\phi) = \phi$, Kim et al. [134] modified his original solute transport equation 3.3 and showed that the modified version resembles Steinbach’s model [138]. The modified equation [134] is given as

$$\frac{\partial C}{\partial t} = \nabla \cdot [D(\phi)\nabla C] + \nabla \cdot (D(\phi)(C_l - C_s)\nabla \phi)$$

(3.7)

### 3.1.3 Phase Evolution

The phase-field governing equation for solidification of a pure material [11,145] with isotropic interface energy is given as

$$\frac{1}{M} \frac{\partial \phi}{\partial t} = (\varepsilon^2 \nabla^2 \phi) - W g'(\phi) - h'(\phi) \frac{\Delta H_m}{T_m}(T - T_m)$$

(3.8)

where $Wg'(\phi)$ is the imposed double-well potential [136] which is the excess free energy at the interface, $M$ is the phase-field mobility (assumed to be isotropic) in m$^3$/sJ, and $\varepsilon$ is the gradient energy coefficient which is related to the averaged interface energy $\sigma$ of the material. The last term is the degree of undercooling which provides the driving force for the interface movement.

Solidification structure is the result of competition between the interface energy associated with the formation of a new surface and thermodynamic driving force due to undercooling. The phase-field variable $\phi$ gradually changes its value from 0 to 1 across a distance of finite value called the interface thickness ($2\lambda$). It is to be noted that this interface thickness is not a real physical one present in the actual solidification microstructure but rather a mathematical construction for solving the equation 3.8 as stated by Kim et al. [134]. For the case of solidification, the free energy functional $F$ of the system can be represented as a sum of the free energies of the bulk phases (i.e. solid and liquid) and the excess energy associated with the creation of the interface
typically called interface energy. The free energy functional is assumed to be a continuous function of the phase-field variable across the diffuse interface. The interface energy \([11]\) constitutes the energy barrier at the interface (where \(W\) is the activation energy barrier) and the gradient energy (where gradient energy coefficient is denoted by \(\varepsilon\)) associated with the gradient of the phase-field variable across the interface. These are two counteracting effects – the gradient energy tries to widen the interface region to reduce the energy while the barrier height “\(W\)” tries to make the bulk phases stable by sharpening the interface region. This interface energy vanishes in the bulk phases and is non-zero in the interface region only. It is to be noted that both \(W\) and \(\varepsilon\) are computational parameters of the phase-field model. For isotropic interface energy, the equilibrium shape is spherical. The term \(\varepsilon\) is associated with the gradient of the phase-field variable i.e. \(\nabla \phi\) as mentioned before. The above governing equation shows that the interface movement is the inter-play between smoothing by the diffusion term (that tends to make the interface diffuse to reduce gradient energy) against the thermodynamic driving force (that tends to make the interface sharp to minimize the excess material within the interface and stabilise the bulk phases).

The model parameters \(W\), \(\varepsilon\), and \(M\) are related to the material parameters as per the following equations \([134,135,144]\).

\[
\sigma = \frac{\varepsilon \sqrt{W}}{3 \sqrt{2}}
\]

\[
2\lambda = \frac{2.2\sqrt{2} \varepsilon}{\sqrt{W}}
\]

where \(0.1 \leq \phi \leq 0.9\).

\[
M = \frac{T_m \mu}{2.73 \Delta H_m \lambda}
\]

where \(\mu\) (defined as the constant of proportionality between the S/L interface velocity and degree of undercooling) is the linear kinetic coefficient \([146]\) in m/sK.
During the process of solidification, the atoms from the liquid side jump onto the solid side after overcoming the energy barrier. This atomistic jump process is a random process and thermally driven. In real systems, temperature fluctuations (in pure metals) ahead of the S/L interface create interface instabilities and thus drives the motion of the interface. To simulate the effect of random thermal noise [137,144] on the interface for solidification of pure material, the temperature variable in the phase-field governing equation was multiplied by

\[\text{Noise} = 16\alpha r\phi^2(1 - \phi)^2\] (3.12)

where \(r\) is the random number generated between +1 and -1, \(\alpha\) is the noise amplitude (taken to be 0.01 i.e. 1% random noise). From the equation 3.12, it can be observed that the noise will be generated only when \(\phi\) has values intermediate between 0 and 1 i.e. at the interface only. Noise on total driving force signifies the noise term applied on the summation of 2\(^\text{nd}\) and 3\(^\text{rd}\) terms on RHS in equation 3.8 whereas noise on latent heat release signifies the noise term applied on 3\(^\text{rd}\) term only.

The governing equation for solidification of a pure material with anisotropy in interface energy is given as [144]

\[
\frac{1}{M} \frac{\partial \phi}{\partial t} = \nabla \cdot (\varepsilon(\theta)^2 \nabla \phi) + \frac{\partial}{\partial y} (\varepsilon(\theta)\varepsilon'(\theta) \frac{\partial \phi}{\partial x}) - \frac{\partial}{\partial x} (\varepsilon(\theta)\varepsilon'(\theta) \frac{\partial \phi}{\partial y}) - W g'(\phi) - h'(\phi) \frac{\Delta H_m}{T_m} (T - T_m)
\] (3.13)

where \(\theta\) is the orientation of the normal to the S/L interface with respect to the positive x axis and defined [137] as

\[
\tan \theta = \frac{\partial \phi}{\partial y} / \frac{\partial \phi}{\partial x}
\] (3.14)

The most widely used method in phase-field models [11,135,144] to include the anisotropy is to assume \(\varepsilon\) as a function of \(\theta\) represented as \(\varepsilon(\theta)\). For materials with
cubic symmetry undergoing dendritic solidification, the weakly anisotropic nature of the interface energy in 2D is taken into account by assuming the following dependency of $\epsilon$ as

$$\epsilon(\theta) = \epsilon(1 + \delta\epsilon \cos(j(\theta - \theta_0)))$$  \hspace{1cm} (3.15)

where $\delta\epsilon$ is the anisotropy constant and $j$ is the mode of anisotropy respectively. The parameter $j$ controls the number of preferential directions of the anisotropy in interface energy. It is 0 for isotropic interface energy while 4 for anisotropy along 4 directions. $\theta_0$ is a constant which signifies the interface orientation \cite{144} with respect to the maximum anisotropy. $\delta\epsilon$ is the strength of the anisotropy. The value of $\theta_0$ if taken to be zero will allow the interface to grow along the vertical and horizontal directions. The above equation 3.15 for anisotropy is not valid for highly faceted solidification i.e. for materials having strong anisotropy. Thus since $\epsilon$ is related to the material interface energy (equation 3.9), the assumed dependency of $\epsilon$ on $\theta$ also relates the material interface energy $\sigma$ to $\theta$. Formation of solid crystals during solidification takes place in a faceted manner. Solidification of cubic crystals in dendritic mode has been assumed to take place in a weakly anisotropic manner at high undercooling \cite{147}. The anisotropic nature is taken into account by assuming the above relationship which depends on the angle $\theta$ between the interface normal and a reference crystalline axis. This anisotropy dictates the preferred growth direction for the dendrites.

The governing equation \cite{134} for solidification of a binary alloy with anisotropy in interface energy is given as

$$\frac{1}{M} \frac{\partial \phi}{\partial t} = \nabla \cdot (\epsilon(\theta)^2 \nabla \phi) + \frac{\partial}{\partial y} (\epsilon(\theta) \epsilon'(\theta) \frac{\partial \phi}{\partial x}) - \frac{\partial}{\partial x} (\epsilon(\theta) \epsilon'(\theta) \frac{\partial \phi}{\partial y}) - W g'(\phi)$$

$$+ h'(\phi) \frac{RT}{V_m} \ln \left( \frac{(1 - C_{S_{eq}})(1 - C_L)}{(1 - C_{L_{eq}})(1 - C_S)} \right)$$  \hspace{1cm} (3.16)

where $V_m$ is the molar volume in m$^3$/mole and $R$ is the universal gas constant. Each point in the computational domain was assumed to be a mixture of solid and liquid phases. The last term on the RHS in the above equation is the thermodynamic driving
force for the solidification of a binary alloy. At the beginning, the concentration of the liquid phase is equal to the initial alloy concentration but with the progress of solidification the thermodynamic driving force decreases.

Under the approximation of dilute solution, the phase-field mobility for a binary alloy [134,140] is given as

\[
\frac{1}{M} = \frac{\varepsilon^3 \zeta(C^e_S, C^e_L)}{\sigma D_l \sqrt{2W}} + \frac{\varepsilon^2 \beta RT (1 - k^e)}{\sigma V_m m^e} \tag{3.17}
\]

where \(\beta\) is the kinetic coefficient defined [139] to be the inverse of the linear kinetic coefficient [146] \(\mu\), \(k^e\) is the equilibrium partition coefficient of Carbon in \(\delta\)-iron, \(m^e\) is the equilibrium liquidus slope and \(D_l\) is the diffusion coefficient in the interface region assumed [140] to be equal to the diffusion coefficient in the liquid. The term \(\zeta(C^e_S, C^e_L)\) is given as

\[
\zeta(C^e_S, C^e_L) = \frac{RT}{V_m} (C^e_L - C^e_S)^2 \int_0^1 \frac{h(\phi)(1-h(\phi))}{(1-h(\phi))C^e_L(1-C^e_L) + h(\phi)c^e_S(1-C^e_S)(1-\phi)} d\phi \tag{3.18}
\]

The equation 3.17 permits vanishing kinetic coefficient [134,136] conditions for an infinite value of \(\mu\) since the value of linear kinetic coefficient is very high [139] in metal systems. Under the vanishing kinetic coefficient condition, the phase-field mobility [142,148] for a binary alloy is given as

\[
\frac{1}{M} = \frac{\varepsilon^3 \zeta(C^e_S, C^e_L)}{\sigma D_l \sqrt{2W}} \tag{3.19}
\]
Taking $h(\phi) = \phi$, Kim et al. [134] modified the equation 3.16 and showed that the modified version resembles Steinbach’s model [138]. The modified equation [134] is given as

$$\frac{1}{M} \frac{\partial \phi}{\partial t} = \nabla \cdot (\epsilon(\theta)^2 \nabla \phi) + \frac{\partial}{\partial y} (\epsilon(\theta)\epsilon'(\theta) \frac{\partial \phi}{\partial x}) - \frac{\partial}{\partial x} (\epsilon(\theta)\epsilon'(\theta) \frac{\partial \phi}{\partial y}) - Wg'(\phi)$$

$$+ h'(\phi) \frac{RT(1 - k^{eq})}{V_m m^{eq}} (T_m - T - m^{eq} C_i)$$

(3.20)
3.2 GOVERNING EQUATIONS for FLUID FLOW

For incompressible fluid flow, the equation for conservation of mass coupled with phase-field model as developed by Steinbach [138] (assuming solid velocity to be zero) is given as

$$\nabla (1 - \phi) \vec{V} = 0$$  \hspace{1cm} (3.21)

and the corresponding equation for conservation of momentum [138] coupled with phase-field model is given as

$$\frac{\partial}{\partial t} [(1 - \phi) \vec{V}] + \nabla [\nabla (1 - \phi) \vec{V}]$$

$$= -(1 - \phi) \nabla P + \nabla [\nabla (1 - \phi) \vec{V}] - \frac{2.757 \nu \phi^2 (1 - \phi) \vec{V}}{(2\lambda)^2}$$  \hspace{1cm} (3.22)

where $P$ is the liquid pressure in $m^2/s^2$, $\nu$ is the constant kinematic viscosity of liquid steel in $m^2/s$ and $\vec{V}$ is the liquid velocity in $m/s$. The 1\textsuperscript{st} and 2\textsuperscript{nd} terms on left hand side of equation 3.22 denote the transient term and convection term respectively. The 1\textsuperscript{st} term on the right hand side is the pressure force term and the 2\textsuperscript{nd} term is the diffusion term. The source term due to gravity has been neglected. Putting $\phi = 0$ in the equation 3.22, reduces the equation equivalent to solving the Navier-Stokes equation in single phase liquids with constant density and viscosity. Due to increasing solid fraction in the diffuse interface region, the incorporation of the dissipation of the viscous forces in the liquid phase is taken into account through the last term [105] on the right hand side in equation 3.22. The dissipative viscous term is proportional to the liquid viscosity and the velocity gradient. While deriving equation 3.22, Steinbach [138] assumed that the interface thickness varied over which the phase-field variable varied from 0.05 to 0.95.
3.3 GOVERNING EQUATIONS for SOLUTE TRANSPORT with CONVECTION

As per the author’s knowledge, Kim et al. [134] did not extend the original phase-field model (the equations 3.3 and 3.16) of solidification to incorporate the solute convection effect. Only a few authors [14,57] who used the solidification model of Kim et al. [134] incorporated the melt convection effect on the solute transport by adding the convection term in the solute transport equation 3.3 and coupled it with the Navier-Stokes equation. Others [15,16,149] who incorporated the melt convection effect with solidification used the phase-field model developed by Boettinger et al. [137]. As a general case, investigations [13,17,19,150] on the modelling of the melt convection effect on the solidification microstructure have been focussed on the effect of flow magnitude on increased dendrite bending and branching of dendrites in the upstream direction which is primarily due to the asymmetric solute profile ahead of the deflected dendrite. In the present work it was decided to go ahead in coupling the solidification model of Kim et al. [134] with the incompressible phase-field coupled Navier-Stokes equations (equation 3.21 and 3.22) as per Steinbach’s [138] formulation since there are not much-reported works on melt convection effect using the model of Kim et al. [134]. Incorporating the convection term in the previously stated solute transport equation 3.3 in the way as done by Steinbach [138] gives

\[
\frac{\partial C}{\partial t} = \nabla \cdot \left( D(\phi) \left\{ (1 - h(\phi))C_L(1 - C_L) + h(\phi)C_S(1 - C_S) \right\} \nabla \ln \frac{C_L}{(1 - C_L)} \right) \\
- \nabla \left( (1 - \phi)\bar{V}C_L \right) \tag{3.23}
\]

where the term \((1 - \phi)\) is the liquid fraction. The last term signifies that the composition of the liquid phase is advected by the liquid velocity.
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The solute transport equation including convection for the modified version of the model of Kim et al. [134] as per Steinbach’s formulation can be written as

\[
\frac{\partial C}{\partial t} = \nabla \cdot [D(\phi)\nabla C] + \nabla \cdot (D(\phi)(C_L - C_S)\nabla \phi) - \nabla \cdot \left( \frac{(1 - \phi)}{1 - \phi + \phi k_{eq}} \vec{V} C \right) \tag{3.24}
\]

### 3.4 SUMMARY

In a single component system, the temperature profile dictates the phase evolution and hence the chapter starts with the governing equation of temperature. Then comes the case of a solidification of binary alloy in which concentration profile also affects the phase evolution. Following that, the governing equations of phase evolution were discussed. At the end comes the coupling of fluid flow where the fluid flow governing equations and the convection coupled solute transport equations were mentioned.
CHAPTER 4: RESEARCH METHODOLOGY

First part of the chapter gives an overview of the sequence of the steps followed in implementing the numerical model in OpenFOAM from elemental stage. Second part of this chapter initially deals with the methodology followed in conducting the laboratory scale wedge mould casting experiments and collection of industrial grade steel slab samples. Afterwards detailed steps of sample preparation and the various measurements undertaken have been described.

4.1 NUMERICAL METHODOLOGY

The main aim of developing the numerical model is to understand how the presence of bulk fluid flow during solidification affects the solute transport behaviour and thus alters the interface growth direction. Starting with planar solidification in a single component system (pure material), an open source micro scale phase-field method based solidification model, incorporating the thermodynamics of solidification was developed. Simulations were verified for a Fe-C alloy with anisotropic interface energy. Quantitative validation with literature was done for both single component systems and two component systems respectively. Afterwards, the solidification model was coupled with fluid flow. Various stages of the model developed in OpenFOAM have been presented in this section – coupling with an integrated OpenFOAM solver, parallel computing, coupling to Steinbach’s model [138] and running the simulations in high performance computing cluster. The necessary modelling parameters, material properties, the initial and boundary conditions to reproduce the same results are tabulated alongside the description.

4.1.1 General Overview about OpenFOAM

OpenFOAM [20] is an open-source computational software used to solve wide range of engineering problems like fluid flow and diffusion. It is written in C++ programming language and runs on Unix / Linux / Windows based operating systems.
It has the advantage of readily available pre-compiled solver codes, known as applications for numerous engineering problems. One of the main advantage of using this software is that any user can port his own code into the latest version in order to be freely available for the benefit of the wider scientific community. OpenFOAM allows a wider range of the collaboration among the audience of the CFD community across the globe than any other commercial software packages. The main components of any CFD software package are – defining the geometry, initial and boundary conditions, solving the governing equations and data interpretation of the numerical results. The blockMesh utility of OpenFOAM generates the computational mesh from the description of blockMeshDict input dictionary. The boundary and initial conditions for the variables to be solved for, are mentioned in another dictionary/file. The physical constants and modelling parameters are stored in the transport properties dictionary. The input data for time control, reading and writing of data are mentioned in controlDict dictionary. OpenFOAM comes with an additional application, called Paraview for post-processing of results.

All the simulations were performed in 2D. The self-written code was used to solve the governing equations. The initial simulations for solidification were performed in the OpenFOAM version 3.0.1 on a Virtual Machine Workstation with configurations of 4GB RAM, processor Intel Core i7 and 3.20 GHz. To start with, the scalarTransportFoam solver in OpenFOAM ver. 2.2.0 was modified and then coupled with phase-field equation to simulate the planar solidification of pure material. Later the developed code was modified as per the requirements and ported to newer versions of OpenFOAM.

4.1.2 Solidification Model

The starting case for developing the solidification model was considered to be that of planar solidification in single component system i.e. pure metal. Initially, the computational domain was considered to be filled with liquid (\( \phi = 0 \)) nickel at the melting point i.e. no undercooling was taken into account. For the solidification without undercooling and anisotropy, the source term of the thermal energy equation (equation 3.1) was solved using explicit scheme while rest of the terms were solved by implicit scheme. Similarly, the diffusion term of the phase-field equation (equation
was solved using implicit scheme while the other source terms were solved using explicit scheme. At first the phase-field governing equation was solved and subsequently, the governing equation for temperature was solved. Since the driving force for interface movement is the thermal gradient, the restriction on the time step ($\Delta t$) is given as $\Delta t \leq \Delta x^2 / 4D_T$ where $D_T$ is the thermal diffusivity of the material and $\Delta x$ is the grid spacing in $x$ direction. For the case of solidification with undercooling, the phase-field equation was solved using explicit scheme only. The simulations were performed in a square computational domain of $12 \mu m \times 12 \mu m$ with a resolution of 600 grid points each in $x$ and $y$ directions (equals to 360,000 cells) to ensure visualization of secondary dendrite arms. This resolution was chosen such that the width of the S/L interface could be represented by four grid points. Table 4.1 and table 4.2 summarize the model parameters and the material properties for Nickel (Ni) and Iron (Fe) respectively.

**Table 4.1:** Model parameters for solidification of single component system.

<table>
<thead>
<tr>
<th>Model parameters</th>
<th>Ni [144]</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(\varepsilon)$</td>
<td>$2 \times 10^{-4}$ J$^{-1/2}$m$^{1/2}$</td>
<td>$1.49 \times 10^{-4}$ J$^{-1/2}$m$^{1/2}$</td>
</tr>
<tr>
<td>Free energy factor ($W$)</td>
<td>$0.61 \times 10^8$ Jm$^{-3}$</td>
<td>$0.337 \times 10^8$ Jm$^{-3}$</td>
</tr>
<tr>
<td>$(M)$</td>
<td>$13.47$ m$^3$s$^{-1}$J$^{-1}$</td>
<td>$4.27$ m$^3$s$^{-1}$J$^{-1}$</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>$2 \times 10^{-8}$ m</td>
<td>$2 \times 10^{-8}$ m</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>$2 \times 10^{-8}$ m</td>
<td>$2 \times 10^{-8}$ m</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>$10^{-12}$ s</td>
<td>$10^{-11}$ s</td>
</tr>
<tr>
<td>$\delta_\varepsilon$</td>
<td>0.025</td>
<td>0.04</td>
</tr>
</tbody>
</table>

**Table 4.2:** Material properties for solidification of single component system.

<table>
<thead>
<tr>
<th>Material properties</th>
<th>Ni [144]</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>$0.37$ Jm$^{-2}$</td>
<td>$0.204$ Jm$^{-2}$ [151]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$2$ ms$^{-1}$K$^{-1}$</td>
<td>$0.5$ ms$^{-1}$K$^{-1}$ [125]</td>
</tr>
<tr>
<td>$T_m$</td>
<td>$1728$ K</td>
<td>$1811$ K [151]</td>
</tr>
<tr>
<td>$\Delta H_m$</td>
<td>$2.35 \times 10^9$ Jm$^{-3}$</td>
<td>$1.94 \times 10^9$ Jm$^{-3}$ [125]</td>
</tr>
<tr>
<td>$D_T$</td>
<td>$1.55 \times 10^{-5}$ m$^2$s$^{-1}$</td>
<td>$0.5 \times 10^{-5}$ m$^2$s$^{-1}$ [125]</td>
</tr>
<tr>
<td>$C_p$</td>
<td>$5.42 \times 10^6$ Jm$^{-3}$K$^{-1}$</td>
<td>$6.35 \times 10^6$ Jm$^{-3}$K$^{-1}$ [125]</td>
</tr>
<tr>
<td>$2\lambda$</td>
<td>$8 \times 10^{-8}$ m</td>
<td>$8 \times 10^{-8}$ m</td>
</tr>
</tbody>
</table>
For the initial set of simulations, the domain boundaries were maintained at 300 K. The thermal gradient at the boundary was kept high enough to monitor the movement of the S/L interface within a short time. The phase-field variable was assumed to be equal to 1 at the domain boundaries thereby signifying a layer of solid on the boundary walls to initiate the process of solidification. The simulations were ran for $10^{-7}$ s. To simulate the effect of undercooling for solidification of nickel, the computational domain was filled with liquid nickel at 1468 K i.e. a degree of undercooling of 260 K. For initial few simulations both the boundary conditions were kept same. But later the boundary condition for temperature was changed to fixed thermal gradient boundary condition. In the literature [144], it was assumed that the region close to the boundaries were at 300 K and was cooled with a heat transfer coefficient of 45 W/m²K. With a quick calculation, the heat flux was found to be $45 \times (1468 - 300) = 52560$ W/m². In the present work it was assumed that the heat being conducted through a solid layer of nickel at the boundary with a thermal conductivity value of 90 W/mK. To have the similar heat flux value of 52560 Wm² as reported [144], the calculated thermal gradient on all the boundaries was found to be -584 K/m.

For simulations with anisotropic interface energy, the governing equation for the phase-field variable was equation 3.13. The anisotropy constant for pure Ni was taken as 0.025 and the mode of anisotropy as 4 indicating (four-fold symmetry). To simulate the formation of nickel dendrite with well-developed secondary arms in an undercooled melt, the boundary conditions for both the phase-field and temperature were changed to zero flux condition. Solidification was initiated by putting a solid seed at one of the corners of the domain i.e. by putting $\phi = 1$. The seed was allowed to grow with time. Afterwards, the material properties of nickel were replaced by that of pure iron to simulate the formation of iron dendrite in an undercooled melt since the ultimate goal was to simulate a Fe-C dendrite.

To simulate the solidification of Fe-C alloy, initially the chosen alloy was Fe-0.08 wt.% C as this would represent a low carbon steel (grades like AISI 1108, 1010, etc.) that are mainly used in automobile body panels, nuts & bolts, wires and for other structural applications because of good weldability. All the simulations for binary alloy solidification were performed isothermally i.e. under constant undercooling. The numerically solved governing equations were equations 3.3 - 3.6 and equation 3.16 respectively. Both the governing equations were solved through the explicit Euler scheme. The computational domain was kept same as before. Since the driving force


for interface movement in binary alloy solidification is the concentration gradient, the time step restriction is given as \( \Delta t \leq \Delta x^2 / 4D_L \) where \( D_L \) is the solute diffusivity in the liquid phase. All the equilibrium compositions were taken from Thermo-Calc 2019a software and the material properties were assumed to be independent of composition. A random noise of 1% was applied to the liquid concentration \( (C_L) \) at the interface to simulate the formation of secondary dendrite arms. Zero flux boundary conditions were applied for both phase-field and concentration. The solid seed composition was chosen by simultaneously solving equation 3.5 and equation 3.6 respectively. Table 4.3 and table 4.4 summarize the model parameters and the material properties used for the solidification of Fe-0.08 wt.% C alloy respectively.

**Table 4.3:** Model parameters for solidification of Fe-0.08 wt.% C alloy.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \varepsilon )</td>
<td>( 1.05 \times 10^{-4} \text{J}^{-1/2}\text{m}^{1/2} ) [148]</td>
</tr>
<tr>
<td>( W )</td>
<td>( 0.673 \times 10^8 \text{Jm}^{-3} ) [148]</td>
</tr>
<tr>
<td>( M )</td>
<td>( 0.166 \text{m}^3\text{s}^{-1}\text{J}^{-1} ) [148]</td>
</tr>
<tr>
<td>( \Delta x )</td>
<td>( 2 \times 10^{-8} \text{m} )</td>
</tr>
<tr>
<td>( \Delta y )</td>
<td>( 2 \times 10^{-8} \text{m} )</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>( 10^{-9} \text{s} )</td>
</tr>
<tr>
<td>( \delta_\varepsilon )</td>
<td>0.05</td>
</tr>
</tbody>
</table>

**Table 4.4:** Material properties of Fe-0.08 wt.% C alloy.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma )</td>
<td>0.204 \text{Jm}^{-2} [136,139]</td>
</tr>
<tr>
<td>( D_L )</td>
<td>( 2 \times 10^{-8} \text{m}^2\text{s}^{-1} ) [136,139]</td>
</tr>
<tr>
<td>( D_S )</td>
<td>( 6 \times 10^{-9} \text{m}^2\text{s}^{-1} ) [136,139]</td>
</tr>
<tr>
<td>( V_m )</td>
<td>( 7.7 \times 10^{-6} \text{m}^3\text{mole}^{-1} ) [136,139]</td>
</tr>
<tr>
<td>( R )</td>
<td>8.314 \text{Jmole}^{-1}\text{K}^{-1}</td>
</tr>
<tr>
<td>( k^\text{eq} )</td>
<td>0.178 [10]</td>
</tr>
<tr>
<td>( \nu )</td>
<td>( 6.79 \times 10^{-7} \text{m}^2\text{s}^{-1} ) [57]</td>
</tr>
<tr>
<td>( T_m )</td>
<td>1810 \text{K} [136]</td>
</tr>
<tr>
<td>( 2\lambda )</td>
<td>( 4 \times 10^{-8} \text{m} )</td>
</tr>
</tbody>
</table>
Later to validate the results qualitatively with literature [136], the alloy composition for the isothermal binary alloy solidification was changed to Fe-0.108 wt.% C (Fe-0.5 mole% C) alloy. The computational domain was chosen as $5 \mu m \times 10 \mu m$ with a resolution of 500 grid points in $x$ direction and 1000 grid points in $y$ direction (equals to 500,000 cells). Thus the grid size was equal to $10^{-8}$ m in both $x$ and $y$ directions respectively. The phase-field mobility value was determined under the vanishing kinetics coefficient condition (from equation 3.19). The interface width was represented by four grid points. The anisotropy constant $\delta_e$ for interface energy was chosen as 0.03 [136]. As an initial condition, a square box of $5 \times 5$ grid points in $x$ and $y$ directions were put as solid seeds.

For quantitative validation, Kim’s extended solidification model based on Steinbach’s formulation was used for which the governing equations were equation 3.7 and equation 3.20 respectively. The alloy composition was modified to Fe-0.1 wt.% C to validate the secondary dendrite arm spacing data with that of Kim et al. [139]. Kim et al. [139] validated his modelled data against experimental reported results. The width of the domain was taken to about 11 times the length of the reported secondary dendrite arm spacing and the domain height was taken to be around 4.5 times the secondary arm spacing. A mesh size of $0.5 \mu m$ was used to calculate the dendrite arm spacing. The interface thickness was represented by eight grid points. No-flux boundary conditions for both phase-field and concentration were used on all sides of the domain. As an initial condition, a uniform thin layer of solid was placed at the bottom of the domain. The effect of cooling rate was implemented in form of the equation $T(t) = T_0 - \Delta T \cdot t$ [139] where $T_0$ was the initial temperature few degrees below the liquidus temperature of the alloy and $\Delta T$ was the cooling rate in K/s. The initial temperature $T_0$ was taken to be 1800 K for all the cases and only the cooling rate was varied for each simulation. Growth of secondary dendrite arms were simulated at three different cooling rates namely – 83.33 K/s, 33.33 K/s and 8.33 K/s. Simulations were performed for Fe-0.1 wt.% C binary alloy under isothermal conditions with the thermodynamic data taken from Thermo-Calc [10]. Table 4.5 shows the model parameters used.
Table 4.5: Model parameters for solidification of Fe-0.1 wt.% C alloy.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon$</td>
<td>$1.055 \times 10^{-3} \text{ J}^{-1/2} \text{m}^{1/2}$ [148]</td>
</tr>
<tr>
<td>$W$</td>
<td>$0.673 \times 10^6 \text{ Jm}^{-3}$ [148]</td>
</tr>
<tr>
<td>$\Delta x$</td>
<td>$0.5 \times 10^{-6} \text{ m}$ [148]</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>$0.5 \times 10^{-6} \text{ m}$ [148]</td>
</tr>
<tr>
<td>$\Delta t$</td>
<td>$0.25 \times 10^{-5} \text{ s}$</td>
</tr>
<tr>
<td>$\delta_e$</td>
<td>$0.03$ [148]</td>
</tr>
</tbody>
</table>

The variation of the equilibrium solidus and liquidus concentrations as a function of temperature was incorporated using statistical fit equations determined by Wolfram Mathematica 11 [152] numerical software. The respective correlations are given as

$$
\text{Equilibrium mole fraction (carbon) in liquid} = (-1.22159 \times 10^{-06} \times T \times T) + (0.00381549 \times T) - 2.90337
$$

(4.1)

$$
\text{Equilibrium mole fraction (carbon) in delta ferrite (solid)} = (-1.98848 \times 10^{-07} \times T \times T) + (0.000612082 \times T) - 0.456322
$$

(4.2)

The phase-field mobility values at each temperature were determined by numerical integration of equation 3.18 using MATLAB R2018a [153] software leading to the following correlation as determined by Wolfram Mathematica 11 [152] numerical software

$$
\frac{1}{M} = (-0.469462 \times T \times T) + (1494.72 \times T) - 1167210
$$

(4.3)
4.1.3 Fluid Flow Coupling

Once the phase-field method based solidification model was developed, coupling of the fluid flow with the solidification model needed step by step modifications. IcoFoam [20] solver is an implemented OpenFOAM solver for incompressible, laminar flow of Newtonian fluids in transient state. In 3D, the equations 3.21 and 3.22 solve for four unknowns i.e. pressure and the three components of velocity in \(x\), \(y\) & \(z\) directions. Standard algorithms for solving the equations include [94] SIMPLE (Semi-implicit method of pressure linked equations), PISO (pressure implicit split operator) and PIMPLE (merged PISO-SIMPLE). Detailed description of the various algorithms is given elsewhere [94]. The IcoFoam solver uses the PISO algorithm and the implicit method [94]. The stability criteria [94] that needs to be fulfilled is that the Courant Number (Co) has to be less than 1. Courant number less than one means that instruction from one cell to the adjacent cell in the computational domain should reach within one time-step only. Thus there is a restriction on the time-step size.

All the flow coupled simulations were performed under isothermal conditions. The 1st step in the coupling the fluid flow coupled with solidification model was to couple the IcoFoam solver step by step with the already developed solidification model. As a first case, a small rectangular domain of 10 \(\mu m\) \(\times\) 2.2 \(\mu m\) with a resolution of 1000 grid points in \(x\) direction and 220 grid points in \(y\) direction were taken (equals to 220,000 cells). Liquid steel with initial alloy concentration and a fixed velocity of 0.15 m/s [57] enters the left wall. It exits through the right wall where zero-gradient velocity boundary condition was assumed. The top wall was assumed to move with a fixed velocity of 0.15 m/s in the same direction of the fluid flow. The inside of the domain was assumed to contain full liquid phase equal to initial alloy concentration. Zero velocity and pressure were considered inside the computational domain as initial conditions. Zero pressure gradient was assumed on all domain walls except the right wall where the pressure value was fixed as zero. Solid seed was placed at the centre of the bottom wall and thus under the action of thermodynamic driving force, the seed would tend to grow towards the top wall. The bottom wall of the domain was assumed to be stationary similar to the actual continuous casting mould. Zero flux boundary condition for both concentration and the phase-field variable were assumed on all the domain walls except the left wall. At first, the velocity field was determined by solving the Navier-Stokes equation (equation 3.21 & equation 3.22), followed by solving the
solute transport equation (equation 3.23) and then the phase-field equation 3.16. At the end, the velocity field at the current time step was multiplied by \((1 - \phi)\) i.e. the liquid fraction to get the updated the velocity field for the next time-step. This step meant that the velocity values for each cell were multiplied by the liquid fraction of the corresponding cell. The interface width was represented by four grid points. The modelling parameters \(\varepsilon\) and \(W\) were kept same as shown in table 4.3. The anisotropy constant was taken as 0.03 and time step as \(10^{-10}\) s. The flow coupled simulations were run by enabling parallel computing in OpenFOAM. Initially the domain was divided into 3 sub-domains in \(x\) directions for running the code in parallel with three processors. The initial fluid flow coupled solidification simulations were performed parallel with three processors in OpenFOAM on the Virtual Machine Workstation with 16GB RAM, processor Intel Core i7-7600U and 2.80 GHz. Later the rectangular domain size was increased to \(10 \mu m \times 5 \mu m\) with a resolution of 1000 grid points in \(x\) direction and 500 grid points in \(y\) direction (equals to 500,000 cells).

As a next step of code modification, the extended form of the solidification model developed by Kim was coupled with the Navier-Stokes equation (equation 3.21 & 3.22). The corresponding solute transport equation and the phase-field governing equation were equation 3.24 and equation 3.20 respectively. To reduce computational time, the domain size was modified to \(5 \mu m \times 2.5 \mu m\) with a resolution of 500 grid points in \(x\) direction and 250 grid points in \(y\) direction (equals to 125,000 cells). The top wall of the domain was taken to be a slip-wall and the bottom wall was taken to be in contact with stationary mould wall \((V = 0)\).

Once the flow coupled solidification model was developed, the longer time taking simulations with fluid flow were ran on high-performance computing cluster available at the Centre of Scientific Computing (CSC) Facility at University of Warwick. The CSC department of University of Warwick has two high-performance clusters namely – Tinis and Orac for parallel computing. Batch systems are typically used to run jobs on Linux clusters. With a batch system, jobs are described using a straightforward batch script which is then submitted to a batch queue. To determine the optimum number of processors to run the numerical code in Tinis cluster, the developed flow coupled code was ran under isothermal condition in OpenFOAM 4.1 with different number of processors – 8, 16, 32, 64 and 96 respectively. Rest of the parameters were kept same. Each simulation was executed up to same time instant. Figure 4.1 shows the plot of total simulation time in seconds against the number of processors. The total
The simulation decreases in a steep manner with increase in the number of processors from 8 to 32 after which steepness decreases. From the plot, the optimum number of processors was found to be 64. Total time taken for the simulation with least undercooling was roughly about 24 hours in the high-performance cluster with 64 processors.

![Graph showing total simulation time against number of processors.](image)

**Figure 4.1:** Plot of total simulation time against number of processors.

### 4.2 EXPERIMENTAL METHODOLOGY

The highly competitive market for the production of thinner steel sections demands a diverse product mix to cater to the changing customer needs. It creates a thrust among the casting research community to focus more on the as-cast solidification structure by understanding the linkages between the solidification structure and the casting process parameters. A thorough understanding of the relationship between solidification structure like dendrite arm spacings and the process parameters like fluid flow, casting speed etc. is required to get clear picture of the structure-property correlation of the cast product. This helps in the development of advanced steel grades. Thus, one of the main purposes of doing the experiments was to understand how the
cooling rate influences the solidification structure and hence the macrosegregation in the as-cast product. This was done by performing laboratory scale wedge mould casting experiments.

In the laboratory scale, wedge mould casting experiments without bulk fluid flow were carried out as opposed to the flow in a continuous casting process. Hence to understand the effect of bulk fluid flow on the solidification structure in the cast product, industrial grade steel slab samples produced during a continuous casting process were collected and compared with that of the wedge mould cast samples. Measurements of the dendrite deflection angle in the slab samples and correlating with the macro scale bulk fluid flow profile was performed.

4.2.1 Laboratory Scale Wedge Mould Casting Experiments

The procedure of laboratory-scale wedge mould casting experiments were performed at the Tata Steel Research and Development in IJmuiden, The Netherlands. The whole experimental set-up (Figure 4.2a) of the induction furnace and the wedge mould was kept under vacuum during the experiment to protect the liquid steel from oxidation. The wedge mould set-up was an in-house development, designed to study the effect of cooling rate on the as-cast solidification structure and microsegregation phenomena of different advanced high strength steel grades. The idea of having different cooling rates for a single cast in the mould was conceived by making five steps of different thicknesses of the mould gap along the length of the mould. The thickness increases in a step-wise manner from bottom to top thereby allowing liquid steel of different volumes to solidify at different cooling rates. Each step was equipped with a pair of thermocouples. A smaller mould gap will allow a smaller volume of liquid steel to solidify and thereby leads to higher cooling rates. Figure 4.2b shows the schematic of the wedge mould of height 340 mm. It can be seen that the mould consisted of five steps with gap thicknesses of 6, 12, 24, 50 and 100 mm respectively.

Each casting experiment was done in the following manner. At the beginning, the vacuum chamber was flushed with argon gas three-four times to remove the traces of air/oxygen. After that, the furnace was switched on. The raw materials used include electrolytic grade iron, pure carbon and manganese, the respective amounts being dependent on the desired chemistry. It takes around 25 – 30 minutes to completely
melt the iron. 50 kgs of melt with the desired chemistry were prepared in vacuum induction furnace. De-oxidation of the melt was done by adding pure aluminum before casting. The oxygen content of the melt was measured by Celox probes both before and after de-oxidation. After the desired casting temperature was reached, a lollypop sample was taken and sent for composition analysis of the melt. Finally, the melt was poured into the wedge mould for casting. The wedge part of the mould was filled from bottom with the thinnest cross-section filling first and more calmly. After the experiment was finished, the mould was allowed to cool down to room temperature. Later, one slice of the cast product along the central plane was cut out for subsequent steps of analysis. Figure 4.2c shows such a sample slice from one of the wedge mould casts. It shows that the thickness of the solidified steel increases from bottom to top.
Figure 4.2: Experimental set-up for wedge mould casting experiments; (a) vacuum induction melting set-up; (b) schematic of the wedge mould; (c) slice cut from the wedge mould cast sample.
4.2.2 Collection of Industrial Slab Samples

To understand the effect of bulk fluid flow on the solidification structure, steel slab samples were collected from the conventional slab caster at Tata Steel in IJmuiden, The Netherlands. The comparison of the solidification structure of the laboratory cast samples and the industrial slab caster samples would give a picture of the effect of bulk fluid flow. Figure 4.3 shows the portion of the slab from where the samples were taken with the sample cutting plane shown as a green broken line.

![Diagram of slab casting and sample preparation](image)

**Figure 4.3:** Collection and sample preparation scheme for continuously cast steel slab samples.

The casting direction was along $z$ direction, $x$ direction along the mould width direction and $y$ direction was along the slab thickness direction. The sample was cut approximately at a quarter distance inwards from one of the narrow face along the $y-z$ plane. Thus the sample cutting plane was parallel to the narrow face. The red broken line in Figure 4.3 shows the slab centreline on the narrow face along the longitudinal direction. Samples after cutting from the slab resembled the one shown on the upper right corner (with two wide faces) which were cut further into small pieces of $35 \times 35 \times 10$ mm. The image on the lower right side shows the sample viewing planes.
4.2.3 Sample Preparation and Measurements

Small samples from the collected slabs and sliced samples from the wedge mould casts were mounted as per the standard metallographic procedure [154] so that they could be used for subsequent steps of metallographic sample preparation. Final samples for solidification structure analysis were prepared after coarse grinding and subsequent fine polishing with diamond abrasive particles followed by room temperature etching with Bechet–Beauchard etchant [35,155] to reveal the dendritic structure. The etchant was prepared by adding 17.6 grams of picric acid (solid moistened with 35% water since dry picric acid is hazardous) to 1000 ml of water along with a little amount of soap solution as wetting agent. About 0.5% Teepol solution (sodium alkyl sulphonate) was added as a wetting agent. The wetting agent was added to clear out the surface from the residue of the etchant (reacted particles that come out while etching). Samples were dipped in the etchant solution and the top surface was constantly rubbed with cotton. Etching of the slab samples were challenging as etching times varied for samples of different chemical compositions. After the etching was complete, the etched sample was observed under Leica optical microscope for visualization of the dendritic solidification structure and subsequent measurements of primary and secondary dendrite arm spacing. Dendrite arm spacing for the wedge mould cast and slab samples were measured from one surface towards the opposite direction. Figure 4.4 below shows two primary dendrites growing perpendicularly to the mould surface. The primary and secondary dendrite arm spacing are designated as $\lambda_1$ and $\lambda_2$ respectively.

![Mould surface diagram](image)

**Figure 4.4:** Representation of primary and secondary dendrite arm spacing [35].
Dendrites grow in 3D fashion in the cast slab samples. Since it was difficult to measure the bending angle of dendrites in 3D, the microstructure analysis was done in two different planes as shown in **Figure 4.3**. At first, the bending angle and dendrite arm spacing were measured on the plane shown as “Sample_LD” (shown as blue shaded region in **Figure 4.3**) i.e. along the longitudinal direction on the y-z plane. The bending angle and dendrite arm spacing were also measured on the plane shown as “Sample_TD” (shown as blue hatched region in **Figure 4.3**) i.e. along the transverse direction on the x-y plane. For both the cases, the measurements were done from the slab surface towards the slab centre. The dendrite deflection angle was measured by individually selecting the dendrites and measuring the height and width of the rectangle with dendrite as the diagonal. **Figure 4.5** shows the convention of measuring the bending angle of a dendrite originating from the mould wall in presence of fluid flow (bending angle denoted as $\theta$). In absence of fluid flow, the dendrites will tend to grow perpendicularly to the mould walls whereas due to bulk fluid flow the dendrites will tend to bend towards the upstream direction as shown in **Figure 4.5**. Starting from the slab surface, the bending angle was measured at perpendicular distances from the surface.

**Figure 4.5:** Schematic representation of the definition for the bending angle $\theta$ [35], used in this study.
4.2.4 Line Scan Analysis by Electron-Probe Micro-Analyser

EPMA technique [79,156] is a widely used technique for quantitative measurement of the concentration of elements across a specimen using the principle of X-ray spectrometry. The EPMA facility at Tata Steel Research and Development in IJmuiden, The Netherlands used for the measurement was Cameca SX_100 which used the tungsten filament electron source and had five different spectra for analysis. Wavelength dispersive spectrometer (WDS) was used for the quantitative analysis. For any measurement of a particular element, the difference between the generated peak intensity and the background intensity was determined for that element for the test sample. This determined intensity was then compared against the difference of the peak intensity and the background intensity for the same element but on a standard sample of known concentration. The ratio of these intensities is proportional to the concentration of that element in the test specimen. The main objective was to determine the composition profile of various elements in the wedge mould and the steel slab samples. The measurements were done along a straight line (the main line-scan direction) with a fixed interval between successive points. Each measurement point was an average of a line scan of 100 µm length i.e. a line scan in a direction perpendicular to the main line-scan direction. Before the start of the actual measurement, calibration of the respective elements were done as per the standard samples after which measurements were performed on a secondary standard steel sample of known composition. For every measurement of steel samples, the instrument was fed with the additional information that the matrix was iron and stable beam was ensured. For calibration of carbon, carbon contents of several standard samples of known carbon concentration were measured and plotted to get a straight line pattern. Polished bare samples placed in an in-house developed sample holder were used. To minimize the contamination, the carbon analysis was performed for a few seconds. Measurement time for manganese was kept around 20 – 30 s each. The analytical conditions (e.g., accelerating voltage, beam current, etc.) were set at the beginning and maintained throughout the session. Surface to surface analysis for each sample was done at the mid-height portion.
4.3 SUMMARY

In the numerical methodology part, the chapter describes the step by step methodology of the flow coupled solidification model developed in an open source computational software. The modelling parameters, material properties, boundary conditions and domain size used to get the results (discussed in the next chapter) were mentioned. Also, for the case of validation for a binary alloy, the mobility variation was expressed as a function of temperature rather than used as a constant. Optimum number of processors for running the flow coupled simulations in the high performance cluster were also discussed. On the experimental side, initially the methodology of laboratory scale wedge mould casting experiments were discussed. Following that how the industrial slab samples were collected and the detailed steps of experimental measurements were discussed. The results related to solidification structure analysis and composition profile measurements have been discussed in the next chapter.
CHAPTER 5: EFFECT OF FLUID FLOW ON INTERFACE GROWTH BEHAVIOUR: MICROSCALE

First part of the chapter deals with the modelling and experimental results without fluid flow. The initial part with reference to the single component system describes the interface movement as a function of thermal undercooling and the effect of random noise. To begin with, the material chosen was pure nickel and latter the material properties were changed to that of pure iron. For the case of Fe-C binary system, the interface movement leads to solute pile-up ahead of the interface. On the experimental side, results pertaining to the solidification structure and segregation ratio for wedge mould cast alloys were discussed. Lastly, the solidification model was coupled to fluid flow and the results related to the change in interface growth direction due to fluid flow were discussed.

5.1 SOLIDIFICATION without FLUID FLOW

The initial numerical modelling results deal with how the flow decoupled solidification model was built starting from the planar interface solidification in single component system. Results pertaining to step by step modifications of the model (like changing the boundary conditions, governing equations, domain size, alloy etc.) up to the state of binary alloy solidification under different conditions have been shown. Later the experimental results on wedge mould cast ingots (without bulk fluid flow) were compared with the modelling results.

5.1.1 Solidification of Single Component System

Figures 5.1 shows the phase-field and temperature profiles for solidification of pure nickel without undercooling. The total simulation run time corresponding to the solidification time of $10^{-7}$ s was 8.5 hrs with single processor. This simulation run time
seems to be reasonably high. It has already been stated that phase-field simulations are computationally intensive due to fine mesh size. But one can reduce the computation time through parallel computing, code optimization, adaptive meshing and so on. The red colour code in the phase-field profile signifies solid phase and the blue colour code signifies liquid phase. The domain was cooled from its walls simultaneously. Solidification occurs from the walls and the S/L interface grows inward. The interface between the pure solid and pure liquid region is sharp. The stable S/L interface moves in a planar fashion opposite to the heat extraction direction in a non-undercooled melt. The latent heat generated at the interface being removed continuously through the evolving solid phase and finally through the boundaries. In the core liquid region, the temperature is uniform at the melting point whereas it decreases away from the interface in the solid region. Figure 5.2 shows the plot of interface velocity with time. Initially, the interface velocity is highest and then it decreases exponentially as the thermodynamic driving force for interface movement decreases.

**Figure 5.1:** Planar S/L interface for solidification of pure Nickel without undercooling in a 12 \( \mu m \times 12 \mu m \) domain with 360,000 cells; (a) phase-field profile at time \( 5 \times 10^8 \) s; (b) phase-field profile at time \( 10^7 \) s; (c) temperature profile at time \( 10^7 \) s.
**Figure 5.2:** Variation of S/L interface velocity with time for solidification of pure Ni without undercooling.

**Figure 5.3** shows the effect of random noise on the S/L interface profile for solidification of nickel at an undercooling of 260 K at \( t = 10^{-7} \) s. **Figure 5.3a** shows the interface profile without random noise. Due to the undercooling effect, the S/L interface becomes unstable and hence it shows a curvature. Portion of the interface moves faster than other portions thereby rendering a degree of non-uniformity in the movement of the solidification front. **Figure 5.3b** shows the interface profile with 1% random noise on the latent heat and **Figure 5.3c** shows the interface profile with 1% random noise on the total driving force i.e. the double well potential and the terms involving degree of undercooling in **equation 3.8** respectively. Similarly **Figure 5.3d** shows the interface profile with 1% random thermal noise. Thus it can be observed that only in the case of thermal noise, the interface instabilities get reflected. Noise on other terms was not enough to create random interface instabilities. The boundary conditions were kept same.
Figure 5.3: Effect of random noise on the S/L interface profile for solidification of nickel with an undercooling of 260 K in a $12 \mu m \times 12 \mu m$ domain with 360,000 cells at time $10^{-7}$ s; (a) without noise; (b) with 1% random noise on latent heat; (c) with 2.5% random noise on total driving force; (d) with 1% random thermal noise.

Figure 5.4 shows the effect of anisotropy on the interface profile for solidification of nickel at an undercooling of 260 K. The thermal boundary condition being kept to fixed gradient at $-584$ K/m. Figure 5.4a shows the interface profile without random noise. The domain corners solidify slowly due to greater release of latent heat and thereby reducing the degree of heat extraction. With the addition of random thermal noise (Figure 5.4b), the interface instabilities gets magnified giving rise to interface splitting with random curvatures. Portions of the interface progressed fast, overruling other portions which were found to be lagging behind. Kobayashi [133] also observed similar kind of tip splitting in case of directional solidification with isotropic interface energy in an undercooled melt. Presence of thermal noise aggravates the interface instabilities and gives rise to protrusions along the interface which moves faster compared to other regions. Towards the end of the solidification, these protrusions will give rise to formation of primary dendritic arms. In presence of anisotropy in interface energy, branching of these protrusions will give rise to formation of secondary dendrite arms. For the case of solidification with anisotropic interface
energy, the interface energy was assumed to be maximum in horizontal and vertical
directions i.e. $\theta_0 = 0$. **Figure 5.4c** shows the interface profile with 1% random thermal
noise and anisotropic interface energy at $8 \times 10^{-8}$ s (simulation time 7 hrs). It can be
seen that the previously observed random interface structures in **Figure 5.4b** get
oriented in $x$ and $y$ directions. The interface instabilities gave rise to the growth of
well-developed primary dendritic arms in horizontal and vertical directions which
were the directions of maximum anisotropy. The S/L interface growing from opposite
walls advances towards each other against the direction of heat extraction. The
growing interfaces then would finally meet at the centre at the end of solidification.
Kinks can be seen on the periphery of some of the primary dendrite arms which will
give rise to secondary dendrite arms. The growth rates of the primary dendrite arms
were faster compared to the interface structures in **Figure 5.4b**. It can be seen that the
present result of the growth of primary dendrites agrees well with the published
literature as shown in **Figure 5.4d**. The domain size (as well as the grid spacing) and
the time step size used in the present calculation were same corresponding to the
**Figure 5.4d**.

**Figure 5.4:** Effect of anisotropy on the S/L interface profile for solidification of nickel
with undercooling of 260 K in a $12 \mu m \times 12 \mu m$ domain with 360,000 cells; (a)
without noise and anisotropy at time $10^{-7}$ s; (b) with 1% random thermal noise but
without anisotropy at time $10^{-7}$ s; (c) with 1% random thermal noise and anisotropy at
time $8 \times 10^{-8}$ s; (d) with 2.5% random noise and anisotropy [144] at time $7.5 \times 10^{-8}$ s.
Figure 5.5 shows a pure nickel dendrite with well-developed secondary arms growing into an undercooled melt at \(2 \times 10^{-7}\) s (simulation time 19.5 hrs) and its comparison with literature [144]. By putting \(\theta_0 = 45^0\) in the equation 3.15, the tip of the primary dendrite (in Figure 5.5a) was found to be growing at an angle of 45° with the horizontal. Both secondary dendrite arms and some tertiary dendrite arms were found to grow. Higher degree of randomness of the secondary and tertiary arms might be due to the high degree of random noise applied which was 1% of the temperature field. Since the melting point of nickel is 1728 K, maximum variation in temperature as per the applied thermal noise will be 1% of 1728 K \(\approx 17.28\) K. Thus the maximum temperature will be 1728 K + 17.28 K = 1745.28 K. Temperature fluctuations of this much magnitude is reasonably high. Figure 5.5b shows the thermal field distribution corresponding to Figure 5.5a and Figure 5.5c shows the thermal field distribution from literature [144]. It can be observed that the tip of the primary arm moves into the undercooled melt at 1468 K. The thermal field for the present work qualitatively agrees well with the literature [144]. The thermal diffusivity for pure Nickel in the energy transport equation 3.1 is \(1.55 \times 10^{-5}\) m\(^2\)/s while the term corresponding to thermal diffusivity for pure Nickel in the phase-field governing equation 3.13 is \(M \varepsilon^2\) which is around \(27.07 \times 10^{-8}\) m\(^2\)/s. Since \((D_T) \gg M \varepsilon^2\), it is the thermal field which remains ahead of the S/L interface and drives the movement of the interface. It is this thermal gradient which stabilizes the formation of interface instabilities resulting in secondary and tertiary dendrite arms.
Figure 5.5: Formation of nickel dendrite in an undercooled melt (260 K) in a 12 μm × 12 μm domain with 360,000 cells at 2×10⁻⁷ s; (a) phase-field profile; (b) temperature profile in present work; (c) temperature profile [144].

Figure 5.6 shows the phase-field profile of iron dendrite growing into an undercooled melt at 1551K (degree of undercooling being 260 K). Figure 5.6a shows the effect of 1% random thermal noise. It can be seen that growth rate of the interface for iron is less than that of nickel. This is because iron has lower value of interface kinetics coefficient and lower thermal diffusivity than nickel. Hence the dendrite tip for nickel is sharper than that of iron. Also, the number of secondary dendrite arms is less for iron. Figure 5.6b shows the iron dendrite with 0.5% random thermal noise. With decrease in amplitude of random noise term, the interface becomes smoother. Figure 5.6c shows the profile of iron dendrite with 2.5% noise on the total driving force including the double-well potential as followed by [137]. The total driving force including the double-well potential is of the order of 10⁸ J/m³, 1% of which corresponds to of the order of 10⁶ J/m³. Thus the maximum driving force including the fluctuation will be around ~ 1.01×10⁸ J/m³ (10⁸ + 10⁶) which is almost same as the one without fluctuation. Thus the magnitude of fluctuations were much less when the noise was applied over the total driving force compared to the case of thermal noise.
**Figure 5.6:** Formation of iron dendrite in an undercooled melt (260 K) in a 12 \( \mu m \times 12 \mu m \) domain with 360,000 cells with different magnitudes of random noise; (a) phase-field profile at \( 6 \times 10^{-7} \) s with 1% random thermal noise; (b) phase-field profile at \( 6 \times 10^{-7} \) s with 0.5% random thermal noise; (c) phase-field profile at \( 10^{-6} \) s with 2.5% random noise on total driving force.

**Effect of undercooling on dendrite tip growth speed for pure Ni (validation)**

For quantitative validation with literature [144], the simulation for solidification of pure Nickel was run at different degrees of undercooling from 60 K – 160 K and the primary dendrite tip growth rate was measured at different time instants. 2.5% of random noise was applied on the total driving force term in the phase-field equation 3.13. The parameters were kept same as followed in literature [144]. **Figure 5.7** shows the plot of the variation in tip growth rates with undercooling. The black points were retrieved from literature [144]. It is to be noted that Ferreira et al. [144] in his work validated the modelled results with experimental results. The modelled results obtained by Ferreira et al. [144] were very close to the experimental ones, especially at higher degree of undercooling. At the initial time instant, tip growth rate was quite high. At the next time instant of \( 1.2 \times 10^{-08} \) s, there was a sharp drop in the tip growth
rate. This drop in tip growth rates with successive time instants decreased with time. It can be observed that for each degree of undercooling, the tip growth rate decreased with increase in time. This was due to high driving force at the beginning and it decreased with time for each degree of undercooling. Also higher undercooling means higher driving force. Hence with decrease in undercooling, the thermodynamic driving force decreased and hence the tip growth rates also decreased. This decrease of tip growth rate followed an approximate linear path. This is because of the assumed constant linear kinetic coefficient. The variation in tip growth rates with undercooling at $1.6 \times 10^{-08}$ s in Figure 5.7 closely matches well with the literature [144].

![Figure 5.7: Variation of primary dendrite tip growth rate for solidification of pure Nickel at different time instants for each degree of undercooling and its comparison with literature [144].]

### 5.1.2 Solidification of Two Component (Binary) System

For the isothermal (constant temperature) solidification of Fe-0.08 wt.% C alloy at 1801 K, the phase-field mobility was taken from literature [148] which was for a very low carbon Fe-C alloy. The primary dendrite was allowed to grow at an angle of 45° to the horizontal. The secondary dendrites were found to grow perpendicularly to the primary arms. The equilibrium compositions as determined from Thermo-Calc 2019a
software [10] were $C_{S}^{eq} = 0.023$ wt.% C and $C_{L}^{eq} = 0.129$ wt.% C respectively. **Figure 5.8a** and **Figure 5.8b** show the dendrite of Fe-0.08 wt.% C alloy under isothermal (1801 K) solidification condition at 0.0001 s. **Figure 5.8c** and **Figure 5.8d** show the comparison of the phase-field profile and the carbon concentration profile across the S/L interface in the present work (Fe-0.08 wt.% C alloy) with literature [148] (Fe-6.93×10^{-3} mole% C alloy). The total simulation time was 11.5 hrs. The composition of the solid and liquid phases at the S/L interface was close to the respective equilibrium compositions as governed by the assumption of local equilibrium at the interface. The composition of the bulk liquid far away from the S/L interface was 0.08 wt.% C which was equal to the initial alloy composition. As we all know that during the solidification of a binary alloy, the solidifying phase continuously rejects the excess solute into the bulk liquid ahead of the interface. This leads to pile-up of the solute ahead of the S/L interface which increases with time. This is called microsegregation i.e. non-uniformity of chemical composition in micro scale. One can observe (**Figure 5.8b**) the solute microsegregation ahead of the interface where the maximum solute concentration was almost 1.5 times the initial alloy composition. Thus one can see that the liquid concentration just ahead of the S/L interface was highest and it exponentially decays down to the bulk liquid concentration as one goes away from the interface into the bulk liquid leading to formation of diffusion boundary layer. The carbon diffusion layer is always ahead of the S/L interface due to larger diffusivity compared to the phase and thus drives the movement of the interface. With the progress of solidification the tip of the primary dendrite (or the S/L interface) would move forward in a continuous manner with time. Hence the solute rejection ahead of the interface will increase and the solute build up layer will get continuously pushed in the direction of interface movement.
Figure 5.8: Isothermal (1801 K) solidification of Fe-0.08 wt.% C alloy at 0.0001 s and the similarity of the phase-field profile as well as concentration profile across the S/L interface for the present work with literature [148]; (a) phase-field profile; (b) carbon concentration profile (microsegregation); (c) phase-field profile and concentration profile across the S/L interface for the present work; (d) phase-field profile and concentration profile across the S/L interface in literature [148] for isothermal solidification of Fe-6.93×10^{-3} mole% C alloy.

Figure 5.9a and Figure 5.9b show the phase-field profile for isothermal solidification of Fe-0.108 wt.% C (Fe-0.5 mole% C) alloy at 1780 K where the interpolating functions were chosen as $\phi^3(10 - 15\phi + 6\phi^2)$ and $\phi^2(3 - 2\phi)$ respectively. Since both the images were symmetric, simulations were done for half the dendrite only (for which the domain size was $5 \mu m \times 10 \mu m$). The simulation time corresponding to Figure 5.9a was 1.6 hrs approximately. The equilibrium mole fractions were taken from Thermo-Calc software [10]. The corresponding phase-field mobility values were 1.689 and 1.33 (m$^3$/sJ) respectively under the vanishing kinetic coefficient condition. Figure 5.9c shows the phase-field profile for isothermal solidification of the same alloy at same temperature taken from literature [136] with $h(\phi) = \phi^2(3 - 2\phi)$. Both Figure 5.9a and 5.9b match qualitatively well with Figure 5.9c in the literature [136]. Comparing both Figure 5.9a and 5.9b, it can be observed that the dendrite tip velocity...
and the number of secondary dendrite arms were higher in the phase-field profile with interpolating function as $\phi^2(3 - 2\phi)$. In the phase-field governing equation, the thermodynamic driving force term was multiplied by the derivative of the interpolating function i.e. $h'(\phi)$. Figure 5.9d shows the plot of the derivative of both the interpolating functions i.e. $h'(\phi)$ with the phase-field variable $\phi$. It can be seen that outside the interface ($0.1 \leq \phi \leq 0.9$) region i.e. in the bulk solid or liquid phases, the magnitude of $h'(\phi)$ is more when $h(\phi) = \phi^2(3 - 2\phi)$ than when $h(\phi) = \phi^3 \left(10 - 15\phi + 6\phi^2\right)$. Also, the volume fraction of each of the bulk phases being much more than the volume covered by the interface width. This makes the average thermodynamic driving force higher when $h(\phi) = \phi^2(3 - 2\phi)$ and thus may give rise to higher dendrite tip growth rate and secondary dendrite arms.

Figure 5.9: Effect of the interpolating function $h(\phi)$ on isothermal (1780 K) solidification of Fe-0.108 wt.% C alloy; (a) phase-field profile with $h(\phi) = \phi^3(10 - 15\phi + 6\phi^2)$; (b) phase-field profile with $h(\phi) = \phi^2(3 - 2\phi)$; (c) phase-field profile with $h(\phi) = \phi^2(3 - 2\phi)$ in literature [136]; (d) variation of the derivative of the interpolating functions.
To understand the effect of carbon content, simulations were performed with Fe-C alloys of different carbon contents with same degree (87%) of solid super saturation. **Figure 5.10** shows the dendrite profiles for isothermal solidification of the alloys at $10^{-5}$ s. **Figure 5.10a** shows the concentration profile for Fe-0.06 wt.% C (Fe-0.3 mole% C) alloy, **Figure 5.10b** that of Fe-0.108 wt.% C (Fe-0.5 mole% C) alloy and **Figure 5.10c** that of Fe-0.13 wt.% C (Fe-0.6 mole% C) alloy respectively. The solute build up layer ahead of the S/L interface can be seen. With the increase of carbon content, thermodynamic driving force increases giving rise to higher growth rate and more number of secondary dendrite arms. Hence the degree of microsegregation also increases.

**Figure 5.10**: Effect of carbon content with same degree (87%) of solid super saturation on the dendrite profile for isothermal solidification at $10^{-5}$ s; (a) Fe-0.06 wt.% C (Fe-0.3 mole% C) alloy at 1792.9 K; (b) Fe-0.108 wt.% C (Fe-0.5 mole% C) alloy at 1780 K; (c) Fe-0.13 wt.% C (Fe-0.6 mole% C) alloy at 1773.4 K.

**Figure 5.11** shows the comparison of the phase-field profile for isothermal (1780 K) solidification of Fe-0.108 wt.% C (Fe-0.5 mole% C) alloy at same time instant using two different models of Kim. **Figure 5.11a** is for Kim’s original model [134] while **Figure 5.11b** is for Kim’s modified version [134] as per Steinbach’s formulation. The dendrite profiles looked very similar except the growth rate was relatively high in **Figure 5.11a**.
Figure 5.11: Comparison of the dendrite profile for isothermal (1780 K) solidification of Fe-0.108 wt.% C (Fe-0.5 mole% C alloy); (a) Kim’s original model; (b) Kim’s modified model as per Steinbach’s formulation.

Effect of cooling rate on secondary dendrite arm spacing (validation)

Figure 5.12 shows the evolution of the secondary dendrite arms for the Fe-0.1 wt.% C alloy at different time instants obtained in the present work and the comparison of secondary dendrite arm spacing data as a function of cooling rate with literature [139]. Figure 5.12a and 5.12b show the phase-field profile of the growth of secondary dendrite arms and their coarsening behaviour at two different time instants (t₁ and t₂) which is in good agreement as shown in literature [139]. The solid phase is represented by when the phase-field variable takes the value of 1 (colour code “red”) while the liquid phase is represented as the value 0 (colour code “blue”). The interface region surrounding the growing solid is quite wide because of the coarser mesh size used though there is evidence of entrapped inter-dendritic liquid in between successive secondary arms. Some secondary arms grow preferably while some arms stop moving forward thereby giving rise to coarsening of the selected arms. Figure 5.12c shows the comparison of the secondary dendrite arm spacing data between literature and the present work as a function of cooling rates. It is to be noted that the model results reported in literature by Kim et al. [139] agreed well with the experimental data. The predicted behaviour of secondary dendrite arm spacing with cooling rate follows the
similar quantitative trend as reported [139]. Also the secondary dendrite arm spacing variation falls in the similar range as predicted by Suzuki et al. in fig. 2.10 [46]. The modelled secondary dendrite arm spacing depends on the thermodynamic parameters used in the system [139] like equilibrium partitioning coefficient, liquidus slope etc. In the present work, both the liquidus slope and the equilibrium partitioning coefficients along with the phase-field mobility were put as a function of temperature as opposed to constant values used in literature [139]. Also, the initial temperature taken in the work was a few degrees below the liquidus temperature. That is why maybe there is a difference in the secondary dendrite arm spacing values shown in the Figure 5.12c as compared to that in literature [139]. Also, the predicted exponent value of 0.45 was close to that of 0.48 as obtained in literature [139].

Figure 5.12: Evolution of secondary dendrite arms for Fe-0.1 wt.% C alloy; (a) phase-field profile at time $t_1$; (b) phase-field profile at a later time $t_2$; (c) prediction of SDAS as a function of cooling rate and comparison with Kim et al. [139].
5.1.3 Wedge Mould Casting Experiments of Binary Alloys and Complex Ternary Alloy

a) Chemical composition

In order to understand the effect of cooling rate on the dendritic solidification structure, the following alloys in table 5.1 were cast in the wedge mould. The 1st alloy had chemical composition of Fe-0.12 wt.% C since the modelled secondary dendrite arm spacing data was available for Fe-0.1 wt.% C alloy. But the solidification structure couldn’t be resolved for the Fe-0.12 wt.% C alloy. Hence the 2nd alloy had higher carbon content of 0.26 wt.%. Other than carbon, manganese is the most common alloying element in steels (considering sulphur and phosphorous to be impurities). The 3rd alloy was also a binary alloy with chemical composition of Fe-5.8 wt.% Mn. The higher manganese content was chosen to give a wider solidification range. The 4th alloy had chemical composition similar to that of one of the industrial (with bulk fluid flow) slab samples. This sample was selected to enable comparison between the solidification structure of the industrial sample with that of the wedge mould cast ingots of similar chemistry.

Table 5.1: Chemical composition of the wedge mould cast grades.

<table>
<thead>
<tr>
<th>Cast No.</th>
<th>C, wt.%</th>
<th>Mn, wt.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.12</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.26</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
<td>5.8</td>
</tr>
<tr>
<td>4</td>
<td>0.149</td>
<td>0.995</td>
</tr>
</tbody>
</table>

b) Solidification structure and dendrite arm spacing measurements

Figure 5.13 shows the dendritic solidification structure at the centre of step_3 for Fe-5.8 wt.% Mn alloy. Both primary and secondary dendrite arms can be seen. In the previous section on solidification of two-component system, formation of primary and
secondary dendrite arms has already been shown for solidification of Fe-C alloys. In Figure 5.13 secondary dendritic arms were seen to grow parallel to the mould wall (which was parallel to the left / right side of the image) and perpendicular to the primary heat extraction direction across the mould wall. As soon as the liquid steel comes in contact with the mould walls, it will start to solidify. Since the primary heat extraction direction was perpendicular to the mould walls, the S/L interface from the both surfaces would move towards each other perpendicular to the mould walls. Assuming equal heat extraction behaviour on the both the surface, both the interfaces will meet at the centreline. The marked centreline (white broken line) in Figure 5.13 shows the demarcation line where the primary dendrite arms growing from the opposite sides meet each other. The marked centreline is not exactly at the image centre. This is because the original image was cropped to remove the defocussed areas. Similar phenomenon (in Figure 5.4c) of the movement of the S/L interface against the heat extraction direction was shown earlier for single component system as well. In Figure 5.4c, the tip of the primary dendrites moved towards each other against the heat flow direction and at a certain time instant they would meet exactly at the centre of the domain.

Figure 5.13: Dendritic solidification structure at the centre of step_3 for Fe-5.8 wt.% Mn alloy.
**Figure 5.14**: Dendritic solidification structure of step_4 for Fe-5.8 wt.% Mn alloy; (a) at the centre; (b) close to the surface.

**Figure 5.14** shows the dendritic solidification structure of the step_4 for the same alloy. The marked centreline as shown in **Figure 5.14a** is much more prominent than that in **Figure 5.13**. The primary dendrite arms growing from opposite walls appear to meet along a straight line at the centreline. Fluid is not perfectly quiescent during ingot solidification. The inclined nature [157] of the primary dendrites is because of the presence of some degree of convection that is present during ingot solidification. This alters the concentration as well as thermal gradients which causes the dendrites to grow in upward inclined fashion. **Figure 5.14b** shows the solidification structure at a distance away from the surface. It can be seen that majority of the primary dendrite arms are observed to grow opposite to the primary heat extraction direction i.e. perpendicular to the mould wall. Similar fully columnar dendritic structure was observed for Fe-11 wt.% Mn alloy by Lu et al. [158]. **Figure 5.15** shows the solidification structure at the centre of step_5 of the ternary cast alloy with composition Fe-0.149 wt.% C-0.995 wt.% Mn. The secondary dendrite arms were coarser than that of Fe-5.8 wt.% Mn alloy.
Figure 5.15: Solidification structure at the centre of step_5 of the ternary alloy Fe-0.149 wt.% C-0.995 wt.% Mn.
Figure 5.16: Variation in average (avg.) secondary dendrite arm spacing (SDAS) for the wedge mould cast alloys: Fe-5.8 wt.% Mn (▲), Fe-0.26 wt.% C (●) and Fe-0.149 wt.% C-0.995 wt.% Mn (■).

The dendrite arm spacing measurements were performed from one surface towards the opposite end. Step_5 was the thickest section with a width of about 90 mm while step_1 was the thinnest section with a width of about 6 mm. Figure 5.16 shows the variation in the secondary dendrite arm spacing for the analysed alloys. For each of the steps (i.e. from step_1 to step_5), the secondary dendrite arm spacing increased from surface towards the centre. This was because the cooling rate decreased from...
surface towards the centre. The secondary dendrite arm spacing depends on the local solidification time [30] or the cooling rate. For the Fe-0.1 wt.% C alloy, the solidification model in the present work has shown (Figure 5.12c) that with increase in cooling rate the secondary dendrite arm spacing decreases. SDAS values for the 5th step of the Fe-5.8 wt.% Mn alloy were in the similar range to that obtained by Lu et al. [159] in directional solidification experiments for Fe-5 wt.% Mn alloy. Figure 5.17 show the Fe-C and Fe-Mn equilibrium phase-diagrams as obtained from Thermo-Calc2019a software. From the Thermo-Calc2019a software [10], the difference between liquidus and solidus temperature (i.e. the equilibrium melting range) for the Fe-5.8 wt.% Mn alloy was found to be 9 K whereas for the Fe-0.26 wt.% C alloy it was 38.5 K. Thus the height of the two-phase (solid + liquid) region (i.e. the equilibrium melting range) from the equilibrium phase-diagram for Fe-0.26 wt.% C alloy is almost 4 times larger than that for the Fe-5.8 wt.% Mn alloy. That is why the solidification time interval for the Fe-0.26 wt.% C alloy would be much more than that for the Fe-5.8 wt.% Mn alloy. For the Fe-0.149 wt.% C-0.995 wt.% Mn ternary alloy, the difference between liquidus and solidus temperature was found to be 27.6 K. With decrease in the carbon content, the height of the two-phase region will decrease as can be seen from Figure 5.17a.

![Figure 5.17](image)

**Figure 5.17**: Binary alloy phase-diagram; (a) Fe-C phase diagram; (b) Fe-Mn phase diagram.
Since the height of the two-phase region for the Fe-0.26 wt.% C alloy is highest among the three alloys, it can be seen that for all the steps the SDAS values for Fe-0.26 wt.% C alloy is higher than the other two alloys. Also, the standard deviation of SDAS for the Fe-0.26 wt.% C alloy was higher than the other two alloys. Higher solidification time interval range means higher local solidification time and hence coarser will be the secondary dendrite arms. Secondary dendrite arm spacing also depends [80] on the casting process parameters like casting speed, melt superheat, alloy type etc. Higher casting speed will increase the heat extraction rate leading to finer dendrite arm spacing. On the other hand higher melt superheat will lead to higher heat input thereby delaying the heat extraction rate and hence leading to coarser dendrites. Not much difference in the secondary dendrite arm spacing could be observed between the Fe-5.8 wt.% Mn binary alloy and Fe-0.149 wt.% C-0.995 wt.% Mn ternary alloy. This may because of the fact that the Fe-5.8 wt.% Mn binary alloy was cast with 10°C higher superheat than that of the ternary alloy which would delay the heat extraction across the mould walls. Also, higher melt pouring time for the binary alloy would delay the heat extraction rate compared to the ternary alloy.

c) Segregation Ratio

Figure 5.18 shows the segregation ratio ($C_{\text{max}}/C_{\text{min}}$) of step_3 for the wedge mould cast binary alloys: Fe-5.8 wt.% Mn and Fe-0.26 wt.% C. The maximum and minimum concentrations were determined across zones of 1 mm each (say 0 – 1 mm, 1 – 2 mm and so on) from the line scanning raw data. It has already been shown that the solidification structure was fully columnar dendritic at the centre of step_3 of Fe-5.8 wt.% Mn alloy. In micro scale, the S/L interface advances perpendicular to the mould wall. In macro scale, this advancing micro-scale S/L interface can be viewed as the solidification front advancing perpendicular to the mould wall. As the front moves, it keeps on rejecting more solute with the progress of solidification. This rejected solute will get continuously pushed by the solidification front in the direction of the front movement towards the centre. For both the samples, the highest peak was observed close to the centre indicating centreline macrosegregation in Figure 5.18. Also, both the peaks were spread over a distance of 5 mm. The zones of positive segregation is due to the accumulation of inter-dendritic solute rich liquid [71]. All these high-intensity peaks were followed by zones of solute depleted liquid. The equilibrium
The equilibrium partitioning coefficient of carbon in δ-phase is about 0.18 [160] while in γ-phase it is 0.38. This shows the high segregating tendency of carbon compared to manganese.

**Figure 5.18:** Segregation ratio ($C_{\text{max}}/C_{\text{min}}$) of step 3 for the wedge mould cast binary alloys: Fe-5.8 wt.% Mn and Fe-0.26 wt.% C (note that scales for manganese and carbon are different).

**Figure 5.19** shows segregation ratio ($C_{\text{max}}/C_{\text{min}}$) of all the steps for the ternary wedge mould cast alloy Fe-0.149 wt.% C-0.995 wt.% Mn alloy. For all the steps, segregation ratio of manganese can be seen to increase from surface towards the centre. This shows the evidence of macrosegregation in the cast samples in the absence of fluid flow. Presence of bulk fluid flow will promote mixing due to convection and hence reduces macrosegregation. For the step 5 (**Figure 5.19e**), the composition variation extended over a distance of 90 mm while for step 4 it extended over a distance of 45 mm and so on for the rest of the samples. Step 3 of the ternary alloy showed evidence of macrosegregation while that for the Fe-5.8 wt.% Mn alloy showed only centreline macrosegregation. This may be because the equilibrium melting range for the Fe-Mn alloy was about 9 K while that for the ternary alloy was about 27.6 K. The diffusion
coefficients [160] of manganese in both δ-phase and γ-phase are almost similar which is 10,000 times slower than that in liquid phase. On the other hand, the diffusion coefficients of carbon in both δ-phase and γ-phase is only 10 times slower than that in liquid phase. Moreover, the diffusion coefficient of carbon in solid phase is almost 1000 times larger than that of manganese in solid phase. Hence the diffusion of manganese during solid-state transformation will be lesser compared to that in carbon. Thus it is expected that whatever segregation of manganese takes place during solidification is maintained till room temperature. Hence the macrosegregation pattern was better represented by the segregation plot for manganese than that of carbon. For the step_5, the increased segregation ratio of carbon close to the centre extended over a distance of 30 mm.
Figure 5.19: Segregation ratio ($C_{\text{max}}/C_{\text{min}}$) with increase in thickness of the solidified material for the ternary wedge mould cast alloy: Fe-0.149 wt.% C-0.995 wt.% Mn alloy; (a) step_1; (b) step_2; (c) step_3; (d) step_4; (e) step_5.
5.2. SOLIDIFICATION COUPLED with FLUID FLOW

In this section the numerical modelling results deal with how the binary alloy solidification model was coupled with fluid flow through step by step modifications. Then the results related to how the interface growth direction changes due to bulk flow are shown. At the end through fit function analysis, separate fit functions – one for the flow velocity dominated regime and other for the growth speed dominated regime, have been proposed and their significance to industrial casting conditions have also been discussed.

5.2.1 Fluid Flow Effect on Solidification of Two Component System (binary alloy)

Initially, the effect of fluid flow on isothermal solidification of Fe-0.108 wt.% C (Fe-0.5 mole% C) alloy at 1780 K was considered. Figure 5.20 shows the fluid flow profile over the growing dendrite. The flow vectors enter the left wall of the domain. Then facing the growing solid obstacle in the shape of a dendrite, they rise up and after reaching the tip of the primary dendrite arm they follow the path towards the exit on the right wall. The magnitude of the flow vectors close to the tip of the primary arm reaches a maximum as the growing tip approaches the upper wall. It can be seen that there are no flow vectors inside the solid dendrite. The maximum fluid velocity close to the dendrite tip was found to be 0.67 m/s. The interface growth direction of the primary tip was found to be perpendicular to the bottom wall i.e. no change in growth direction was observed due to fluid flow compared to the case of pure solidification.
Figure 5.20: Fluid flow profile for isothermal solidification of Fe-0.108 wt.% C (Fe-0.5 mole% C) at 1780 K.

Figure 5.21 shows the effect of fluid flow on the growth of Fe-0.108 wt.% C (Fe-0.5 mole% C) dendrite under isothermal conditions at same time instants after a step modification. The firm black line in Figure 5.21a shows the growth direction of the main primary dendrite arm in absence of fluid flow. The firm yellow line in Figure 5.21b shows the growth direction of the main primary dendrite arm in presence of fluid flow. The left portion of the primary dendrite arm is the upstream direction whereas the right portion is the downstream direction. The other dendrite arms growing at the bottom wall and approaching the side walls are the upstream arm and the downstream arm respectively. It can be seen that due to fluid flow, the growth direction of the main primary dendrite arm got inclined towards the incoming fluid flow. Also, the distribution of the secondary dendrite arms on both sides of the main primary dendrite arm was symmetric in absence of fluid flow. Due to fluid flow, the growth of secondary dendrite arms on the upstream side was found to be higher than on the downstream side. These results qualitatively agree with literature [14,16,57]. But the growth rates of the upstream arm and the downstream arm were found to be similar both in the absence and presence of flow as can be seen from Figure 5.21a and Figure 5.21b respectively.
Figure 5.21: Effect of fluid flow on the growth of Fe-0.108 wt.% C (Fe-0.5 mole% C) dendrite under isothermal conditions at same time instants; (a) without flow; (b) with fluid flow.

Figure 5.22 shows the effect of fluid flow on the interface growth direction for an isothermal solidification of Fe-0.15 wt.% C binary alloy at an undercooling of 24.3 K. This particular alloy was taken so that the flow profile can be validated qualitatively with that obtained by Natsume et al. [57]. Figure 5.22a shows the growth of a solid in the form of dendrite in absence of fluid flow. The primary arm grows (shown by the black line) in the direction of maximum anisotropy i.e. perpendicular to the base of the domain. The image is symmetric with respect to the black line. Figure 5.22d shows the concentration profile along the white broken line with and without flow. The rejected solute build-up layer ahead of the moving interface is symmetric on both sides of the primary arm. The fluid flow profile (similar to that obtained by Natsume et al. [57]) at a time instant during the process of solidification is shown in Figure 5.22c.
Figure 5.22: Effect of fluid flow on the interface growth direction for an isothermal solidification of Fe – 0.15 wt.% C binary alloy; (a) absence of fluid flow; (b) presence of fluid flow; (c) fluid flow profile; (d) concentration profile.

The flow vectors enter from the left wall of the domain. Then facing the growing solid obstacle, they rise up and after reaching the tip of the primary arm they follow the path towards the exit on the right wall. The magnitude of the flow vectors close to the tip of the primary arm reaches a maximum as the growing tip approaches the upper wall. Figure 5.22b represents the growth of the solid in presence of fluid flow. The growth direction of the primary arm is shown by the yellow line which is tilted with respect to the original growth direction in absence of fluid flow. Thus the growing solid bends towards the upstream direction of fluid flow. The angle between the original growth direction and deviated growth direction is the bending angle $\theta$ (as shown in the equation 1.1). This is because the incoming fluid on its way towards the exit takes away the rejected solute from the upstream side of the primary arm to the downstream side thereby creating a washing effect as pointed out by previous researchers [12,161]. This washing effect is responsible for asymmetrical solute build-up on either side of the primary dendrite as evident from Figure 5.22d, and thus defines the growth direction. The increased peak on the downstream side shows the enrichment of the solute, whereas there is depletion of solute on the upstream side. The higher the speed of the flow, the higher will be the asymmetry in the concentration profile and hence
the dendrite deflection angle. This reduces the undercooling on the downstream side and hence promotes growth of the solid phase on the upstream side. These results qualitatively agree with what observed in literature [14,16,57]. Since the growth of the solid phase was favoured in the upstream direction, the growth rate of the upstream arm was found to be higher than the downstream arm.

Also, the change in the growth direction being an instantaneous phenomenon, it is more relevant to speak of the flow velocity close to the tip rather than the incoming melt velocity. In case of multi-dendrite growth, even if the input melt flow speed is same, the flow velocity near the dendrite tips will depend on the growth pattern of the multiple dendrites and thus will contribute to the solute profile. During a stable continuous casting operation, the input liquid jet stream will have a stable velocity but the flow velocity in front of the moving solidification front at various depths from the meniscus will be different and thus will contribute differently to the solute profile at various stages of the casting operation. It is therefore imperative to study the influence of the flow velocity near the dendrite tip on the dendrite bending angle rather than the initial melt velocity at the entry point.

a) Transient effect of fluid flow on the dendrite growth

During solidification at a particular undercooling, it is known [16] that the growth speed of the dendrite tip initially remains high and then it gradually decreases with time due to decrease in thermodynamic driving force, thereby achieving almost a steady-state value. It is therefore quite important to study the time-dependent behaviour of dendrite growth direction in presence of fluid flow for a particular undercooling. For a constant inlet melt flow speed of 0.15 m/s, simulations were performed at five different levels of undercooling of 24.3 K, 19.3 K, 14.3 K, 9.3 K, and 6.3 K respectively. For each level of undercooling, the dendrite bending angle, the maximum flow velocity at the dendrite tip and the average growth speed of the tip of the primary arm were calculated at different time instants. Figure 5.23 shows the 2D contour plot of the variation in dendrite bending angle with maximum fluid flow velocity at the tip and the growth speed as the axes for the whole set of simulation data points (shown as symbols). The bending angle is represented by the sine value of the angle \( \theta \) instead of the value of the angle itself. This is because the sine value gives
the displacement between the tip and seed crystal position in the flow direction. Similar growth speeds at high undercooling have also been reported by Natsume et al. [57]. Two distinct features can be seen from Figure 5.23 – one being the dependency on the maximum flow velocity and the other being the dependency on the growth speed. At a constant tip growth speed it can be seen that with increase in the maximum flow velocity at the tip, the bending angle increases. The initial steep increase in the bending angle decreases afterward and have a tendency to saturate towards the end. This situation may be correlated with the initial period of the continuous casting of steel when the liquid steel undercooling is relatively high. The liquid steel jet tends to wash away the rejected solute from the advancing solidification front as a result of which the bending angle may increase. Also reducing the casting speed i.e., inlet flow speed will reduce the bending angle.

At a constant maximum flow velocity, it can be seen that with decrease in the tip growth speed, the bending angle increases [57]. The increase in the bending angle is quite steep at lower growth velocities. This is because the fluid passing the dendrite tip has much more time to sweep away the rejected solute from the upstream side of the dendrite tip to the downstream side and thereby contributing to higher bending angle. However, in this growth speed dominant regime, the solute is not washed away to further distances and instead creates a trail of asymmetrical solute boundary layer. Thus this might be the point where diffusion tries to gain importance over bulk convection and may contribute to macrosegregation in the cast product. In the present work thus an attempt has been to separate out the two effects – flow velocity effect and growth speed effect on the bending angle. This information on bending angle might be useful for casting operators in finding out the linkage between the dendrite growth direction and the casting parameters at various stages of the casting and thereby take corrective action.
Figure 5.23: Variation of the bending angle in a Fe-0.15 wt.% C alloy as a function of maximum fluid velocity and dendrite growth speed. The symbols in the graph indicate different degrees of undercooling: (■) undercooling of 6.3 K, (●) undercooling of 9.3 K, (▲) undercooling of 14.3 K, (▼) undercooling of 19.3 K and (◆) undercooling of 24.3 K.

b) Fit Function Analysis

The objective here is to propose two independent correlations of predicting the dendrite bending angle – one based on the flow velocity and the other based on growth speed. The empirical dependence of deflection angle $\theta$ for steel ingots put forward by Takahashi et al. [9] is given as

$$ \theta = 22.49 \bar{V}^{-0.177} \log \left( \frac{0.00372 \times \bar{V}^{2.08}}{\nu_{solidification}} \right) $$

(5.1)
where $\theta$ is in degrees, $\bar{V}$ is the flow velocity of the bulk liquid in cm/s and $v_{\text{solidification}}$ is the solidification rate in cm/s. The flow velocity close to the moving front can be at times higher than the reported flow velocities of the incoming bulk fluid. The relation shows a logarithmic dependence on solidification rates and liquid flow velocity. The relation proposed by Okano et al. [8] has a resemblance with that of Takahashi. For both the relations, the dendrite bending angle is not mathematically defined at extremely low flow velocities and solidification rates because of the logarithmic dependence. Since the relations consider only the flow magnitudes, it is expected that the bending angle will always be positive. But in some cases, the predicted bending angle may turn out to be negative for the relations. Also, it is often challenging to carry out high-temperature experiments to measure the dendrite bending angle and relate to the industrial fluid flow conditions which involves cost and effort. Thus it can be quite useful to have simple bending angle relations with sound theoretical links that can be used to predict the bending angle from wide range of flow velocities and growth speeds. In future, these relations can also be fine-tuned based on industrial conditions. A theoretical relation developed for one particular alloy system can be extended to other systems - binary (e.g. Fe-Mn, Fe-Ni, Fe-Al, Al-Cu etc.) or even ternary systems (Fe-C-Mn, Fe-C-Al etc.). In this section, by revisiting these [8,9] bending angle formulae the authors have made an attempt to improve the mathematical basis with the obtained phase-field method based modelling results by incorporating the anisotropy in interface energy. Figure 5.24 below shows the surface fitted (using MATLAB R2018a software) with the data points in the flow velocity dominated regime and the corresponding fit function (with 95% confidence limit) is given as

$$
\sin \theta = \left( 1 - e^{-0.7551 \bar{V}^{0.6}} \right) \left( e^{-1.851 v_{\text{tip}}^{0.01}} \right)
$$

where $\bar{V}$ is the maximum fluid velocity at the tip (m/s), $v_{\text{tip}}$ is the tip growth speed (m/s). $R^2$ value for the relation was 0.99. The above relation (equation 5.2) is similar to that of Takahashi [9] relation (equation 5.1) in the sense that bending angle is directly proportional to the flow velocity but inversely proportional to growth speed of the front. Here it has been assumed that the growth speed of the solidification front in macro scale is synonymous to the tip growth speed in micro scale. The higher
exponent value of the flow velocity signifies the dominant effect of flow. The fitted 
surface shows that the bending angle increases with the flow velocity in an exponential 
manner and most of the data points lie close to the surface. The fitted surface moves 
towards a saturation level at very high flow velocities. The fitted equation shows that 
the bending angle is proportional to \( 1 - e^{-0.7551V^{0.6}} \) which has a resemblance to 
that of Takahashi [9] where the bending angle is proportional to \( \log V^{2.08} \). The 
exponent of the flow velocity may differ for different alloy systems.

\[ \sin\theta = \left( 1 - e^{-0.3505V^{0.01}} \right) \left( e^{-8.753V_{\text{tip}}^{0.5}} \right) \]  

(5.3)

**Figure 5.24:** Simulated and fitted dendrite deflection angle in a Fe- 0.15wt.% C alloy 
in the fluid flow dominated regime. The black dots represent the simulated data points.

For the 2nd set of data points in the growth speed dominated regime, using the 
corresponding flow velocities and growth speeds, the bending angle values were first 
estimated from the previous fit function and then it was subtracted from the actual 
obtained bending angle values for those points. This was done to remove the base 
effect of the flow velocity on the bending angle for this set of data points so that the 
remaining effect would be the contribution from the growth speed. The corresponding 
fit function for the growth speed dominated regime after removing the effect of flow 
velocity (with 95% confidence limit) is given as
where $\bar{V}$ is the maximum fluid velocity at the tip (m/s) and $v_{\text{tip}}$ is the tip growth velocity (m/s). The $R^2$ value for the relation was 0.80. Higher exponent value of tip growth speed signifies the dominating effect of growth speed compared to flow velocity in this regime. The corresponding fitted surface shows the additional effect of growth speed on the bending angle on top of the fluid flow effect. Decrease in undercooling, decreases the thermodynamic driving force and hence decreases the growth speed of the interface. Since the growth speed decreases, the fluid flow will have more time to wash away the rejected solute and hence the bending angle will increase with decrease in undercooling. The second correlation (equation 5.3) gives solely the effect of growth speed on bending angle after removing the effect of flow velocity on bending angle. This particular fit function can be useful in predicting the bending angle in low growth speed regimes. In this case, also most of the data points were found to lie close to the surface. At very low growth speed, the bulk solute transport will be dominated by the diffusion which gives rise to high solute build-up ahead of the interface. Growth speed tending to very high values will give very low bending angle i.e., the interface will tend to grow as if it is a case of solidification without flow. Thus the combined fit function for the whole set of data points can be written as

$$
\sin \theta = \left(1 - e^{-0.7551\bar{V}^{0.6}}\right)\left(e^{-1.851v_{\text{tip}}^{0.01}}\right) \\
+ \left(1 - e^{-0.3505\bar{V}^{0.01}}\right)\left(e^{-8.753v_{\text{tip}}^{0.5}}\right)
$$

(5.4)

Thus from the above equation, it can be seen that the total bending angle is the contribution from the flow velocity along with an additional contribution from growth speed. The above fit equation is mathematically defined for limiting cases i.e. cases of extremely high velocity or growth speed as well as extremely low velocity and growth speed. Obviously at zero velocity, the equation gives zero bending angle. Figure 5.25 shows the fitted surface (fit function being equation 5.4) for the entire data set with a $R^2$ value of 0.95.
**Figure 5.25:** Dependency of bending angle during solidification of a Fe-0.15 wt.% C alloy as a function of maximum flow velocity and growth speed. The black dots represent the simulated data points.

### 5.3 SUMMARY

In this chapter, the developed solidification models were validated separately for single component and two component systems with literature. Line scanning measurements showed that the segregation ratio in absence of bulk fluid flow increased from surface towards the centre for the ternary alloy. It was shown that due to fluid flow, the interface growth direction changed in a transient manner as a function of flow velocity and tip growth speed under different degrees of undercooling. At the end, separate fit functions relating bending angle to flow velocity and growth speed were proposed.
CHAPTER 6: APPROACH TO MICRO-MACRO COUPLING

In this chapter, the developed micro scale flow coupled model was coupled with the macro scale bulk flow profile of the continuous casting mould. Afterwards, the modelled bending angles were compared with that of the experimentally measured bending angles.

6.1 SOLIDIFICATION with FLUID FLOW

In the following sections, the chemical composition and casting process parameters of the collected slab samples have been mentioned. The section on the fluid flow profile gives an idea of the flow direction and magnitude of flow within the mould region. Thereafter an attempt has been made to correlate the experimentally measured dendrite deflection angles in the slab samples with that of the proposed micro scale fluid flow coupled solidification model taking input from the macro scale fluid flow profile and growth speed of the solidification front. Finally, a discussion on the effect of solute washing ahead of the moving front will be outlined, based on the analysis of chemical composition measurements in the slab samples.

6.1.1 Chemical Composition of Industrial Grades

Table 6.1 shows the chemical composition of the collected steel slab samples from the conventional slab caster. Samples A, B and D were low carbon grades whereas sample C was an ultra-low carbon grade. All the samples had similar manganese contents. The grades were selected to have minimal variation in the concentration of the elements other than carbon. Figure 6.1 shows the relative position of the samples with respect to carbon content in the equilibrium phase diagram as determined by ThermoCalc software. All the samples will solidify in δ-ferrite mode. From sample C to A, B and then to sample D in the above diagram, it can be seen that the carbon
content increases. It is qualitatively expected that with increase in the solute carbon content the dendrite bending angle will increase [7].

**Table 6.1:** Chemical composition of the industrial slab samples used in this study.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Chemical Composition (wt.%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C</td>
</tr>
<tr>
<td>A</td>
<td>0.075</td>
</tr>
<tr>
<td>B</td>
<td>0.082</td>
</tr>
<tr>
<td>C</td>
<td>0.003</td>
</tr>
<tr>
<td>D</td>
<td>0.133</td>
</tr>
</tbody>
</table>

**Figure 6.1:** Carbon content of the collected steel slab samples in equilibrium phase diagram as determined by ThermoCalc.
6.1.2 Casting Process Parameters

Table 6.2 shows the casting process parameters of the collected slab samples. The total argon flow rates were similar for all the samples. All the samples had stable casting speed except sample D which had a wide variation in casting speed. This was due to the fact that sample D was collected during the ramp-up period, i.e. with continuous increase in casting speed. Sample A was taken from a slab having a casting speed of 1.7 m/min and width of 1300 mm. Sample B and C were taken from slabs having similar casting speeds but the sample B was from a slab having the highest width of 2100 mm. All the samples were cast under the influence of EMBR [54] and the thickness of all the slabs was 225 mm. The main objective of using EMBR nowadays in most of the industrial slab casters is to stabilize the turbulent flow within the mould region and reduce the meniscus fluctuations through the application of electromagnetic forces. Samples A, B and D were cast under the influence of single-ruler EMBR [54] which had a single layer of horizontal rectangular shaped magnetic field across the entire mould width. The sample C was cast under the influence of double-ruler EMBR [54] (also called FC-mould) which had two horizontal magnetic fields across the entire mould width – one above the SEN nozzle port and one below the SEN nozzle port. The author have not found enough literature where the dendrite bending angle in industrial steel slab samples under the influence of EMBR have been reported.

Table 6.2: Casting process parameters of the collected slab samples.

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Caster</th>
<th>Casting Speed (m/min)</th>
<th>Superheat (°C)</th>
<th>Width (mm)</th>
<th>SEN depth (mm)</th>
<th>EMBR Current (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>CC 1</td>
<td>1.7</td>
<td>23</td>
<td>1300</td>
<td>210</td>
<td>318.03</td>
</tr>
<tr>
<td>B</td>
<td>CC 1</td>
<td>1.25</td>
<td>21</td>
<td>2100</td>
<td>197</td>
<td>418</td>
</tr>
<tr>
<td>C</td>
<td>CC 2</td>
<td>1.19</td>
<td>42</td>
<td>1900</td>
<td>258</td>
<td>-500 (bottom), 299 (top)</td>
</tr>
<tr>
<td>D</td>
<td>CC 1</td>
<td>0.76 – 1.55</td>
<td>16</td>
<td>1600</td>
<td></td>
<td>42.964 - 518</td>
</tr>
</tbody>
</table>
### 6.1.3 Dendrite Arm Spacing Measurements

The formulae [162,163] to calculate the solidified steel shell thickness growing over a mould wall in a conventional slab caster are given as

\[
S = kt^{0.5} \tag{6.1}
\]

\[
t = \frac{z}{v_c} \tag{6.2}
\]

where \(S\) is the solidified steel shell thickness in mm, \(k\) is the solidification coefficient in mm/min\(^{0.5}\), \(t\) is the solidification time in min, \(z\) is the vertical distance from the meniscus along the casting direction in mm and \(v_c\) is the casting speed in m/min. \(k\) was determined from the examination of break out shells from the industrial caster. **Figure 6.2** below shows the schematic of solid steel shell growing on the mould wall during continuous casting process showing the meniscus and the casting direction. The higher the shell thickness, the higher is the vertical distance downwards from the meniscus. The approximate value of the constant \(k\) for both the conventional casters at Tata Steel in IJmuiden, The Netherlands was found to be \(k = 27\). Though the cooling rates at the wide face walls and narrow face walls are adjusted accordingly to have uniform shell thickness on all the four walls, it has been reported [164] that the shell thickness on the wide face may be few mms more than that on the narrow face. This is because the two oppositely directed flows may impinge the shell along the narrow face wall and prevent the shell growth. From the above mentioned shell thickness formulae, the calculated values of the shell thickness for the samples A, B and C at the mould exit (taking mould length as 900 mm) was found to be about 20 – 25 mm [163,165]. Hence the dendrite arm spacing and the dendrite bending angle measurements for the slab samples were performed up to about 30 mm from the slab surface taking into account that the shell thickness on the wide face may be few mms higher.
Figure 6.2: Schematic of solid steel shell growing on the mould wall during continuous casting process.
Figure 6.3: Variation in the dendrite arm spacing for the collected slab samples; (a) sample A; (b) sample B; (c) sample C; (d) primary dendrite arm spacing for sample D; (e) secondary dendrite arm spacing for sample D.

Figure 6.3 (a – e) shows the variation in dendrite arm spacing of the steel slab samples in longitudinal (LD) and transverse direction (TD) directions respectively. For the three samples (A, B and C) cast with stable casting speeds, the primary dendrite arm spacing along LD varied from 0 to 300 µm up to 35 mm inwards from the slab surface. Similar variation of PDAS in steel slab samples were also observed by others [74,166]. But the variation in the PDAS along LD was almost linear for samples B and C.
respectively, while for sample A and D a change in the slope was observed at about 10 mm from the surface. For sample A, the initial variation in PDAS along LD was quite steep. For the sample D which was cast with a variable casting speed, the PDAS varied from 0 to 125 µm up to 10 mm from the surface along LD after which an abrupt increase in the PDAS to about 600 µm was observed at 20 mm. The PDAS varied from about 24 µm at the surface to as high as 1.8 mm at the slab centre for sample D. This much higher primary dendrite arm spacing at the centre may be due to higher equilibrium melting range of 30.1 K (for sample D) which would delay the solidification time. There may also be additional effect due to wide variation in casting speed. While calculating the equilibrium melting range, it was assumed that the slab samples were a ternary system i.e. Fe-C-Mn alloys. The SDAS in sample D along LD varied from about 23 µm at the surface to 300 µm at the slab centre. The change in slope for SDAS variation can also be seen for sample D along LD. It is worthwhile to mention that close to the slab centreline in sample D, the SDAS varied from 200 µm to 300 µm which was in the similar range to that observed at the centre of the step_5 of the ternary wedge mould cast alloy which had similar composition and similar equilibrium melting range of 27.6 K. Thus it can be said that both the slab centre of sample D and the centre of the step_5 of the ternary wedge mould alloy experienced similar cooling behaviour. Also, along TD the variation in PDAS for samples A, B and C were found to be in same range to that along LD indicating similar heat transfer behaviour.

6.1.4 Fluid Flow Profile

The fluid flow profiles of the industrial caster shown in this section were provided by Tata Steel in IJmuiden, The Netherlands. Figure 6.4a shows the average fluid flow profile (parallel to wide face i.e. along z – x plane) within the mould region with single ruler EMBR for the CC1 caster as reported by Kholmatov [167]. The casting direction is along z axis while x axis represents the width direction. The casting speed was 1.7 m/min (similar to that of sample A in table 6.2) and the mould width was 1300 mm. The slab thickness was 225 mm and the EMBR current strength was 475 A. The SEN depth was 210 mm and superheat was 20°C. Flow vectors represent the fluid flow direction. The liquid steel exits the SEN port at high velocity which decreases towards the narrow face. One part of the flow after exiting the nozzle port is directed
downwards. It hits the narrow face wall and travels downwards. Some part of this flow after traversing downwards may change its direction and travel upwards towards SEN port bottom. The other part of the flow exiting the nozzle part after hitting the narrow face walls travels upwards towards the meniscus. Thus at one point, a transition in the flow direction [168] (from downward directed flow to upward meniscus directed flow) may take place as one goes downwards along the casting direction. Similar flow pattern in continuous casting mould has also been reported [169–172] with EMBR. It seems from Figure 6.4b, that at about 1/4\textsuperscript{th} quarter distance (from the narrow face) the flow velocity increases from 0.06 m/s close to the surface to about 0.3 m/s in the zone of liquid steel jet. Further downwards, the velocity again decreases to about 0.1 m/s.

**Figure 6.4**: Fluid flow profiles as provided by Tata Steel in IJmuiden, The Netherlands; (a) Simulated fluid flow profile for CC1 caster at 1.7 m/min [167]; (b) velocity contours and flow vectors on a plane parallel to the narrow face for CC1 caster at 1.7 m/min [167].

**Figure 6.4b** shows the velocity contours and flow vectors on a plane (shown in black colour) parallel to narrow face. The position of the plane corresponds to the sample cutting position in the steel slab samples. Towards the meniscus, the flow is directed towards the narrow face while at a little lower position the flow is directed towards the SEN port. At a further lower position, the flow vectors can be seen to be moving
out of the plane and directed towards the narrow face while some vectors are seen to have a trend of upward-directed flow. Thus going downwards along the $z$ direction parallel to the narrow face, it seems that at one point in the casting direction, there occurs a change in the flow direction. Having the fluid flow profile and growth speed of the front, one can translate it into the dendrite deflection angle which will give an idea of the solute washing effect across a section of a slab.

6.1.5  Dendrite Bending Angle Measurements

a)  Measurement along LD i.e. $y – z$ Plane

**Figure 6.5** shows the variation of the dendrite growth direction from slab surface towards the slab center for sample A. Sample A had casting process parameters similar to the simulated fluid flow profile shown in **Figure 6.4**. Near the surface, all primary dendrites (shown as white broken lines) were found to be oriented in the same downward direction (assumed to be positive in the present work). At a little distance away from the slab surface, the primary dendrites undergo a change in growth direction from downwards to upwards. Some primary dendrites were seen to follow their original downward growth direction, while other dendrites were seen to have an upward growth direction. At a further distance away, all the primary dendrites were oriented in the upward direction, contrary to what was observed at the surface. Thus, it seemed that the observed change in the dendrite growth direction might be due to a change [168] in the fluid flow direction ahead of the moving front as shown in the **Figure 6.4**. The present experimental measurement validates the flow direction transition. Also, the magnitude of the dendrite bending angle along LD will give an estimate of the velocity component along the casting direction (i.e. along $z$).
Figure 6.5: Variation in dendrite growth direction from the slab surface (right) towards the slab center (left) for sample A.

Figure 6.6a shows the dendrite growth direction for the sample C at a distance away from the surface and Figure 6.6b shows the dendrite growth direction close to the slab surface (casting direction downwards same as in Figure 6.5). At the surface (Figure 6.6b), some of the primary dendrites were inclined in the downward direction while the rest (marked as white / blue dashed lines) were inclined in the upward direction. Thus they show a tendency of transition in the growth direction from downwards to upwards. At a further distance away from the surface, most of the primary dendrites (marked as white dashed lines) were oriented upwards.

Figure 6.6: Dendrite growth direction for sample C; (a) away from the slab surface; (b) close to the slab surface.
Figure 6.7: Variation in the dendrite bending angle for the slab samples along LD: Sample_A_1.7 m/min_1300 mm_LD ( ), Sample_B_1.25 m/min_2100 mm_LD ( ), Sample_C_1.19 m/min_1900 mm_LD ( ) and Sample_D_0.76 - 1.5 m/min_1600 mm_LD ( ).

The contribution of the dendrite bending angle along LD will be dominantly from the $z$ component of the velocity i.e. velocity component along the casting direction. Figure 6.7 shows the variation in the dendrite bending angle for all the slab samples along LD up to a distance of about 30 mm. Okano et al. [8] obtained dendrite bending angles of similar magnitude close to the slab surface for steel slabs of 1890 mm wide, 260 mm thick and cast at 0.6 m/min but without EMBR. For sample A close to the surface, the dendrite bending angle was positive i.e. all the primary dendrites were oriented along the same direction (i.e. downward direction). Standard deviation of the bending angle was quite high at surface. This is may be because of the surface velocity fluctuations [173,174] of the liquid steel close to the meniscus. At a little distance away from the surface i.e. towards the centre, the bending angles were found to be both positive and negative indicating the transition phase of the flow direction. At a further distance away from the surface, the dendrite bending angle was negative indicating all the primary dendrites were oriented in a direction opposite to what they were at the slab surface. Thus the flow direction within the mould at this point was in
opposite direction to what was close to the meniscus. The mean value of the bending angle was almost constant after about 5 mm from the surface. Similar transition of the bending angle was observed for sample D as well which was cast under variable casting speed. The dendrite bending angle of sample B showed an interesting pattern. All the dendrite bending angles were found to be positive up to 35 mm from the surface i.e. no change in the growth direction was observed. It is to be noted that compared to sample A, the sample B was cast at a lower casting speed of 1.25 m/min and at a much higher mould width of 2100 mm. It is reported [175] that increase in mould width enables the liquid steel jet to hit the narrow face walls at lower positions. Though the sample B was cast at a lower casting speed than sample A, but much higher mould width for sample B provides relatively higher flow rate through the SEN nozzle as calculated from the formula mentioned by Thomas et al. [173]. Also, the EMBR current strength for sample B was 418A while that for the sample A was 318A. Higher EMBR current strength forces the liquid steel jet to bend downwards [176] and hit the narrow face walls at lower position. Thus one would expect the flow transition in sample B to happen at further distance away from the narrow face i.e. at higher value of shell thickness. The sample C was cast at a casting speed of 1.19 m/min. Also, sample C was an ultra-low carbon grade while the other samples had higher carbon content. It has been reported [7,13] that higher solute content causes more asymmetrical solute profile and higher deflection of the dendrites. Thus may be because of lower solute content, the mean values and the spread of the bending angle was found to be least for sample C among all the slab samples. In general, the spread of the dendrite bending angle across the mean value was found to be higher at the surface and decreased away from surface i.e. towards the centre. This may be because of the fact that the bulk fluid flow becomes more uniform and the velocity magnitude decreases in the casting direction towards the mould exit as shown in Figure 6.4a. The transition in the bending angle for sample A and D occurred at about 5 – 10 mm from the surface.

b) Measurement along TD i.e. x – y Plane

Figure 6.8a shows the dendrite growth direction for the sample B at a distance away from the surface and Figure 6.8b shows the dendrite growth direction close to the slab surface. At the surface, some of the primary dendrites (marked as white broken lines)
were inclined in the downward direction while the rest were inclined in the upward direction. Thus they show a tendency of transition in the growth direction from downwards to upwards. At a further distance away from the surface, most of the primary dendrites (marked as white broken lines) were oriented upwards.

**Figure 6.8:** Dendrite growth direction for sample B; (a) away from the slab surface; (b) close to the slab surface.

**Figure 6.9:** Dendrite growth direction for sample C; (a) away from the slab surface; (b) at the slab surface.

Similarly, **Figure 6.9a** shows the dendrite growth direction for the sample C at a distance away from the surface and **Figure 6.9b** shows the dendrite growth direction...
close to the slab surface. The primary dendrites are marked as white / blue dashed lines. An interesting feature of this image is the presence of honeycomb-like structure as encircled in the Figure 6.9a. Since dendrites grow in 3D form on the wide face walls, analysing the sample along the \( x \) – \( y \) plane means some dendrites growing along the \( z \) (casting) direction will get cut through. Group of oval-shaped structures encircled in Figure 6.9a signifies group of dendrites growing along the casting direction being cut through.

**Figure 6.10:** Variation in the dendrite bending angle for the slab samples along TD: Sample_A_1.7 m/min_1300 mm_TD ( ), Sample_B_1.25 m/min_2100 mm_TD ( ) and Sample_C_1.19 m/min_1900 mm_TD ( ▲ ).

The contribution of the dendrite bending angle along TD will be dominantly from the \( x \) component of the velocity i.e. velocity component along the mould width direction. Dendrite bending angle along TD was measured for samples A, B and C respectively. For sample A away from the surface, the dendrite bending angle changed sign from positive to negative indicating a possible transition in the flow direction similar to what was observed along LD. Though both sample B and C showed both positive and negative bending angle up to 15 mm from the surface, but the proportion of the positive angle decreased away from the surface indicating the possibility of flow
transition. Comparatively lower bending angle values of sample C to that of sample B may be due to lower content of sample C. In the Figure 6.10 also, the spread and mean values of the dendrite bending angle were higher at the surface and decreased away from surface.

6.1.6 Micro-Macro Coupling

It is very challenging to simultaneously measure the fluid flow profile and flow magnitude as well as the growth speed of the solidification front within a continuous casting mould at liquid steel temperatures. Literature [173,174] is available for experimental measurements of surface velocity fluctuations in the mould. Till date, the researchers have relied upon qualitative fluid flow profile estimation through several numerical models [23,175,177]. A theoretical relation of the experimental dendrite bending angle with the simulated flow velocity and growth speed within the continuous casting mould would be of benefit to the casting technologist in controlling the casting process parameters. In this section, an attempt has been made in linking the proposed fit function of dendrite deflection angle with the simulated fluid velocity and growth speed through micro-macro coupling. The fit function derived in equation 5.4 represents the dependency of the micro scale interface growth direction as a function of flow velocity and the tip (or interface) growth speed in micro scale. The macro scale fluid flow profile in a continuous casting mould at a typical casting speed has been shown in Figure 6.4 which gives an idea of the magnitude of the flow velocity and flow direction at each point within the mould. Figure 6.11 shows the schematic of two different (macro scale) shell thickness profiles ($S_1$ at a casting speed $v_{C1}$ and $S_2$ at a casting speed $v_{C2}$, $v_{C2} > v_{C1}$) along the casting direction, growing over the mould wall with time. Going downwards along the casting direction, the shell thickness will increase according to equation 6.1. The higher the casting speed, the lower will be the shell thickness [98] at a particular point as can be inferred from equation 6.1 and equation 6.2 respectively. The flow vectors (shown in blue colour in Figure 6.11) can be seen to hit the growing shell (shown in purple colour) at different points. Thus the growing shell in macro scale can be viewed as the moving solidification front. By differentiating equation 6.1, the expression of the shell growth rate [178] as a function of casting speed and vertical distance from the meniscus ($z$) is given as
\[ v_{\text{shell}} = \frac{dS}{dt} = \frac{k \sqrt{\nu_c}}{2 \sqrt{Z}} \quad (6.3) \]

**Figure 6.11:** Macro scale shell thickness profiles \((S_1 \text{ and } S_2)\) growing over mould wall during continuous casting process.

The projection of various points (shown in black colour) on the growing shell thickness on \(x\) axis gives the value of shell thickness “\(S\)” from the slab surface. The projection (shown as black broken line) of two such points on the \(x\) axis gives the shell thickness values of \(x_1\) and \(x_2\) respectively. Thus each and every point on the growing shell for different casting speeds can be translated as distance from the slab surface towards the centre along the \(x\) axis. For each such point on the shell, the average macro growth speed of the moving front and the macro scale fluid flow profile can be derived from simulations. These macro scale values can be plugged into the proposed fit function (equation 5.4) to estimate the interface growth direction which will give an idea of the degree of solute washing. The higher the change in the interface growth (or bending angle), the higher will be the solute washing effect. These results can be then be validated with the composition profile measurements across slab surface thickness.

From the CFD flow profile as modelled by Kholmatov [167], flow velocity data for CC1 caster was retrieved for the following casting parameters - casting speed of 1.7
m/min, SEN depth 210 mm, EMBR current strength of 237 A and casting width of 1300 mm. These parameters were similar to that of sample A (table 6.2). A plane at 1/4\(^{th}\) quarter distance from the narrow face wall was selected similar to that of the sample cutting position. Figure 6.12 shows the y – z plane parallel to narrow face. Solid steel shell is growing from both the wide face walls. Several vertical lines along the thickness direction (i.e. y direction) and specific distances from the slab surface were selected. In Figure 6.12, two vertical (black broken lines) were drawn at different distances from one of the mould wide face wall. The purple line indicates the liquidus line and the brown line indicates the solidus line. Going downwards along the black broken line (i.e. along the casting direction), the initial zone will be of 100% liquid. Below the liquidus line, the solid fraction will increase continuously and at the solidus line, the solid fraction will be 100%. At any vertical distance from the top, the distance of the solidus line from the mould wide face wall (along y direction) is the solid steel shell thickness. For example, the dendrite bending angle for sample A was measured at 6.5 mm from the surface. The corresponding vertical distance from the meniscus for a shell thickness of 6.5 mm was estimated from the CON1D model developed by B G Thomas et al. [121]. The CON1D model developed by B G Thomas et al. [121] gives the modelled shell thickness profile as a function of casting process parameters. The model is available with Tata Steel in IJmuiden, The Netherlands. Thus the vertical distance from the meniscus corresponding to shell thickness of 6.5 mm was estimated as 220 mm. It may be appropriate to say that the dendrites growing at 6.5 mm from the surface will get deflected due to the flow velocity in the two-phase region (S +L) region rather than the flow velocity in the fully liquid zone. For a quick calculation, in the present work the dendrite deflection was assumed to be a function of flow velocity in the fully liquid zone. The vertical line along the casting direction that showed 100% liquid at 220 mm from the meniscus was selected. Going downwards along that vertical line, at 220 mm from the meniscus the magnitude of the velocity components were found out from the available numerical model. The average solidification rate for the shell thickness of 6.5 mm was determined from the CON1D [121] model. For the present study, the macro scale solidification rate (or shell growth rate) at a particular distance from the CON1D model has been assumed to be same as the micro scale interface growth speed growing at the same distance. The corresponding growth rate and flow velocity were put into the proposed fit function (equation 5.4) as well as the relation proposed by Takahashi et al. [9] (equation 5.1). Then the deflection (or
bending) angles were estimated. These estimated deflection angles were then compared with the experimentally measured ones.

Figure 6.12: Schematic of solid shell growing over mould wall and estimation of flow velocity along vertical direction.

Figure 6.13a shows the variation of solidification rate (from CON1D) and velocity magnitude (from flow profile [167]) with distance from the meniscus for the casting process parameters corresponding to sample A. The solidification rate was highest close to the meniscus and steadily decreased with distance from the meniscus along the casting direction. The range of solidification rates in Figure 6.13a were similar to that of the reported [179] dendrite growth rates in the continuous casting process. The velocity magnitude close to the surface was low and then it increased up to a certain distance from the meniscus. The point where this increase in velocity occurs may be because it lies close to the liquid steel jet exiting the SEN port. Going further downwards the flow velocity was found to decrease. Xu et al. [171] simulated that at a depth of 35 mm from the meniscus the horizontal component of the velocity along the width direction varied from 0.17 to 0.07 m/s at about 1/4th quarter distance from the narrow face for a slab caster with casting parameters similar to sample A. The vertical component of the velocity along the casting direction at a distance away from the narrow face wall varied from 0.05 to 0.35 m/s.
From the CFD flow profile as modelled by Singh [180], flow velocity data for CC2 caster was retrieved for these casting parameters - casting speed of 1.2 m/min, double ruler EMBR current of -500 A / 300 A and casting width of 1700 mm. These parameters were similar to that of sample C (table 6.2) except the mould width which was 1900 mm for sample C as compared to 1700 mm mould width in the model [180].

**Figure 6.13b** shows the variation of solidification rate (from CON1D) and velocity magnitude (from flow profile [180]) with distance from the meniscus corresponding to sample C. The solidification rate decreased with distance from the meniscus along the casting direction. The fluid flow profile corresponding to the casting process parameters of sample B and D were not available with Tata Steel Research and Development in IJmuiden, The Netherlands. Hence the bending angles could not be modelled from the proposed fit function for those samples.

**Figure 6.13**: Variation of solidification rate and velocity magnitude with distance from meniscus; (a) sample A; (b) sample C.

**Figure 6.14a** shows the comparison of experimentally measured bending angles with that obtained from the Takahashi correlation and the proposed fit function for sample A and **Figure 6.14b** shows that of sample C respectively. At a specific distance from the meniscus, the modelled growth speed of the solidification front and the flow velocity ahead of the front were assumed to be constant. The modelled values were then put into the fit function to obtain the modelled bending angle. It can be seen that the estimated bending angles from the proposed (in the present work) correlation agrees well (within the experimental error) to experimental data while the data from Takahashi relation does not. At relatively low flow velocities, Takahashi relation
predicts low bending angles with values even close to zero and also negative in one of the case as shown in the figures. In this way, the experimentally measured dendrite growth direction can be useful in understanding the fluid flow direction existing within a continuous casting mould. Also, the variation in the magnitude of the measured dendrite bending angles will give an estimate of the flow magnitude within the mould. Hence an experimentally validated theoretical fit function can be useful to predict the fluid flow profile. The accuracy of the fit function depends on the governing equations used to model the flow profile and shell growth behaviour. It is to be noted that the fit function has been developed for a conventional slab caster but the same may not be applicable for a thin slab caster where the flow magnitude is relatively higher than conventional slab caster.

![Graphs showing bending angles](image)

**Figure 6.14:** Comparison of experimentally measured bending angle with Takahashi [9] correlation and proposed fit function; (a) sample A; (b) sample C.

### 6.1.7 Segregation Ratio of Industrial Slab Samples

Okano et al. [8] reported the dendrite deflection in continuous cast steel samples but did not relate the deflection with the composition. **Figure 6.15** shows the segregation ratio plots of manganese and carbon with distance from the slab surface for the industrial slab samples listed in **Table 6.1**. Samples A, B and C were cast under stable casting speed while sample D was cast under variable casting speed. Sample C being an ultra-low carbon grade, the carbon content was too low to detect in EPMA. Hence the plot contains only the segregation ratio of manganese. The corresponding
equilibrium melting ranges (from Thermo-Calc software) for samples A, B, C and D were found to be 29.4 K, 32.9 K, 1.8 K and 30.1 K respectively. The slab centre for all the samples was at 112.5 mm distance from the surface. Sample D was scanned up to the slab centre. Both sample B and sample C were scanned up to 60 mm from the surface while sample A was scanned up to 30 mm from the surface. It is to be noted that the segregation ratio scales shown in Figure 6.15 are different to that shown for the wedge mould samples in Figure 5.19. Samples A, B and C showed no evidence of macrosegregation up to the distance as shown in Figure 6.15 since the segregation ratio of both manganese and carbon remained almost constant. Segregation ratio plot for the step_5 of the ternary wedge mould cast alloy in Figure 5.19 showed evidence of macrosegregation since it showed continuous increase of segregation ratio from surface towards the centre. The equilibrium melting range of the ternary wedge mould alloy (27.6 K) was similar to that of the slab samples A, B and D. In spite of the fact that the diffusion of carbon being much higher than that of manganese, both of carbon and manganese showed similar behaviour (i.e. no evidence of macrosegregation) in the slab samples. This indicates the effect of solute washing due to bulk fluid flow in the slab samples which will sweep away the rejected solute to further distance. This phenomenon was absent in the wedge mould casting where there was presence of only local flow. Due to this washing effect, dendrite deflection was observed in the slab samples. The observed peaks representing high segregation ratio in Figure 6.15 correspond to zones of positive microsegregation. This may be because of the deformation induced flow[80] that takes place when the strand passes through the secondary cooling zone. The deforming action of the rolls on the solid shell causes squeezing action on the shell thereby affecting the dendrite movement leading to formation of zones of solute rich inter dendritic liquid [75]. The observed segregation ratio in the slab samples follows similar behaviour as obtained by El-Bealy [75]. Since in the present work segregation ratio was defined as the ratio of maximum to minimum concentration, the observed segregation ratio corresponding to the microsegregation peaks varied between 2 to 3.
6.2 SUMMARY

Dendrite arm spacing measurements in the industrial slab samples showed that both the primary and secondary dendrite arm spacing increased away from the slab surface. The primary dendrites growing at the slab surface showed a change in the growth direction at a certain distance away from the surface indicating the change in flow direction. This change in the growth direction was a validation of the change in flow profile observed in the modelled macro scale bulk flow profile. The investigated slab samples were cast under the influence of EMBR. The standard deviation of the mean bending angles decreased away from surface. The modelled bending angles were found to tally well with that of the experimentally measured ones.
CHAPTER 7: CONCLUSIONS and SUGGESTIONS for FURTHER WORK

7.1 CONCLUSIONS

Due to increased demand of advanced high strength steel grades, steelmakers are facing stiff market competition in order to keep up pace with production volume along with product quality. Increased proportion of different alloying elements giving versatile mechanical properties of the finished product is prompting the material science community to look into the intricate relationship of the phenomenon of macrosegregation with the process parameters during a continuous casting process. Only a few available literature resources report that the bulk fluid flow has a washing effect in front of the advancing interface during solidification. But the focus on macrosegregation in steels has been mainly related to the internal flows due to shrinkage and deformation. However, the link between the dendrite evolution phenomenon happening at the micro scale and its effect on the macro scale is not understood completely.

In the present research, an attempt was made to both computationally and experimentally understand the effect of bulk fluid flow on the evolving solute profile build up ahead of the micro scale S/L interface. Afterwards the phenomenon happening at the micro scale was linked to macro scale composition profile in larger sections of the solidified sample through micro-macro coupling approach. A theoretical improved relationship between the preferred interface growth direction and the flow parameters has been proposed with the help of a fluid flow coupled and phase-field method based solidification model for a Fe-C alloy. Lastly, comparison on the effect of fluid flow on macrosegregation in the solidified sample was made through composition profile analysis of the wedge mould ingot cast samples and the industrial samples via continuous casting route.

- An open source fluid flow coupled and phase-field method based model has been developed for binary alloy solidification under isothermal condition to
understand the behaviour of dendrite growth direction due to fluid flow. The model can be extended to other binary or ternary alloys.

- At a particular level on undercooling, the tip growth speed and the flow velocity at the dendrite tip changed with time and hence the bending angle. In this way, an array of deflection angle data along with flow velocity at the tip and tip growth speed were obtained for different levels of undercooling.

- An attempt to separate the effects of flow velocity and growth speed on the bending angle have been made. This can be useful in predicting the preferred interface growth direction under industrial casting conditions by studying at what point of casting and up to what extent both the diffusion and bulk fluid flow interacts with solute layer ahead of the solidification interface.

- Anisotropy in interface energy based separate fit functions dependent on flow velocity at the tip and growth speed have been postulated which are an extension of the empirical correlations proposed by Takahashi et al. [9].

- Through the approach of micro-macro coupling, an attempt was made to correlate the micro scale proposed fit function with that of the macro scale bulk flow profile. The proposed fit function was found to fit better with the experimental deflection angles, compared to the standard empirical Takahashi correlation.

- Among the three wedge mould cast ingots (where there was absence of bulk fluid flow), the secondary dendrite arm spacing of the Fe-C alloy was found to be highest due to greater width of the two phase (solid and liquid) region. With increase in the thickness of the solidified portion, the secondary dendrite arm spacing of ternary wedge mould cast alloy increased.

- The secondary dendrite arm spacing at the centre of the slab sample with highest carbon content was found to be in the similar range to that observed at the centre of step with highest thickness of the ternary wedge mould cast ingot which had similar composition. Thus the idea of replicating solidification structure in industrial samples was conceived through laboratory scale wedge mould casting which could help in development of advanced steel grades in future.

- Good agreement of fluid flow transition between the fluid flow simulations and the experimental measurement of dendrite deflection angles were obtained
for the industrial slab samples from conventional caster. The measured dendrite bending angles showed a transition in the growth direction with distance from the slab surface.

- Line scanning composition measurements of the wedge mould cast ternary alloy showed that the segregation ratio of manganese continuously increased from surface towards the centre. Due to absence of bulk fluid flow, the rejected solute ahead of the interface was not washed away thereby leading to its continuous accumulation ahead of the moving interface. For the slab samples, the segregation ratio of manganese remained almost constant up to several mms of the analysed portion indicating the effect of bulk fluid flow.

### 7.2 SUGGESTIONS for FUTURE WORK

Investigations on the following topics can be sought as an extension of the present research which will benefit the scientific community further.

- Extending the developed flow coupled micro scale model to ternary system [142] will be more useful for casting technology since most of present advanced high strength steel grades are either ternary or even quaternary systems. This will help in understanding the interface growth direction in presence of more than one solute element. Further to that, one can also study how fluid flow effects the interaction between different solute elements. By studying the varied solute contents, one can gradually incorporate additional solute dependency factors in the proposed fit function.

- Extending the model to ternary or quaternary systems [181] involve additional governing equations for phase-field and solute diffusion which will make the model computationally intensive. Till date, it has been found that not much focus has been given on the improving the computational efficiency of the phase-field method based numerical codes. In reality, the dendrite growth occurs in 3D fashion. Also, it is said that the transport behaviour due to 3D effect [182,183] of fluid flow on the dendrite growth pattern is more compared to the 2D effect because of additional flow around the dendrite. Thus studying
the fluid flow effect in 3D will give a more realistic picture of the interface growth behaviour.

- Analysing slab samples of different casting parameters will give better in-depth understanding of fluid flow behaviour to the casting technologist. Also, the effect of electromagnetic brake can be studied. It will be interesting to see the effect of fluid flow on dendrite deflection of the slab samples along the width direction since the fluid traverses much larger distance along the width direction than along the thickness direction.
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**APPENDIX-A**

**Figure A.1**: Dendritic solidification structure at the centre of step_2 for Fe-5.8 wt.% Mn alloy.

**Figure A.2**: Dendritic solidification structure at the centre of step_5 for Fe-5.8 wt.% Mn alloy.
Figure A.3: Solidification structure for step_1 of the ternary alloy Fe-0.149 wt.% C-0.995 wt.% Mn.

Figure A.4: Solidification structure for step_2 of the ternary alloy Fe-0.149 wt.% C-0.995 wt.% Mn.
Figure A.5: Solidification structure for step_2 of the ternary alloy Fe-0.149 wt.% C-0.995 wt.% Mn.

Figure A.6: Variation in dendrite growth direction away from the slab surface for sample D.