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Abstract

During the S phase of the cell cycle, the processes of RNA transcription and DNA replication occur on the same template DNA; thus, can interfere with one another. In addition, co-transcriptional DNA:RNA hybrids (R loops) can impede processive DNA replication. When these obstacles are not removed, clashes with replication forks can result in their stalling, affecting genome stability.

The highly conserved DNA:RNA helicase Sen1, required for transcription termination and R loops resolution, travels with replisomes via an interaction with Ctf4 and Mrc1. I have analysed the role of Sen1 at replication forks in *S. cerevisiae* using a novel separation of function mutant, *sen1-3*, which no longer binds replisomes, but is fully competent in its transcription termination function. *sen1-3* is synthetic lethal combined with deletion of the RNase H enzymes, which digest R loops; and displays synthetic defects combined with the RNA metabolism mutant *hpr1Δ*, which are suppressed by RNase H overexpression. This suggests one function of Sen1 at forks may be to remove R loops that they encounter. I have also shown *sen1-3* is synthetic defective with the S phase checkpoint mutants *mrc1Δ, ctf18Δ* and *rad53Δ*, however the growth defects and increased recombination are not sensitive to RNase H. This indicates Sen1 may also remove other toxic obstacles encountered by replisomes.

Additionally, I have explored further the biochemistry of Sen1 association at forks. While full length Sen1 binding to its replisome partners is restricted to S phase, the N-terminal domain can interact with Mrc1 and Ctf4 throughout the cell cycle. I have identified that the interaction appears to be regulated by S phase cells extracts but does not depend on phosphorylation. I have also observed that the C-terminal of Sen1 interacts with DNA polymerase epsilon outside of the context of the replisome, independently from the cell cycle.
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Chapter 1: Introduction

To maintain genomic stability, the entire genetic content of a cell needs to be replicated faithfully once per cell cycle. The tightly controlled process of DNA replication occurs during S phase, before mitotic division separates the newly synthesised chromosomes. A specialised machine termed the ‘replisome’ is responsible for chromosome duplication; comprising a complex eleven subunit helicase (CMG; Cdc45-Mcm2-7-GINS) which unwinds the template DNA, along with several accessory proteins that ensure regulated and processive DNA synthesis. Three specialised DNA polymerases (Pol α, Pol δ and Pol ε) are responsible for catalysing the formation of new DNA molecules, two of which physically associate as part of the replisome. These will be discussed further in chapter 1.3 (Burgers and Kunkel, 2017).

During S phase, replication forks must negotiate their way through a number of obstacles or barriers. These include protein complexes bound to the DNA, secondary DNA structures that are difficult to unwind (such as G4 quadruplexes), and damaged DNA templates. Critically, a major obstacle for replication is RNA transcription; both processes occur on the same template DNA, and so can clash both in ‘head-on’ or ‘co-directional’ orientations. Increasing evidence also suggests that, although they play some important physiological roles within the cell, stable R loop structures (where nascent mRNA reanneals with the template DNA strand behind elongating RNA polymerase II (RNAPII)) can also interfere with processive DNA synthesis.

In this introduction, I will first describe the eukaryotic cell cycle; with particular emphasis on S phase, DNA replication and the various components of the eukaryotic replisome. I will also discuss in more detail the obstacles that replication forks may encounter, including the effects of collisions between forks and transcription bubbles or R loops. I will also consider the mechanisms employed by cells to minimise and deal with these collisions, before focusing on the known functions of DNA:RNA helicase Splicing Endonuclease 1 (Sen1) in both the removal of R loops and non-canonical transcription termination. Finally, I will present the evidences of the role of Sen1 during DNA replication.
1.1 The use of *Saccharomyces cerevisiae* as a model organism for eukaryotic DNA replication

*Saccharomyces cerevisiae*, more colloquially known as ‘budding yeast’ due to its method of division, is a widely used model organism for the study of fundamental eukaryotic cellular processes. In fact, in 1996, the 16-chromosome genome of *S. cerevisiae* (comprising approximately 6,000 genes) was the first eukaryotic genome to be sequenced in its entirety (Goffeau et al., 1996); and has many pathways in common with humans, including the cell division process. This study uses this organism as model for eukaryotic DNA replication, as the many proteins involved are highly conserved. All components of the replisome (described in chapter 1.3.3) have single orthologs in other eukaryotic organisms, including higher eukaryotes and humans (Gambus et al., 2006). The genetic tractability; which allows easy deletion, insertion, mutation or overexpression of genes, along with rapid growth cycle (~90mins) compared with animal models or human cells makes *S. cerevisiae* a powerful tool for such studies. In addition, the stable existence of haploid yeast cells allows for the synchronous release of cultures into S phase following cellular arrest in G1 by the addition of mating pheromone. Though recent developments in gene editing, i.e. CRISPR-Cas9 allows disruption, mutation and tagging of endogenous genes in mammalian cells with relative ease, yeast has the advantage that haploid strains of different genotypes can be quickly and easily mated, and the desired genotypes selected following meiosis. Thus, budding yeast remains a fast and easy tool to study fundamental processes.

By convention, specific nomenclature is used to distinguish between proteins, wild type and mutated genes in budding yeast. Wild type genes are designated by uppercase italic (e.g. *SEN1*); whereas mutant genes are lowercase italic, followed by a number or symbol (e.g. *sen1*-1 or *sen1Δ*) if recessive, or uppercase italic if dominant. The first character of a protein name is presented in uppercase e.g. (Sen1 or Sen1-1) and is not italicised.
1.2 Overview of the eukaryotic cell cycle

A single cell follows a tightly controlled, pre-programmed pattern of events to replicate its DNA and produce two genetically identical daughter cells. The division cycle of eukaryotic cells is separated into four distinct phases. Interphase is comprised of: Gap 1 (G1), Synthesis phase (S) and Gap 2 (G2), which are followed by the process of mitosis (M) (fig 1.1). During interphase, cells grow and prepare to divide (G1), replicate their DNA (S), check for any errors (G2), before finally, division occurs (M). Cells commit to progress through the cycle in G1 at a stage known as the ‘restriction point’ (R) in higher eukaryotes or ‘Start’ in yeast. Beyond this, external growth stimuli are no longer required. Under certain circumstances, cells that are not committed to division enter a phase termed G0. In this phase, ‘quiescent’ cells; for example, mature hepatocytes, retain the ability to re-enter the cell cycle in response to specific growth factor stimuli. However, some somatic cells enter a permanent ‘senescent’ state, where they are unable to do so. This can be due to cellular ageing or induced in response to stresses such as irreversible DNA damage.

The progression of cells through this program of events is tightly regulated by the cyclin family of proteins, in order to ensure that they do not enter the next phase before they are ready. Accurate duplication is achieved through the exquisite interplay between the control exerted by this protein family and monitoring by the various cell cycle checkpoints.

Cyclin dependent kinases (CDKs) are serine threonine kinases that are activated by the binding of co-factor cyclins. These cyclin-CDK complexes phosphorylate specific targets to control the cell cycle. Budding yeast has a single ‘master-regulator’ CDK, Cdc28 (Mendenhall and Hodge 1998). Nine cyclins (Cln1-3, Clb1-6), with different properties or phase specific expression are responsible for the targeting of various proteins to initiate certain cell cycle events (reviewed in (Bloom and Cross, 2007)) (fig 1.1). The specificity of these cyclins is controlled both at the transcriptional level, and at the protein level by ubiquitin mediated proteolysis. In addition, CDK inhibitors (CKIs) and inhibitory phosphorylation of CDK controls their activity.
In order to replicate their DNA and produce two identical daughter cells, eukaryotic cells follow a specific program of events during the mitotic cycle. Various cyclins and the cyclin dependent kinase, Cdc28, are responsible for the regulation of these events. A schematic overview of the *S. cerevisiae* cell cycle and the regulation of these cell cycle events by cyclin activity is shown. The figure is adapted from (Diffley, 2004).

Cln1-3 are G1 specific cyclins, responsible for commitment to cell cycle ‘Start’, duplication of the spindle pole body, cell growth and activating the transcription of later expressed cyclins (Bloom and Cross, 2007). The transcription of Cln3 occurs throughout the cell cycle, however its levels peak late M to early G1 (Tyers et al., 1993). At this stage, Cln3-Cdc28 phosphorylates the Whi5 transcriptional repressor, targeting it for nuclear export. This allows the transcription of Cln1 and Cln2, the levels of which peak during the G1-S transition (Koch et al., 1996, Costanzo et al., 2004, de Bruin et al., 2004) (fig 1.1). This also true for the transcription of the B-type S phase cyclins Clb5 and Clb6, which during G1 are inactivated by the cyclin dependent kinase inhibitor Sic1 (Schwob et al., 1994). Once Sic1 is phosphorylated by Cdc28-Cln1 and Cdc28-Cln2 for proteasomal degradation, Clb-Cdc28 complexes and the firing kinase DDK (Cdc7-Dbf4-dependent kinase) promote the firing of early origins and the cells enter S phase (Nishizawa et al., 1998). Importantly, the activity of Cdc28-Clb complexes also plays a crucial role in prohibiting the licensing of new origins to prevent re-replication (by targeting free key players for degradation), and promotes centrosome duplication and budding. Following Start, the G1 cyclins, Cln1 and Cln2, are ubiquitylated by the SCF Ubiquitin ligase for proteasomal degradation (Barral et al., 1995, Skowyra et al., 1997).
The mitotic cyclins Clb3 and Clb4 are also transcribed during S phase, and their levels remain elevated until late anaphase. This pair of cyclins may have some redundancy of function in S phase regulation with Clb5 and 6; however, they also contribute to early mitotic processes such as spindle formation, pole separation and chromosome condensation. Finally, the transcription of Clb1 and Clb2 peaks just before anaphase. These cyclins are required for mitotic events, in addition to activating the anaphase promoting complex/cyclosome (APC/C). The APC/C is a multi-subunit E3 Ubiquitin ligase, which following phosphorylation by mitotic cyclins binds to its co-factor Cdc20 (Rudner and Murray, 2000). This renders the APC/C\(^{Cdc20}\) functional; whereby it is responsible for ubiquitylating Dbf4 (the regulatory subunit of the origin firing kinase DDK) and the S phase/mitotic B-type cyclins, which targets them for degradation. It also targets securin for degradation which enables mitotic exit. Securin prevents the digestion of cohesin (which holds sister chromatids together) by binding to and inhibiting the action of the protease separase (Shirayama et al., 1999, Wasch and Cross, 2002, Peters, 2006, Thornton and Toczyski, 2003). Once separase is released, sister chromatids are able to move to opposite poles of the cell, thus progressing the cells from metaphase to anaphase.

At a later stage of mitosis, the APC/C\(^{Cdc20}\) mediated reduction in the levels of mitotic cyclins leads to dephosphorylation of the APC/C, causing Cdc20 to dissociate; thus, it promotes its own inactivation. This leaves the APC/C free to bind another of its cofactors, Cdh1. During late mitosis to G1, the APC/C\(^{Cdh1}\) contributes to proteolysis of Cdc20 and the mitotic cyclins to prevent their re-accumulation. It is during this low CDK, high APC/C\(^{Cdh1}\) window that origin licensing is permitted to occur (Peters, 2006, Bloom and Cross, 2007). However, as the G1 cyclins are not substrates for the APC/C\(^{Cdh1}\), their accumulation ultimately leads to phosphorylation and inactivation of the APC/C\(^{Cdh1}\). This, along with the targeting of CKIs for degradation by the E3 Ubiquitin ligase SCF promotes S phase (Diffley, 2004).

While progression through the cell cycle is driven by these cyclin dependent kinase complexes, cell cycle checkpoints play crucial roles in monitoring the order and fidelity of these events, surveying for any DNA damage and arresting progression to allow time for DNA repair to occur before entering the next phase. This is mediated by signal transduction cascades and complex regulatory networks, where sensors
detect damage or defects and transduce the signal to effectors, coordinating the appropriate physiological response (Putnam et al., 2009). The various cell cycle checkpoints in *S. cerevisiae* have been reviewed extensively (see Putnam et al., 2009, Barnum and O’Connell, 2014) and references therein).

In brief, cell size checkpoints exist at various points during G1 and G2 to ensure that cells reach the correct size at the correct time for DNA replication and division (Barnum and O’Connell, 2014). Critically, both intrinsic and extrinsic sources of DNA damage result in activation of the DNA damage checkpoints, which are responsible for delaying the transition between G1/S or blocking the G2/M transition, in order to allow time for repair processes to occur. In addition, the mitotic spindle checkpoint ensures that sister chromatids are correctly aligned at the metaphase plate and are attached to microtubules under tension before anaphase can occur. APC/C^Cdc20^ activity promotes anaphase by the degradation of mitotic cyclins and securin, however mitotic checkpoint proteins prevent its activation until the checkpoint is satisfied (Barnum and O’Connell, 2014).

Importantly, as DNA replication is a particularly perilous time for cells, two arms of the S phase checkpoint exist which differ in their mediator proteins but that, in *S. cerevisiae*, converge on a common pathway and response. The DNA damage checkpoint recognises double strand breaks and gaps behind replication forks. On the other hand, the DNA replication checkpoint specifically signals a critical threshold of arrested replication forks. Following detection, both pathways arrest cell cycle progression, regulate transcription and target replisomes so to promote their ability to resume DNA replication following removal of the obstacle (Branzei and Foiani, 2007, Putnam et al., 2009). Later in this chapter, after describing the process of DNA replication and introducing various components of the replisome, I will discuss in more detail the methods of activation and role of the S phase checkpoint response in the maintenance of genome stability.
1.3 The Process of Eukaryotic DNA Replication

1.3.1 Origin licensing

DNA replication is limited to S phase, and the synthesis of an entire new copy of the genome needs to occur within an appropriate time frame. Prokaryotes, which have smaller and less complex genomes, initiate replication bidirectionally from a single origin. Eukaryotes on the other hand, have larger and more complex genomes and initiate bidirectional replication at multiple loci, activated specifically via a temporal program. In *S. cerevisiae*, these sites are known as origins of replication (Oris) or autonomously replicating sequences (ARS elements). These are approximately 100-200 base pairs long and include an AT-rich, 11 base pair ARS consensus sequence (ACS) along with other auxiliary elements (Broach et al., 1983). However, in other eukaryotes and metazoans; replication origins do not contain consensus sequences and are less well defined, but features such as chromatin architecture or DNA topology and structure have been shown to influence their location (Mechali, 2010, Prioleau and MacAlpine, 2016, Ekundayo and Bleichert, 2019).

Throughout the cell cycle, Oris are recognised by a multi-subunit DNA binding protein called the origin recognition complex (ORC). Comprised of Orc1-6, where subunits 1-5 contain AAA+ ATPase motifs, ORC binds to Oris in a manner that is dependent on ATP. During late mitosis and G1, when S phase/mitotic cyclins are inactive; the Mcm2-7 holoenzyme (minichromosome maintenance) is loaded at origins by using ORC as a scaffold, aided by other mediator proteins. Assembly of Mcm2-7 double hexamers onto origin DNA forms pre-replicative complexes (pre-RCs), which marks these origins as licensed for replication (fig 1.2) (reviewed (Remus and Diffley, 2009, Bleichert, 2019, Amin, 2019)).

Mcm2-7 is the core of the replicative helicase (CMG). Its six subunits are organised in a specific order to form a ‘ring-like’ toroidal shape that encircles DNA, and although not identical, all subunits contain an AAA+ ATPase motif in their C-terminal domain (Li et al., 2015, Forsburg, 2004). As such, Mcm2-7 is the ’motor’ that provides energy for the unwinding of double stranded DNA at forks via ATP hydrolysis.
Importantly, two Mcm2-7 enzymes are loaded at Oris onto double stranded DNA as inactive head-to-head double hexamers, ready for the formation of two replication forks that travel in opposite directions from that single origin (Evrin et al., 2009, Remus et al., 2009, Gambus et al., 2011). Many interactions are responsible for linking the two hexamers together, largely between the conserved-zinc finger domains within the N-termini of the MCM subunits (Li et al., 2015). Loading of the hexamers onto the DNA is achieved by the presence of a ‘gate’ between the Mcm2 and Mcm5 subunits, permitting the ring to adopt an open or closed conformation (Bochman and Schwacha, 2008). Importantly, although the double hexamer is loaded onto dsDNA; following origin melting and separation of the double hexamer, the single hexamer within each CMG encircles ssDNA. Thus, opening and closing of this gate is also important for Mcm2-7 remodelling as part of the active helicase (Bochman and Schwacha, 2008). The mechanism of how MCM double hexamers are loaded onto DNA has been widely debated. One model hypothesised that a single molecule of ORC is responsible for directing the binding of both MCMs, while another suggested that the first MCM is responsible for the seconds recruitment. Another proposed that a second ORC may bind in the opposite orientation to an auxiliary element within Oris that is similar to the ACS for second MCM recruitment, however this element is not present at all Oris (reviewed by (Bell and Labib, 2016), see references therein).

A recent study from the Costa lab used time-resolved cryo-EM to elucidate the precise mechanism responsible for loading MCM-double hexamers at Oris. Here, they used linear DNA containing an Ori and purified yeast proteins to examine the intermediates formed during this process. In addition to ORC, the assembly of Mcm2-7 double hexamers requires the mediator proteins Cdt1 and the AAA+ ATPase Cdc6. First, the binding of ORC and subsequently Cdc6 to origins results in the recruitment of a complex of Cdt1 and the first Mcm2-7 hexamer, whereby the C-termini of ORC and MCM interact. Following the threading of the DNA through the central channel of Mcm2-7, this results in the formation of the observed OCCM (ORC-Cdc6-Ctd1-Mcm2-7) intermediate (fig 1.2) (Miller et al., 2019).
Figure 1.2 The licensing of replication origins in *S. cerevisiae*. During late mitosis/G1, the origin recognition complex (ORC) recognises and binds to autonomously replicating
sequences across the genome. During G1, Cdc6 binds to the ORC and these recruit a complex of Mcm2-7 and Cdt1 to achieve loading of an inactive Mcm2-7 double hexamer, forming an OCCM intermediate. Following dissociation of Cdt1 and Cdc6, a second ORC engages with the loaded MCM in an inverted orientation to recruit another Cdc6 and Cdt1-Mcm2-7. The loaded double hexamer marks origins as licensed for DNA replication.

Cdt1 is thought to stabilise Mcm2-7 in a conformation where the gate remains open to allow DNA access to the central channel. In this conformation, MCM ATPase activity is inhibited and it remains bound to ATP. Subsequent binding to ORC-Cdc6 may then disrupt this conformation, promoting release of Cdt1, thus allowing MCM to hydrolyse ATP resulting in closure of the gate (Frigola et al., 2017). At this stage, Cdc6 also dissociates. Next, an MO (MCM-ORC) species was observed; where, through an interaction with the N-terminal homodimerization interface of the first loaded Mcm2-7, a second ORC is engaged at the Ori in an inverted orientation. Interestingly, recruitment of this second ORC can occur both while the first ORC is still engaged, or after it is released. This second ORC subsequently recruits Cdc6 and the second Cdt1-Mcm2-7 complex, resulting in the observed MOC-MC species (MCM-ORC-Cdc6-MCM-Cdt1). Ultimately, following release of Cdc6, Cdt1, ORC and closure of the gate, the double hexamer is formed (fig 1.2) (Miller et al., 2019).

### 1.3.2 Origin firing

Although helicases are loaded at many prospective replication origins across the genome, this step does not commit all of these origins to initiate DNA replication. Instead, the ‘firing’ of a licensed origin is a result of formation of the full Cdc45-Mcm2-7-GINS (CMG) helicase and activation of the loaded MCMs (Gambus et al., 2006). GINS (named ご-ichi-ni-san for its subunits) is made up of Sld5, Psf1, Psf2 and Psf3.

Throughout S phase, some origins are ‘early’ firing, and some are ‘late firing’, while others act as ‘back-up’ dormant origins. These are inactivated if a fork from a neighbouring origin passes through. However, in situations where two converging forks collapse and cannot finish DNA synthesis; activation of a dormant origin within that region ensures complete replication of the genome. In *S. cerevisiae*, a model has been proposed where low levels of firing factors are limiting compared to the number of Oris, which results in this temporal program of origin firing. Following initiation
of early origins, these factors are recycled to initiate the next wave of later origins (Mantiero et al., 2011). The rate-limiting abundance of Sld3, Sld7 and Cdc45, which associate with Oris during G1 in a manner that also depends on DDK, defines early-firing origins. Increasing the levels of Sld3, Sld7, Cdc45 and DDK results in the firing of late origins sooner during S phase (Tanaka et al., 2011).

It is thought that firing occurs in a stochastic manner, though licensed origins have different efficiencies. For example, accessibility of firing factors to the origin can be affected by nucleosome positioning and local chromatin structure (Rodriguez et al., 2017). Domains with ‘open’ euchromatin over the central regions of chromosomes tend to be early replicating, while highly repetitive regions such as rDNA and heterochromatic telomeres are late replicating (Fragkos et al., 2015). Interestingly, competition for initiation factors between ‘unique’ single-copy protein-coding regions and highly repetitive rDNA arrays has been shown in yeast. Sir2 is responsible for repressing origin firing of rDNA in wild type cells, to protect the cells from using up their pool of initiation factors at the many Oris within these repetitive regions. Deletion of SIR2 results in increased rDNA initiation, which is detrimental to the replication of unique regions, resulting in unreplicated regions in G2/M cells (Foss et al., 2017).

It has also been suggested Sir2 plays a separate, direct role in modulating the potential imbalance in the distribution of licensed origins across the genome that could result from variable accessibility of different regions to MCMs. This achieves equal spatial distribution of licensed origins across early/late firing euchromatin and heterochromatin. Deacetylation of histones adjacent to an Ori by Sir2 inhibits its ability to become licensed (no MCM binding is observed). Sir2 dependent attenuation of origin licensing has been shown both in early-replicating regions and at telomeres. This prevents a high density of licensed Oris becoming localised in these regions to the detriment of others. It was shown that in cells lacking Sir2, a shift in licensed Ori density to early replicating chromatin and telomeres results in incomplete replication of some late-replicating regions by the end of S phase. This is likely due to the recruitment of a greater proportion of the limited firing factors to licensed early regions and telomeres, which affects their availability for timely firing and complete replication of later origins (Hoggard et al., 2020).
Importantly, cells have evolved mechanisms to separate origin licensing and firing in order to prevent re-replication over a single cell cycle, which would be catastrophic for genome integrity; leading to genome rearrangements or cell death. Primarily, the loading of helicases onto origins (licensing) and activation of the helicase (origin firing) is separated temporally by restricting these events to G1 and S phase, respectively. This is achieved through the activity of cyclin dependent kinases. During the G1 to S transition (after helicase loading has occurred), S phase CDK activity prevents the licensing of origins that have already been fired by phosphorylating three of the key players. Free Mcm2-7 proteins are exported from the nucleus as a result of Mcm3 phosphorylation (Labib et al., 1999, Nguyen et al., 2000), Cdc6 is targeted for proteasomal degradation (Drury et al., 2000), and helicase loading by ORC is inhibited by phosphorylation of Orc2 and Orc6 (Chen and Bell, 2011). In addition to this, the proteins involved in these events are controlled at the transcriptional level. For example, transcription of Cdc6, which opens up the binding interface on ORC for helicase loading, is limited to G1. Moreover, transcriptional repressors such as Whi5 ensure cyclin levels oscillate with the cell cycle as required.

Initiation of origins is a complex, multistep process that requires the action of the Cdc7 Dbf4-dependent kinase (DDK) and CDKs which become active at the G1/S transition. Dbf4 is degraded by the APC/C_{Cdc20} between the time of chromosome segregation and pre-start G1 to prevent premature activation of loaded helicases before S phase (Ferreira et al., 1999).

After ‘Start’, individual subunits of loaded MCMs are either phosphorylated or bound by the ‘firing kinase’ DDK. This triggers the recruitment of Sld3, which binds to the phosphorylated peptides within Mcm4 and Mcm6 (Sheu and Stillman, 2006, Francis et al., 2009, Randell et al., 2010, Sheu and Stillman, 2010). Throughout the cell cycle, Sld3 exists as a complex with Cdc45, which as a consequence is also recruited to origins (Kamimura et al., 2001). In addition, Sld7 associates with Sld3 to stabilise Sld3 interaction with the helicase (Tanaka et al., 2011).

As the G1/S transition approaches and S phase CDK activity increases, Sld2 and Sld3 are phosphorylated in a CDK-Clb5/6-dependent manner. Away from the Oris, phosphorylated Sld2 binds to a BRCA1 C-terminus repeat (BRCT domain) within
Dpb11. Sld2-Dpb11 associates with GINS and DNA pol ε to form the pre-loading complex (pre-LC) (Muramatsu et al., 2010). The pre-LC is then recruited to MCMs via an interaction between another, separate BRCT domain within its Dpb11 subunit and phosphorylated Sld3 (fig 1.3). Yeast 2 hybrid assays (Y2H) have also shown that additional subsequent interactions between various constituents at origins also contributes to CMG formation (Bell and Labib, 2016). Furthermore, the interaction between Dpb2 (a subunit of Pol ε) and GINS is essential, suggesting Pol ε is important for initiation of DNA replication in addition to its role in DNA synthesis (Sengupta et al., 2013).

In order for translocation of the bidirectional forks to become possible, the loaded MCMs need to be remodelled from dsDNA to ssDNA. Then, each Mcm2-7 hexamer encircles only the ssDNA of the leading strand so each sister replication fork can travel in their respective directions. Therefore, the double hexamers must dissociate from one another, DNA at the origin needs to be separated (an event termed origin melting), and the lagging strand needs to be released from the central MCM channel. However, the exact order and mechanism of these events is only recently becoming clearer.

A cryo-EM study examining the structure of Mcm2-7 on G1 chromatin found that the central channel is kinked at the interface between double hexamers, which may distort the tightly bound dsDNA. The authors hypothesised a slight subsequent rotation between the two single hexamers could melt the origin DNA (Remus and Diffley, 2009, Li et al., 2015). More recent cryo-EM studies suggest that indeed, double hexamer formation itself does not cause melting, but a second step inside the channel is required. It has been proposed that one of the DNA filaments is stretched, leading to untwisting (Ali et al., 2017). Another study found that both strands are positioned near the Mcm2-5 gate, and that ATP dependent tilt and lateral shift of the MCM rings extrudes the lagging strand of dsDNA from the central channel (Noguchi et al., 2017).

Importantly, Mcm10, which associates with MCM double hexamers, is thought to play a key role in final activation of the CMG (van Deursen et al., 2012, Watase et al., 2012, Douglas et al., 2018). In a CDK dependent manner, at the onset of S phase; Mcm10 accumulates at origins following assembly of the CMG. Initial data showed
that this association does not require melting of the origin (van Deursen et al., 2012, Watase et al., 2012). Furthermore, Mcm10 inactivation does not affect assembly of the CMG, but does lead to a loss of replication protein A (RPA) recruitment (a protein that binds/stabilises ssDNA) to replication origins (van Deursen et al., 2012, Watase et al., 2012). These data highlighted Mcm10 as a requirement for the final step of initiation, and a speculative model was proposed whereby Mcm10 may stabilise the Mcm2-7 ring in an open conformation for dsDNA to ssDNA remodelling (van Deursen et al., 2012). A more recent study, which used cross linking mass spectrometry found that in fact, Mcm10 interacts with 6 of the 11 CMG subunits (Mayle et al., 2019). Using recombinant CMG and Mcm10, the two proteins together on dsDNA were demonstrated to exert sufficient force to melt the origin DNA duplex to allow the transition of head-to-head MCMs to ssDNA (Langston and O'Donnell, 2019). This is in line with data from the Diffley lab, which showed firing factors provoke the stabilisation of CMG and initial DNA untwisting, however the helicase remains inactive. Further DNA unwinding and CMG activation occurs in an Mcm10 and ATP dependent manner, after which the hexamers translocate past one another in the 3’ to 5’ direction, to establish the bidirectional forks (Douglas et al., 2018). As Mcm10 binds ssDNA with high affinity, the authors speculate it may play a direct role in aiding exclusion of the lagging strand during origin melting (Robertson et al., 2008, Douglas et al., 2018).
Figure 1.3 The firing of replication origins in *S. cerevisiae*. During G1, the firing kinase DDK phosphorylates Mcm2-7. Phosphorylated Mcm4 and Mcm6 recruits a complex of Sld3-Cdc45; then Sld7 binding with Sld3 stabilises its interaction with the MCM hexamer. CDK-Cib5/6 then phosphorylates Sld2 and Sld3 to bind to separate Dpb11 BRCT repeats. The pre-LC is formed away from origins where Dpb11-Sld2 associates with GINS and DNA pol ε. The pre-LC is subsequently recruited to origins by the interaction between Dpb11 and phosphorylated Sld3. Further interactions between various components then occur, and the MCM double hexamers are remodelled and activated, where they disconnect from one another and expel the lagging strands to transition from dsDNA to ssDNA. Interactions between Mcm10 and the CMG results in melting of the origin, where the template DNA separates for 3'-5' directional translocation of the individual MCMs.
1.3.3 S phase and DNA replication

Following the initiation step of replication, the unwound DNA at fired origins is used as a template for bi-directional replication forks to carry out DNA synthesis. The forks will continue until they meet with another converging fork; thus, resulting in complete duplication of the cells entire genetic content. Other factors are assembled around the CMG helicase to form the replisome (fig 1.4), which is specialised to ensure accurate, processive and timely DNA synthesis.

Figure 1.4 Schematic of the eukaryotic replisome. The eukaryotic replisome is comprised of an eleven-subunit helicase (CMG) to unwind the template DNA, three specialised DNA polymerases (Pol α, Pol δ and Pol ε) responsible for catalysing DNA synthesis, along with several accessory proteins.
Following initiation, several regulatory factors associate with the CMG to make up the replisome, the existence of which is specific to S phase and has been shown by Chromatin Immunoprecipitation (ChIP) to travel with forks (Calzada et al., 2005, Gambus et al., 2006). Key components of the replisomes are: the protein interaction hub Ctf4, the S phase checkpoint protein Mrc1, the fork protection complex Tof1-Csm3, Topoisomerase 1 (Top 1, which relieves torsional strain in DNA), the histone chaperone FACT, Mcm10, the DNA polymerases Pol α and Pol ε, and SCF\textsuperscript{Dia2}, an E3 Ubiquitin ligase which ubiquitylates Mcm7 to disassemble the CMG upon completion of DNA replication (Gambus et al., 2006, Sengupta et al., 2013, Morohashi et al., 2009). Other proteins are also fundamental for high fidelity DNA replication but fail to co-purify with the rest of the replication machinery. These include: the ssDNA binding protein RPA, the DNA polymerase Pol δ, the RFC (replication factor C) clamp loader and the PCNA (proliferating cell nuclear antigen) clamp. This section will describe these key players and their functions in more detail.

The DNA polymerases α, δ and ε

DNA polymerases are the enzymes responsible for catalysing the synthesis of new DNA molecules during the process of replication. Importantly, these polymerases can only carry out DNA synthesis in the 5’ to 3’ direction, by catalysing the formation of a covalent bond between the free hydroxyl group (-OH) of a deoxyribose (located at the 3’ end) and the 5’ phosphate group of an incoming nucleotide. Thus, as a result of the antiparallel nature of the DNA double helix, only one strand of the unwound DNA can be synthesised continuously behind the CMG helicase. This is termed the leading strand, as the 3’ to 5’ orientation of the template allows continuous 5’ to 3’ synthesis of the nascent DNA strand, following the direction of CMG unwinding and the fork’s movement. Replication of the other ‘lagging’ strand is more complicated, as the antiparallel 5’-3’ orientation of its template means short fragments of DNA (Okazaki fragments) need to be replicated in a discontinuous fashion by DNA polymerase as more DNA is unwound and exposed (fig 1.5). Furthermore, an additional complication is that DNA polymerases can only begin synthesis if there is a pre-existing strand annealed to the template with a free 3’ -OH to attach the new deoxynucleotides to. Therefore, a short RNA primer is required to initiate the synthesis of each new DNA molecule (fig 1.5).
Figure 1.5 Schematic of the leading and lagging strands at replication forks. The CMG helicase translocates along the leading strand in a 3’ to 5’ direction to unwind the DNA. As the DNA is unwound, this strand can be replicated continuously as DNA polymerases have a 5’ to 3’ directionality. Due to this specific directionality, the opposite lagging strand, which has a 5’ to 3’ orientation, must be replicated in short discontinuous Okazaki fragments. To begin synthesis of any new DNA molecule, a short RNA-DNA primer is required (shown in red) from which the DNA polymerase can then extend.

Thus, in *S. cerevisiae*, three separate polymerases with individual roles are responsible for nascent DNA synthesis. DNA polymerase epsilon (Pol ε) is the main leading strand polymerase, continuously carrying out DNA synthesis in the 5’-3’ direction behind the CMG; and DNA polymerase delta (Pol δ) is responsible for the synthesis of Okazaki fragments on the lagging strand, which are usually ~150-200 base pairs in length (Kunkel and Burgers, 2014). Importantly however, DNA polymerase alpha (Pol α) is the only enzyme that has the ability to actually initiate synthesis of a new DNA strand. This is due to its unique ability to produce a short RNA primer using the cells ribonucleotide pools, from which it can extend the chain a short number of deoxynucleotides before ‘handing over’ synthesis to the other more processive polymerases.

**Pol α primase – priming the synthesis of new DNA strands**

Dependence on the generation of a short RNA primer to initiate DNA synthesis is common across all organisms. This activity is universally carried out by an enzyme called a primase, which is a DNA-dependent RNA polymerase (reviewed (Pellegrini, 2012)). Importantly, *de novo* synthesis of these short RNA primers not only initiates DNA replication during origin firing, but is also required continuously at replication forks, as due to the 5’-3’ directionality of DNA polymerases, synthesis of Okazaki fragments necessitates constant re-priming as more of the DNA template becomes available following helicase unwinding.
In eukaryotic cells, the primase is part of a heterotetramer termed the Pol $\alpha$-primase complex, which possesses both RNA primase and DNA polymerase activity. The primase activity of Pol $\alpha$ was first discovered in studies of the small double stranded SV40 virus, which utilises host proteins for its replication and chromatin organisation. The only exceptions are those required for initiation and replicative helicase activity, which is carried out by its own T4 antigen (reviewed in (Burgers, 2009). Pri1 and Pri2 make up the small (catalytic) and large (regulatory) primase subunits of the complex, respectively. These are coupled with DNA polymerase $\alpha$, comprised of its Pol1 (catalytic) and Pol12 (B regulatory) subunits; which are responsible for extending the RNA primer by $\sim$10-15 deoxynucleotides, forming a hybrid RNA-DNA primer (reviewed (Pellegrini, 2012, Bell, 2019)). Crystallographic and biochemical evidence suggests that Pol $\alpha$ is responsible for the transfer from RNA primer synthesis to deoxynucleotide addition by its recognition of the ‘A-form’ conformation of the RNA primer/DNA template hybrid. The polymerase then extends the chain with dNTPs until approximately one full turn of the double DNA helix is synthesised, at which point it loses contact with the A-form helix, causing it to stall and disengage from the template (Perera et al., 2013). As Pol $\alpha$ is not a very processive enzyme, it is not suitable for sustained DNA replication. The RNA-DNA primers make up the pre-existing strand from which the more processive Pol $\varepsilon$ and Pol $\delta$ extend. Another factor that makes Pol $\alpha$ unsuitable for ongoing replication is that compared with Pol $\delta$ and Pol $\varepsilon$, it does not possess any 3’ exonuclease activity; which is responsible for proof reading for any errors, and so it presents a greater hazard for genomic stability (Pavlov et al., 2006).

The replisome component Ctf4 has been found to play a central role in the association of Pol $\alpha$ with the CMG helicase. Using epitope tagged CMG subunits, immunoprecipitation experiments and mass spectrometry, Gambus et. al observed that Pol $\alpha$ co-purifies with a complex of Mcm2-7 and GINS, specifically during S phase; demonstrating that it travels with forks as part of the replisome. This association is lost in the absence of Ctf4, suggesting that Ctf4 plays a key role in tethering Pol $\alpha$ to the CMG as part of the replisome. Interestingly, a fraction of Ctf4 was found to associate with GINS throughout the cell cycle and the recruitment of Ctf4 to origins depends on GINS (Gambus et al., 2009, Gambus et al., 2006). A direct interaction
between GINS and Ctf4, as well as a direct interaction between Ctf4 and the amino terminus of Pol α has been reconstituted in *E. coli* (Gambus et al., 2009). It has since been shown the interaction occurs through the Sld5 subunit of GINS, and Sld5 and Pol α both share a common conserved Ctf4-interacting peptide motif (CIP-motif) (Simon et al., 2014). ChIP experiments have shown that destabilisation of the interaction between GINS and Pol α occurs in *ctf4Δ* cells, and this affects the distribution, but not the binding of other fork components to chromatin, both in HU and unperturbed S phase. Thus, the bridging of Pol α with the CMG by Ctf4 appears to be important for coordinating the progression of the helicase with DNA synthesis (Tanaka et al., 2009).

**Pol ε and Pol δ, the leading and lagging strand polymerases**

Pol ε and Pol δ are responsible for replicating the bulk of the length of the genome, following ‘handover’ of both the leading and lagging strand substrates from Pol α. Like Pol α, both of these enzymes are members of the B family of polymerases; however, they associate with different proteins and have different properties and structures (Kunkel and Burgers, 2014). Much evidence (discussed in more detail later in this section) suggests Pol ε is the main leading strand polymerase, while Pol δ replicates the lagging strand.

Pol ε is heterotetramer, comprised of Dpb2, Dpb3, Dpb4 and the catalytic subunit Pol2. The N-terminal domain (NTD) of the Pol2 subunit possesses both its polymerase and exonuclease activity, while the C-terminal (CTD) is non catalytic and has been proposed to play a structural role (Tahirov et al., 2009). A recent study has determined the cryo-EM structure of the yeast Pol ε holoenzyme as a whole. The Dpb3 and Dpb4 subunits were found to be located in the centre of the enzyme, bridging the NTD and CTD of Pol2 together in a rigid state. Finally, Dpb2 forms close contacts with the CTD, while the NTD interacts with PCNA. Considering this structure, the authors propose an atomic model of the leading strand replisome; where following exit of the leading strand from the CMG, Dpb2 is oriented to direct the DNA into the catalytic Pol2 NTD (Yuan et al., 2020).
Pol δ is a heterotrimer, comprised of Pol31, Pol32 and the catalytic subunit Pol3 (which like Pol ε also possesses both polymerase and exonuclease activity). The cryo-EM structure of the yeast Pol δ holoenzyme has also recently been reported. This study found that the Pol3 exists as a globular module which engages the primer/template double helix for catalysis. The regulatory module, consisting of Pol31 and Pol32 is flat and does not contact the DNA. It is bridged to the catalytic domain, but the structure appears to be flexible; which is thought to aid its exonuclease activity and the binding of diverse DNA substrates, as it is involved in other pathways, including mis match repair (Jain et al., 2019).

Importantly, in addition to being more processive, both of these enzymes are capable of higher fidelity DNA synthesis, as in contrast to Pol α, they possess intrinsic 3’-5’ exonuclease activity. Thus, they have the ability to ‘proofread’ the nascent DNA by removing any mis incorporated nucleotides. Indeed, evidence suggests that the exonuclease activity of Pol δ may also correct errors generated by Pol α, as the reduced fidelity of the pol1-L868M mutant (which retains normal processivity) is exacerbated by inactivation of Pol δ 3’ exonuclease activity (Pavlov et al., 2006).

Similar to Pol α, Pol ε is also tethered to the replisome by binding to the CMG helicase (in this case via the Psf2 subunit of GINS) (Sengupta et al., 2013). The Dpb2 subunit of Pol ε contains the GINS-binding domain and is responsible for its association with the replisome during S phase. Also, as previously mentioned in Chapter 1.3.2, this interaction is essential for initiation (Sengupta et al., 2013). Furthermore, additional CMG subunits have also been shown to crosslink with Pol ε (Sun et al., 2015). In contrast, it does not appear that Pol δ associates with the CMG.

Many studies investigating the division of labour between the three different polymerases have demonstrated that they are arranged asymmetrically at forks (reviewed (Lujan et al., 2016)). A seminal study examined the exonuclease deficient pol2-4 and pol3-01 mutants, which found that Pol ε and Pol δ correct errors on different strands of the template DNA (Shcherbakova and Pavlov, 1996). Subsequent studies used the pol2-M644G and pol3-L612M mutants, where both alleles have substitutions in their catalytic site which result in specific stable mismatches that lead...
to transversion mutation ‘hotspots’. Examining their mutation signatures found that the leading and lagging strands are primarily synthesised by Pol ε and Pol δ, respectively (Pursell et al., 2007, Kunkel and Burgers, 2008). Reconstitution of a replisome with the ability to perform both leading and lagging strand DNA synthesis in vitro identified that in order to achieve asymmetric synthesis of the leading and lagging strands, the polymerases are involved in multiple suppressive reactions, to ensure each polymerase extends the correct strand (Georgescu et al., 2015).

However, the division of labour between Pol δ and ε may be more promiscuous than the canonical equal model. Interestingly, in S. cerevisiae, deletion of Pol2 N-terminal (which contains the active polymerase domain) is not lethal (though S phase is severely compromised), and Pol ε appears to be dispensable for SV40 replication in human cells, suggesting Pol α and δ can, in certain situations, be responsible for replication of both the leading and lagging strand (Dua et al., 1999, Zlotkin et al., 1996). One model proposed that at forks, both the leading and lagging strand are synthesised by Pol δ, while Pol ε simply proofreads the leading strand (Johnson et al., 2015). It has since been demonstrated that Pol δ plays a role in the establishment of DNA synthesis on the leading strand, before handing over to Pol ε, which has the unique ability to stimulate CMG unwinding for maximal elongation rates. Interestingly, this polymerase switch may also help re-establish leading strand synthesis following replication stress and uncoupling of Pol ε and the CMG (Yeeles et al., 2017). A recent study, which tracked the strand activity of the three polymerases by mapping mis-incorporated ribonucleotides (in a ribonucleotide excision repair deficient background) showed that in both S. cerevisiae and Sz. pombe, initiation of the leading strand indeed occurs by passing synthesis from Pol α to Pol δ, before Pol ε takes over, and this is ubiquitous across the genome. Interestingly, they also observed that a hand over from Pol ε to Pol δ occurs on the leading strand as two replisomes converge for termination (Zhou et al., 2019).
The DNA clamp proliferating cell nuclear antigen and the Replication factor C clamp loaders

The sliding DNA clamp proliferating cell nuclear antigen (PCNA) is composed of a homotrimer that forms a ring-like structure that encircles DNA. It is particularly important for DNA synthesis by Pol δ, however also binds Pol ε via an association with the catalytic NTD of Pol2 (Chilkova et al., 2007, Yuan et al., 2020). It acts as a processivity factor to anchor the leading and lagging strand polymerases onto DNA, interacting differentially with them in a manner that reflects their individual properties and the division of labour at the fork (Boehm et al., 2016). Alone, Pol ε is an inherently more processive enzyme than Pol δ; thus, PCNA interacts weakly with Pol ε and only stimulates its processivity by a factor of ~6. Conversely, Pol δ interacts strongly with PCNA; which increases its processivity by approximately 100-fold, resulting in both polymerases having similar processivity on ssDNA primed with PCNA (Boehm et al., 2016). In addition, the association of other proteins with PCNA can play an important role for genome stability; for example, specialised DNA polymerases involved in translesion synthesis are recruited via their PIP box (PCNA interacting peptide) by ubiquitylated PCNA to sites of DNA damage that cannot be repaired by the classical polymerases (Boehm et al., 2016).

PCNA is loaded onto DNA by the RFC (Replication factor C) family of protein complexes. RFC clamp loaders are comprised of the subunits Rfc2-5 in combination with another larger subunit (including either Rfc1, Ctf18 or Elg1). At replication forks, after the RNA-DNA primer is generated by Pol α, RFC binds to the 3’ end of the primer-template junction, and loads PCNA in an ATP-dependent manner (Bowman et al., 2004). A recent study has found that PCNA is loaded in a preferential manner onto the leading and lagging strands by the RFC\textsuperscript{Ctf18} and RFC\textsuperscript{Rfc1}, respectively (Liu et al., 2020). RFC\textsuperscript{Ctf18} has an additional two subunits (Ctf8 and Dcc1) (Mayer et al., 2001). Dcc1 and Ctf18 directly bind to Pol ε (Stokes et al., 2020), and this binding, while not affecting PCNA-mediated chromosome cohesion, is essential for proficient DNA replication and checkpoint activation (Crabbé et al., 2010).

During the process of origin firing, a single PCNA is loaded onto the leading strand for synthesis by Pol ε. Yeeles et al. have suggested that the presence of this PCNA, in
addition to helping promote maximal replication rates, forms a bridge between the leading-strand 3’ end and Pol ε-CMG to help prevent uncoupling of DNA unwinding and synthesis (Yeeles et al., 2017). Indeed, the N-terminal domain of Pol2 directly interacts with PCNA, through which the nascent DNA is extruded (Yuan et al., 2020).

During synthesis of the lagging strand, PCNA needs to be loaded repeatedly as each individual Okazaki fragment is primed. Following the loading of PCNA by RFC^{Rfc1}, Pol δ is recruited for extension of the Okazaki fragment (Boehm et al., 2016). Eventually, Pol δ reaches the 5’ end of the downstream RNA primer, which needs to be removed before DNA ligase can seal the two DNA fragments together. The main pathway for Okazaki fragment maturation sees Pol δ continue synthesis for an extra 1-2 nucleotides in order to displace the 5’ end of the preceding RNA primer and generate a short flap, which is then removed by Rad27 (FEN1) 5’ flap exonuclease activity. Cycles of strand displacement and removal are repeated until all of the RNA primer is removed. Importantly, each of the 3 different PCNA subunits associate specifically with Pol δ, Rad27 and the Cdc9 DNA ligase (Burgers, 2009). The RNase H enzyme, Rnh2, has also been shown to interact with PCNA via its PIP box motif, and may present an alternative pathway of Okazaki fragment maturation; where Rnh2 cleaves the RNA portion within the primer until the last ribonucleotide, which is removed by Rad27 (Qiu et al., 1999). The fusion of Okazaki fragments is completed by the DNA ligase Cdc9 (Johnston and Nasmyth, 1978). This is a requirement for subsequent PCNA unloading by RFC^{Elg1}, which is then recycled for synthesis of another Okazaki fragment (Kang et al., 2019, Kubota et al., 2015).

Due to the constant re-priming during Okazaki fragment synthesis; enrichment of the number of PCNA molecules on the lagging versus leading strand is observed, but interestingly, this distribution changes following fork stalling. PCNA is unloaded from the lagging strand at stalled forks in a manner that is dependent on RFC^{Elg1} and the checkpoint kinases Mec1 and Rad53. The authors speculate this may assist checkpoint activation by allowing the loading of the 9-1-1 complex, or promote the association of translesion polymerases with ubiquitylated PCNA on the leading strand (Yu et al., 2014).
Other members of the eukaryotic replisome

A leading strand replisome with the ability to perform DNA synthesis in vitro on a primed, forked substrate minimally requires: a loaded CMG helicase, Pol ε, RPA and PCNA. However, it is unable to reach physiological replication speeds. In fact, the observed average rate of 0.26 kb min⁻¹ is ~ 4 to 8 times slower than in vivo forks, which are thought to replicate between ~1.6 to 1.9 kb min⁻¹ (Georgescu et al., 2014). An elegant study by the Diffley lab purified various replication factors, and in doing so defined the minimum set of proteins required for origin-dependent initiation of an in vitro substrate (linear or circular DNA with an associated origin, attached to beads). These include various firing factors, the CMG helicase, Ctf4, Top II, Pol ε and Pol α. Notably, although this system was competent for replication, it did not recapitulate the coupled DNA synthesis displayed by in vivo forks and was much slower. Additionally, other important replication proteins such as Pol δ, RFC, PCNA, Mrc1 and Tof1-Csm3 were omitted (Yeeles et al., 2015).

Subsequently, radiolabelled nucleotides were used to identify the leading and lagging strands within the system. Pulse chase experiments demonstrated that while the template leading strand was almost completely replicated (albeit at a slower rate); replication of the lagging strand was incomplete, even in the presence of PCNA (Yeeles et al., 2017). Altogether these observations suggested that additional replisome components are necessary for forks to successfully complete DNA replication and reach the higher physiological speed. The rate of leading strand DNA synthesis was considerably increased by the addition of the purified replisome components Mrc1, Csm3-Tof1, FACT and Top 1, reaching a rate similar to in vivo replication forks (Yeeles et al., 2017). Excluding each component individually found that Mrc1 is critical for the forks to achieve physiological speeds in vitro, however Csm3-Tof1 is also required to achieve the highest rate, perhaps by stabilising Mrc1 (Yeeles et al., 2017). The further addition of Pol δ to the reaction resulted in complete synthesis of the lagging strand (Yeeles et al., 2017).
Mrc1, Tof1 & Csm3

Mrc1 plays a key role in activation of the S phase checkpoint, specifically in response to replication stress events that lead to fork stalling. It is part of a protein signalling cascade that results in the activation of the effector kinase Rad53, which elicits the downstream checkpoint responses. Mrc1 contains multiple S/TQ residues which are hyperphosphorylated by Mec1, promoting a direct interaction of Mrc1 with Rad53 for its activation. In addition to Mrc1, Tof1 may also play a minor role in activation of the replication checkpoint under certain circumstances (the checkpoint is described in more detail in chapter 1.4). Although deletion of MRC1 is not lethal; during normal S phase, a higher degree of spontaneous replication fork damage is observed in its absence. Indeed, Rad9, which undergoes phosphorylation by Mec1 in response to DNA damage, is hyperphosphorylated in mrc1Δ cells during late S phase (Alcasabas et al., 2001). Additionally, mrc1Δ is also synthetic lethal with rrm3Δ, a DNA helicase involved in resolution of stalled or damaged replication fork structures. Clearly, cells become reliant on Rrm3 to resolve fork defects resulting from the loss of Mrc1 (Szyjka et al., 2005).

Commonly, the ribonucleotide reductase inhibitor hydroxyurea (HU) is used to study the S phase checkpoint, as the depleted levels of dNTPs results in replication fork stalling and Rad53 activation. Forks that stall as a result of HU exposure lose the ability to resume replication in the absence of Mrc1. This is only partially due to the failure to activate Rad53 and the checkpoint (Katou et al., 2003, Lou et al., 2008). Therefore, in response to replication stress, Mrc1 appears to both serve as a platform for Rad53 activation, and independently promote stabilisation of stalled forks by coupling helicase activity with DNA synthesis, so replication can be resumed successfully once the checkpoint in satisfied.

In addition to its fork protection/checkpoint role, Mrc1 also appears to play a role at forks that is important for DNA replication. Mrc1 is loaded onto origins with the DNA polymerases, which is a requirement for forks to achieve physiological speeds in vitro. As the mrc1Q mutant (which cannot be phosphorylated by Mec1 for Rad53 activation) is still proficient in DNA replication, this suggests that its checkpoint and DNA synthesis rate roles are separate (Lou et al., 2008, Yeeles et al., 2017).
Mrc1 has been shown to interact with Pol2, the catalytic subunit of Pol ε (another protein implicated in signalling replication stress (Navas et al., 1995)), during both G1 and S phase. Mrc1 itself has two independent interaction domains for Pol2 that exist within its N- and C-termini, that bind separate sites within Pol2 N- and C-termini, respectively. This association appears to be important for DNA replication, potentially helping to stabilise Pol ε. Interaction with the Pol2 N-terminal polymerase/exonuclease domain also implies Mrc1 could be an accessory for Pol2 function in this respect. Alternatively, placement of Mrc1 near Pol2 active site may aid in sensing replication blocks. Moreover, following phosphorylation of Mrc1 in response to replication stress; Mrc1 C-terminal remains bound, but the N-terminal dissociates from Pol2. This may cause a conformational change in Pol2, allowing interaction of phosphorylated Mrc1 with other partners, or play a role in regulating the checkpoint response e.g. recruiting/stabilising Rad53 (Lou et al., 2008). Mrc1 also specifically interacts with coiled-coil containing central region of Mcm6. This interaction appears to be important for sensing alkylating agent methyl methane sulfonate (MMS) induced DNA damage at forks (but interestingly not HU), activating the replication checkpoint through Mrc1. In a mutant where the Mrc1-Mcm6 interaction is abolished, cells are reliant on the Rad9 pathway and activation of the DNA damage checkpoint for viability (Komata et al., 2009).

Tof1 and Csm3, as well as Mrc1, are members of the fork protection complex (FPC). Tof1-Csm3 form a tight, stable complex that can associate with replisomes independently from Mrc1. However, efficient association of Mrc1 with replisomes appears to depend on Tof1-Csm3 (Bando et al., 2009). Importantly, the FPC promotes the sensing of protein barriers ahead of the replication fork and induces pausing, such as at Fob1, which binds to replication fork barriers (RFBs) in rDNA (Calzada et al., 2005, Tourrière et al., 2005). It has been suggested that the ability of replication forks to sense and pause at RFBs in highly transcribed rDNA limits the collisions between replisomes and the transcription machinery (Takeuchi et al., 2003). A recent study used cryo-EM and cross-linking mass spectrometry to model the topology of the FPC along with Ctf4 and the CMG in the context of forked DNA. It appears that Tof1/Csm3 are located at the head of the replisome in front of the CMG, binding both MCM and dsDNA. Tof1/Csm3 “grip” the double stranded DNA duplex via DNA-binding motifs;
these domains are important for both the stabilisation of FPC (including Mrc1) within the replisome, and for efficient replisome pausing in response to replication fork barriers (in this case in response to Fob1). The authors hypothesise the location of Tof1/Csm3 at the head of the CMG may position them to sense abnormalities in the template DNA structure or protein barriers for efficient pausing and/or stabilisation. Tof1 is also reported to bind Topoisomerase I (Top1), thus it may bring Top1 to the front of forks to resolve topological stress. Finally, Mrc1 was modelled to extend across a single side of the replisome, forming cross-links with Tof1/Csm3 at the front through to contacts with Pol ε at the back. This is consistent with its role in coordinating efficient fork progression, and the authors speculate that Mrc1 could link leading strand synthesis with events occurring ahead of the fork, e.g. the sensing of RFBs by Tof1/Csm3. Finally, several amino acids within Mrc1 also cross-link to Mcm2 and Mcm6, where the leading strand template DNA exits from the helicase. This region of Mrc1 also interacts with the flexible catalytic domain of Pol ε, which could provide a potential mechanism for how Mrc1 stimulates optimal fork elongation rates; by tethering the helicase and polymerase in close proximity for synthesis of the daughter DNA (Baretic et al., 2020).

Overall, Mrc1 appears to perform the distinct functions of 1) promoting proficient DNA replication (to achieve the maximum rate) and 2) stabilising stalled forks and stimulating the inhibition of DNA replication during periods of replication stress. It has been suggested that these roles could be mediated through a shared mechanism, whereby the molecular interactions of Mrc1 with its replisome partners results in helicase/polymerase coupling and allows it to perform its replicative and checkpoint functions (Lou et al., 2008). However, while there is clear phenotypic evidence for the role of Mrc1 during DNA replication; the biochemical function within the replisome requires further clarification.
Ctf4

Ctf4 is an important protein interaction hub within the replisome and is responsible for coupling other processes to DNA replication. It has orthologues in both Sz. pombe (Mcl1) and higher eukaryotes/humans (AND-1) and shows a high level of conservation (Williams and McIntosh, 2002, Zhu et al., 2007, Bermudez et al., 2010). Although deletion of CTF4 is not lethal in S. cerevisiae, it is required for efficient DNA replication/metabolism, sister chromatid cohesion and unperturbed cell cycle progression (Kouprina et al., 1992, Simon et al., 2014, Tanaka et al., 2009, Zhu et al., 2007, Bermudez et al., 2010, Williams and McIntosh, 2002).

Ctf4 exists in vivo as a trimer, the formation of which is mediated through a β-propeller (WD40) domain in its C-terminus. In line with its role as an interaction hub, this self-trimerization enables it to associate with three different binding partners concurrently. A bundle consisting of six alpha helices is fused to the C-terminal of the β-propeller domain. These α-helical bundles protrude away from the plane of the trimer, providing a site for interacting proteins to dock on to (Simon et al., 2014). A second WD40-domain is also present in the N-terminal of Ctf4 (from amino acids 2-383). This domain also extends out from the trimer and may mediate other protein-protein interactions (fig 1.6) (Gambus et al., 2009).

Figure 1.6 The structural organisation of Ctf4. Schematic of the Ctf4 trimer showing its domain organisation as determined by Simon et. al (2014) using single particle electron microscopy. Formation of the trimer is mediated by the Ctf4 β-propeller domain, from which the associated α-helical bundles extend upward to facilitate protein-protein interactions. The N-terminal WD40 domains extend radially from the trimer (figure adapted from (Simon et al., 2014)).
As mentioned previously (page 32), Ctf4 tethers Pol α to the CMG through a common shared Ctf4-binding motif within these two proteins, termed a CIP box (Ctf4-interacting peptide) that is conserved from yeast to humans (Gambus et al., 2009, Simon et al., 2014). Thus, like Mrc1 it has a role in coupling DNA unwinding with DNA synthesis.

The interaction between Ctf4 and Pol α is mediated through the Ctf4 protruding C-terminal α-helical bundle and the CIP box in the N-terminus of Pol1 (the catalytic subunit of the Pol α/primase complex). Ctf4 is connected to the CMG by binding the CIP-box containing N-terminal of the Sld5 subunit of GINS. In terms of the strength of these interactions, it appears that Ctf4 binds to the CMG more tightly than Pol α, as it is maintained at higher salt concentrations (700mM vs. 300mM). Further electron microscopy experiments showed that Ctf4 is able to bind both CMG and Pol α at the same time, with various different stoichiometries. In line with replisomes containing a single CMG, it is likely that Ctf4 remains bound to GINs throughout S phase, which leaves two other protomers to coordinate association of other accessory replication factors, including one or two Pol α, which is continuously required at forks to prime Okazaki fragments (Simon et al., 2014).

Among other proteins that have been shown to associate with the C-terminal of Ctf4 is the flap endonuclease Dna2, which is involved in the maturation of Okazaki fragments, acting first on RPA-coated flaps to allow subsequent cleavage by Rad27. Abolishing this association, which is mediated by a Pol1/Sld5-like CIP-box results in a smaller chromosome 12, which contains a large array of rDNA repeats (Villa et al., 2016). Ctf4 is also responsible for the recruitment of Chl1, a helicase involved in sister chromatid cohesion, to replication forks; coordinating this process with ongoing DNA synthesis during S phase (Samora et al., 2016). In addition, Tof2 and Dpb2 (a subunit of Pol ε) also interact with Ctf4, although these associations are mediated through a second, separate CIP-box which binds to another site in Ctf4. Tof2 is associated with rDNA biology, and like Dna2, abolishing the interaction with Tof2 results in a smaller chromosome 12, thus Ctf4 is important for coupling DNA replication with maintenance of rDNA copy number (Villa et al., 2016).
Finally, there are several other accessory factors that have been identified to dynamically interact with the core replisome (these factors are summarised as part of table 1.1). Mms22 associates with the replisome via Ctf4 WD40, and is a DNA repair protein implicated in homologous recombination-mediated repair of stalled replication forks (Buser et al., 2016). Dia2 also associates with replisomes via both Ctf4 and Mrc1, and is part of the SCF ubiquitin ligase, that during termination, efficiently disassembles the CMG by ubiquitylating Mcm7 for efficient degradation (Maculins et al., 2015).

Table 1.1 Summary of replisome accessory factors

<table>
<thead>
<tr>
<th>Accessory Protein</th>
<th>Interacts via</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ctf4</td>
<td>Sld5 subunit of GINS</td>
<td>Protein interaction hub within the replisome. Co-ordinates replication with various other processes. Tethers Pol alpha to the replisome.</td>
</tr>
<tr>
<td>Mrc1</td>
<td>Pol ε, Mcm6, Tof1/Csm3</td>
<td>Part of fork protection complex for stable fork pausing in response to replication stress or replication barriers. Activation of the DNA replication checkpoint during S phase. Required for optimal replisome speeds.</td>
</tr>
<tr>
<td>Tof1</td>
<td>CMG</td>
<td>Part of fork protection complex for stable fork pausing in response to replication stress or replication barriers. Activation of the DNA replication checkpoint during S phase.</td>
</tr>
<tr>
<td>Csm3</td>
<td>CMG</td>
<td>Part of fork protection complex for stable fork pausing in response to replication stress or replication barriers.</td>
</tr>
<tr>
<td>Top1</td>
<td>Tof1</td>
<td>Resolve topological stress and prevents excessive fork rotation.</td>
</tr>
<tr>
<td>Mcm10</td>
<td>Pol α and MCM</td>
<td>Activation of the CMG helicase.</td>
</tr>
<tr>
<td>Spt16</td>
<td>Currently unknown</td>
<td>Subunit of the FACT complex. Helps the retention of parental histones at forks to re-deposit on nascent DNA behind the elongating replisome.</td>
</tr>
<tr>
<td>Pob3</td>
<td>Currently unknown</td>
<td>Subunit of the FACT complex. Helps the retention of parental histones at forks to re-deposit on nascent DNA behind the elongating replisome.</td>
</tr>
<tr>
<td>Dna2</td>
<td>Via Ctf4</td>
<td>Processing of Okazaki fragments. Couples replication with maintenance of rDNA copy number.</td>
</tr>
<tr>
<td>Tof2</td>
<td>Ctf4 and Top1</td>
<td>Couples replication with maintenance of rDNA copy number.</td>
</tr>
<tr>
<td>Mms22</td>
<td>Ctf4</td>
<td>Rad52-dependent HR restart of replication at stalled forks.</td>
</tr>
<tr>
<td>Chl1</td>
<td>Ctf4</td>
<td>Contacts cohesin during S phase to facilitate histone acetylation, helping to establish cohesion.</td>
</tr>
<tr>
<td>Dia2</td>
<td>Ctf4 and Mrc1</td>
<td>Disassembly of the CMG at the end of replication by ubiquitylating Mcm7 for degradation.</td>
</tr>
<tr>
<td>Rrm3</td>
<td>Pol ε</td>
<td>Promotes fork progression past stable protein blocks.</td>
</tr>
</tbody>
</table>
1.4 The S phase checkpoint

1.4.1 Overview of the S phase checkpoint

S phase is a particularly perilous time for cells; any replication errors, structural DNA damage or interference with fork progression needs to be recognised and corrected before entry into mitosis/chromosome segregation, so to minimise genome instability. The S phase checkpoint can be triggered directly at and behind replication forks via complex signal cascades to maintain complete and accurate genome duplication. Importantly, two main signal transduction pathways exist to activate the S phase checkpoint. The DNA Replication Checkpoint (DRC) pathway is active specifically during S phase and is signalled directly at stalled replication forks as a result of intrinsic-replisome problems. The intra-S DNA Damage Checkpoint (DDC) pathway is signalled by post-replicative DNA damage behind elongating forks, that is a direct result of template lesions that induce stalling (fig 1.7) (Garcia-Rodriguez et al., 2018).

There are many exogenous and endogenous insults that can disrupt faithful DNA replication. Various environmental factors; for example, UV light or ionizing radiation can cause damage to the DNA by inducing strand breakage or base alterations. Endogenous elements can also affect replication, including insufficient nucleotides, abasic sites, oxidation and methylation of DNA. Additionally, abnormal DNA structures that are difficult to unwind or proteins bound tightly to DNA could interfere with fork progression, causing them to stall. If these stalled forks are not stabilised and resolved, unreplicated regions/DNA breaks can occur. Common fragile sites also exist within the genome, which are more prone to breakage under conditions of replication stress.

To mimic these conditions in the lab and study the S phase checkpoint responses, the genotoxic drugs hydroxyurea (HU) and methyl methane sulfonate (MMS) are commonly used. Hydroxyurea is a chemotherapy drug, the primary cellular target of which is the enzyme ribonucleotide reductase (RNR). This enzyme is involved in the synthesis of the building blocks for replication, catalysing the reduction of precursor ribonucleoside diphosphates to deoxyribonucleotides (dNTPs). Thus, reduction in the active site of RNR by HU limits the cellular pool of dNTPs, causing the slowed
progression of forks and fork stalling (Singh and Xu, 2016). This activates the fork-associated DRC (Osborn and Elledge, 2003). Importantly, the effect of HU is reversible; once washed out of the media, stalled forks can resume replication, thus it is also a useful tool for synchronous S phase arrest.

MMS is an alkylating agent that is used to induce DNA damage. MMS methylate’s DNA bases, predominantly guanine and adenine (on oxygen or nitrogen residues). Replication through these bulky DNA adducts causes base mispairing and slows down replication or blocks forks. It has been shown that the DRC is dispensable for survival in cells exposed to MMS, however the DDC is crucial, thus MMS is used mainly to study this pathway (Osborn and Elledge, 2003). Replication forks usually bypass blocking MMS lesions via re-priming downstream/ DNA damage tolerance pathways; resulting in ssDNA gaps behind forks on the daughter strand (Xiao et al., 1996, Garcia-Rodriguez et al., 2018). In the presence of DNA damage bypass pathways, timely activation of the DDC in response to polymerase stalling MMS lesions requires extension of post-replicative ssDNA gaps by Exo1-mediated nucleolytic processing (Garcia-Rodriguez et al., 2018). However, at higher doses of MMS, when fork stalling is rapidly induced, the DRC may also be activated (Bacal et al., 2018).

Both the DRC and DDC pathways share a common mechanism, whereby; following sensing of the replication stress or damage, the signal is transduced by different mediators from the sensory kinase Mec1 to the effector kinase Rad53. Importantly, strains with deletion of mediators in either pathway remain viable, suggesting some level of functional redundancy between the two different surveillance mechanisms. However, in budding yeast, as well as higher eukaryotes/humans, mutation of single checkpoint genes can severely impact genome stability and render cells more susceptible to genotoxic drugs.

The S phase checkpoint/signal cascade is conserved throughout evolution. Mec1, Tel1 and Rad53 are the budding yeast homologues of human ATR, ATM and Chk2, respectively. All of these are members of the phosphoinositide 3-kinase related kinase (PIKK-3) family, which act by phosphorylating target proteins. Mec1/Tel1 are sensory kinases that respond to a stress signal and once activated, transduce it to the effector kinase Rad53 (and to Chk1, which in budding yeast plays a minor role in the
checkpoint response) through phosphorylation of various mediator proteins. Phosphorylated/ activated Rad53 then acts to elicit the various downstream checkpoint responses (fig 1.7). Mec1 is the main sensory kinase; shown to respond to both replication stress and DNA damage signals, whereas Tel1 appears to be responsible only for responding to unprocessed double strand breaks (Longhese et al., 2003).

1.4.2 Sensing defects during DNA replication

The hallmark of defects during DNA replication is accumulation or stabilisation of ssDNA coated with RPA; which is used as the signal for checkpoint activation, recruiting the kinase Mec1. For activation of the DRC, ssDNA increases as a result of forks stalling. This can result from the exonucleolytic cleavage of the nascent DNA at blocked forks to generate checkpoint recognisable structures, or functional uncoupling of the helicase and polymerase. This generates longer stretches of unreplicated template in the proximity of the replisome. For activation of the DDC during S phase, ssDNA must accumulate away from the replication fork; a blocking lesion on the lagging strand, bypassed by re-priming downstream could leave a stretch of ssDNA behind the fork that can be targeted by exonucleolytic cleavage. In addition, formation of ssDNA intermediates is common amongst repair pathways, and exonucleolytic processing of DNA gaps, single strand breaks or DSBs results in accumulation of RPA and consequently recruitment of the kinase Mec1 to sites of DNA lesions (reviewed (Saldivar et al., 2017, Moriel-Carretero et al., 2019), see references therein).

Mec1/ATR acts in combination with an accessory regulatory protein. In S. cerevisiae, Ddc2 (ATRIP in humans) is stably associated with Mec1. Mec1 is recruited directly to sites of DNA damage/stalled forks via a direct interaction between Ddc2 and the Rfa1 subunit of RPA. Similarly, in human cells; following DNA damage, an accumulation of ATR-ATRIP foci is observed within the nucleus in an RPA dependent manner (Zou and Elledge, 2003, Costanzo et al., 2003).

The secondary, non-canonical checkpoint pathway depends on Tel1. This is similar to the canonical Mec1 pathway as it also converges on Rad53, however it requires other proteins for its recruitment to sites of unprocessed DSBs for its subsequent activation,
namely the MRX complex (Mre11-Rad50-Xrs2). MRX is recruited to DNA ends and processes DSBs to generate checkpoint recognisable DNA structures, activating the Tel1-dependent DDC (Usui et al., 2001). Usually, Tel1 activates the DDC in response to DSBs during G2. However, it also has some redundancy with Mec1 for activation of the intra-S DDC (Pardo et al., 2017).

1.4.3 The activation of Mec1

Importantly, other factors are required to activate Mec1 following its recruitment to ssDNA by RPA and Ddc2. During S phase, there are three activating proteins/complexes that have been identified as stimulators of Mec1 activity, in a partially redundant manner. The 9-1-1- complex is recruited independently from Mec1-Ddc2 to ssDNA and acts a as ‘co-sensor’. It is comprised of Ddc1, Rad17 and Mec3 in a complex that is structurally similar to the DNA clamp PCNA; forming a heterotetramer that encircles DNA (Kondo et al., 1999). It is loaded onto sites of DNA damage/stalled forks at 5’ ss-dsDNA junctions by the alternative clamp loader RFCRad24 (Majka and Burgers, 2003). Subsequently, Mec1 is activated by the Ddc1 subunit (Navadgi-Patil and Burgers, 2008). Following phosphorylation of 9-1-1 by Mec1, Ddc1 is then also able to associate with Dpb11. Dpb11 physically interacts with Mec1-Ddc2, thus forming a bridge between the Mec1-Ddc2 and 9-1-1 complexes. Phosphorylation of Dp11 by Mec1 strongly enhances Mec1 activity (Puddu et al., 2008). Finally, Dna2 has also been implicated in enhancing the catalytic activity of Mec1; for example, it was shown to help activate Mec1 in response to HU-induced fork stalling to induce the DRC checkpoint. Dna2 binds to and is activated by the Sgs1 helicase which travels with forks (Wanrooij and Burgers, 2015). The stimulation of Mec1 by these activators appears to be a two-step process. Unstructured regions within Dpb11, Ddc1 and Dna2 contain two aromatic residues, the loss of which eliminates the activation of Mec1. These aromatic amino acids appear to bind the Mec1 activation site with low affinity, where subsequent binding with surrounding sequences increases the affinity and stability of the interaction to stimulate Mec1 (Navadgi-Patil and Burgers, 2009, Wanrooij et al., 2016).

Unexpectedly, it was observed that Mec1 is highly active during unperturbed S phase in a replication-dependent manner. This “replication-correlated” form of Mec1
appears to be uncoupled from activation of Rad53 and the checkpoint response. Mass spectrometry was used to identify substrates that are phosphorylated by Mec1 (and functionally redundant Tel1) independently from Rad53. The phospho-proteome of “replication-correlated” Mec1 involves targets which, paradoxically to its checkpoint function, facilitate fork progression during normal S phase. Those identified are involved in processes such as chromatin remodelling or RNA biogenesis. Importantly, in response to HU induced replication stress, unlike targets with a Rad53-dependent site which were strongly phosphorylated, the majority of Mec1/Tel1 targets were unchanged, or showed only minor stimulation or reduction in response to HU compared with unperturbed conditions. Thus, Mec1 appears to have two modes 1) facilitating the progression of replication during normal S phase and 2) activation of the checkpoint in response to DNA damage or replication stress, the downstream events of which would likely antagonise any of its replication-correlated effects. The study shows that both Dna2 and 9-1-1 are important for the activation of this replication mode of Mec1, but are not essential to activate Mec1 in response to MMS induced replication stress, suggesting additional, currently unidentified factors can also activate Mec1 as part of the checkpoint response (Bastos de Oliveira et al., 2015).

1.4.4 Relaying the signal to activate the S phase checkpoint

Following the recruitment and activation of Mec1 at stalled forks or sites of DNA damage, mediator proteins are responsible for relaying the signal to Rad53, which amplifies the signal and elicits the downstream checkpoint responses.

Mediators of the DNA Replication Checkpoint

A key mediator for activating the DRC is the fork component Mrc1, mutants of which show delayed Rad53 activation (Alcasabas et al., 2001, Tanaka and Russell, 2001). Mrc1 has multiple S/TQ motifs (17 in total) and is hyperphosphorylated by Mec1 following Mec1-Ddc2 recruitment to ssDNA within an abnormal fork structure (Kim et al., 1999b). This Mec1-dependent phosphorylation of Mrc1 results in activation of Rad53; whereby phosphorylated Mrc1 physically interacts with the FHA1 (fork-head associated) domain of Rad53, promoting its activation (Smolka et al., 2006). In HU treated cells, mutations eliminating all Mrc1 S/TQ residues (mrc1}\text{AQ}) results in
synthetic lethality when combined with deletion of *RAD9* (which can act as a backup pathway, activating the DDC to deal with damage accrued in the absence of Mrc1) (Naylor et al., 2009). Specifically, in a background with *rad9Δ* and upregulation of *RNR* (to increase dNTPs, which restores viability), *mrc1Δ* is defective in activation of Rad53 and the DRC, failing to arrest the cell cycle in response to treatment with HU (Osborn and Elledge, 2003). Tof1, another member of the FPC has also been implicated in activation of the DRC, where *tof1Δ* cells antagonise the synthetic defects of *rad9Δ* in response to various genotoxic agents, and are defective for activation of Rad53 during HU perturbed S phase (Foss, 2001).

At forks, the alternative clamp loader RFC<sup>Ctf18</sup> (Ctf18-Dcc1-Ctf8-Rfc2-5) is also required for Rad53 activation (Kubota et al., 2011, Crabbé et al., 2010, Garcia-Rodríguez et al., 2015, Stokes et al., 2020). RFC<sup>Ctf18</sup> has been shown to have the ability to both load and unload PCNA at ssDNA-dsDNA junctions (Bylund and Burgers, 2005). It interacts with Pol ε via the N-terminal catalytic domain of Pol2, and this interaction further stimulates the loading of PCNA (Stokes et al., 2020, Garcia-Rodríguez et al., 2015, Fujisawa et al., 2017). In HU treated cells, mutations which only slightly perturb the binding between RFC<sup>Ctf18</sup> and Pol ε result in synthetic genetic defects and impaired Rad53 activation in the absence of the DDC, thus highlighting the importance of this interaction for DRC activation (Stokes et al., 2020). However, the precise mechanism through which Mrc1 and Ctf18 activate Rad53 remains to be elucidated, however they may be responsible for recruiting Rad53 to the vicinity of Mec1 for its activation (Chen and Zhou, 2009).

Finally, the DNA helicase Sgs1 has also been implicated in activation of the DRC. Sgs1 also interacts with RPA, and following its phosphorylation by Mec1, like Mrc1, it interacts with the FHA1 domain of Rad53. Under conditions of replication stress (HU exposure), mutation within Sgs1 Mec1 phosphorylation sites results in defects in Rad53 activation in the absence of the DDC (Hegnauer et al., 2012).

Importantly, for intra-S checkpoint activation to occur, a critical threshold of arrested forks needs to be reached. Destabilising a subunit of ORC (*orc2-1*) results in a reduction of the number of functional replication forks to 30% of the usual cellular
value. Interestingly, this lower number of forks leads to severely reduced activation of the DRC in response to HU and MMS. This perhaps unexpectedly high level of tolerance for unusual DNA structures likely reflects the fact that even during a normal S phase, pausing of replication forks naturally occurs often. However, sister chromatids are available for quick, high fidelity repair of parental strand breaks by HR during this period. Therefore, the S phase checkpoint only needs to be activated if the amount of damage reaches a level that is higher than the ‘background noise’ of transiently paused forks, i.e. high levels of genotoxic insult that result in critical levels of stalled or collapsed forks, leading to greatly increased RPA accumulation on DNA (Shimada et al., 2002).

Mediators of the DNA damage checkpoint

Unlike the DRC, which is specifically signalled at replication forks, crucially the DDC pathway can be activated throughout the cell cycle as damage to the DNA can occur in any phase. In *S. cerevisiae*, the intra-S DDC halts the progression of cells into anaphase, to allow time for damage during DNA replication to be repaired before entry into mitosis. The mediator protein Rad9 activates Rad53 as part of the DDC by functioning as an adaptor for Mec1 (which is separately recruited to lesions by RPA coated ssDNA, see page 47). It also supports the autophosphorylation of Rad53 by serving as a scaffold protein (Sweeney et al., 2005).

Rad9 is recruited to chromatin at damaged DNA sites through interactions with Mec1/Tel1 phosphorylated histone H2A (γH2A; phosphorylated on serine 129) and methylated histone H3 (on lysine 79 by Dot1) (Lee et al., 2014, Giannattasio et al., 2005). Following its phosphorylation at multiple sites by Mec1, Rad9 acts as an adaptor and a scaffold protein, binding Rad53 FHA domains, promoting Rad53 recruitment, local accumulation, autophosphorylation and activation (Emili, 1998, Vialard et al., 1998, Sweeney et al., 2005, Smolka et al., 2007). Rad9 may be stabilised at lesions via an interaction with Dpb11, which occurs following Rad9 phosphorylation by CDKs (active in S/G2/M) (Pfander and Diffley, 2011). Once activated, Rad53 is released from Rad9, resulting in the amplification of the checkpoint signal and the activation the downstream response.
Figure 1.7 The S phase checkpoint. A schematic of the signal cascades induced at and behind forks by replication stress or DNA damage. The DNA damage checkpoint (DDC) is mediated by Rad9, and the DRC (DNA replication checkpoint) is mediated by fork component Mrc1. Activation of Rad53 by these signal cascades phosphorylates various target proteins to elicit the downstream checkpoint responses.
1.4.5 Rad53: Activation of the main checkpoint effector kinase

Rad53 is the main effector kinase of the S phase checkpoint and is phosphorylated/activated in a Mec1/Tel1 dependent manner through the action of the previously described DRC/DDC adaptor proteins. It is an essential protein in budding yeast due to its vital function in preserving dNTP levels during replication. However similar to Mec1, deletion of SML1, a ribonucleotide reductase inhibitor, can rescue the synthetic lethality of the null mutants. Sml1 is normally regulated by Mec1/Rad53 and its deletion upregulates dNTP synthesis in their absence (Zhao et al., 2001).

Rad53 consists of N- and C-terminal Forkhead associated domains (FHA), which are responsible for the recognition of phosphorylated molecules; and a central serine/threonine kinase domain (Durocher et al., 1999). It also has two S/TQ cluster domains (SCDs). Enrichment of these S/TQ residues presents numerous targets for phosphorylation by Mec1/Tel1 (Traven and Heierhorst, 2005, Wybenga-Groot et al., 2014). Rad53 exists as inactive homodimers, where the kinase domain is in a closed conformation; however, following phosphorylation of the adaptor proteins Mrc1 or Rad9 by Mec1, it is recruited to sites of DNA damage/stalled forks via interactions between its FHA domains and these adaptors proteins. Rad53 is then phosphorylated at multiple S/TQ residues within its N-terminal SCD by Mec1 (Chen et al., 2014a, Wybenga-Groot et al., 2014), which primes it for extensive autophosphorylation. In trans autophosphorylation of Thr354 (within the activation segment of the kinase domain) removes a self-inhibitory loop and results in full exposure of Rad53 catalytic site, and hence, full catalytic activation (Wybenga-Groot et al., 2014). Thus, the checkpoint response is amplified and Rad53 is released and phosphorylates its target proteins to elicit the desired downstream responses. The control of the pathways and genes targeted by the checkpoint are summarised figure 1.7 and will be described briefly in the next section.

1.4.6 The downstream targets of S phase checkpoint

The S phase checkpoint targets a number of genes in order to; arrest the cell cycle, halt origin firing, organise DNA repair and upregulate the levels of dNTPs. It also plays
the crucial role of preserving stalled replication forks in a state where they can resume DNA replication.

**Repression of replication origin firing and cell cycle arrest**

As described in section 1.3.2, origin firing occurs via a temporal program; where some origins are activated later in S phase, while others remain as ‘back-ups’ and are only activated in the event two converging forks collapse. To delay the cell cycle and allow time for DNA repair processes to occur, the firing of late origins is inhibited by Rad53-mediated phosphorylation of the firing factors Sld3 and Dbf4 (Zegerman and Diffley, 2010, Lopez-Mosqueda et al., 2010). Preventing new origin initiation avoids the replication of templates harbouring damaged regions. It also means that late-firing and back-up origins do not encounter unresolved damage, which could result in their stalling or collapse, thus preserving them for firing once the checkpoint is satisfied. Mutation of the Sld3 and Dbf4 residues phosphorylated by Rad53 results in unchecked progression through MMS perturbed S phase, and preservation of late origins is crucial in mutants with unstable forks when dNTPs are depleted (Zegerman and Diffley, 2010). Interestingly, Rad53-mediated phosphorylation of Sld3 has been shown in vivo to require Cdc45, which targets Rad53 to replication complexes. Phosphorylation of Cdc45 by Rad53 at T189 or T195 creates a site with which the FHA1 domain of Rad53 can bind, and this interaction promotes the inhibitory phosphorylation of Sld3 (Can et al., 2019). It is less clear how Rad53 inhibits Dbf4, however it has been shown to interact directly with its N-terminus (Matthews et al., 2014).

A second kinase, Chk1 (which is also activated by Mec1), prevents entry into anaphase by targeting Pds1 to block the degradation of securin and therefore sister chromatid separation. This ensures cells do not enter mitosis with damaged or unreplicated DNA (Agarwal et al., 2003). Finally, multiple other factors involved in mitotic exit have also been identified as enriched in the Rad53 phospho-proteome (Zhou et al., 2016).

**Effects on gene expression**

Following activation of the checkpoint, the control of transcription is altered to either induce or maintain the expression of genes involved in DNA replication and DNA repair. In one pathway, phosphorylation of the protein kinase Dun1 by Rad53 leads to
the inactivation of the transcriptional repressor Crt1. This results in the induction of various DNA repair genes. Additionally, loss of Crt1 results in the expression of RNR (Ribonucleotide reductase; involved in the pathway for dNTP synthesis), which therefore increases the levels of dNTPs within the cell. This ensures the pool of dNTPs is sufficient for replication to resume successfully (Huang et al., 1998, Poli et al., 2012). In a second pathway, Rad53 phosphorylates Nrm1, which is a transcriptional repressor of MBF-regulated promoters (characteristic of G1/S phase genes). These are also involved in various replication and repair processes and include the Clb6 cyclin. This results in the continued expression of these genes during periods of damage/stress (Travesa et al., 2012).

Preserving the integrity of stalled replication forks

Most importantly the S phase checkpoint acts to preserve the integrity of stalled forks so that they are able to restart replication once the stress is removed. Checkpoint null cells with mutations in either Rad53 or Mec1 cannot resume replication following exposure to HU or MMS, even after removal of the drug (Desany et al., 1998, Morafraille et al., 2015, Tercero and Diffley, 2001). These restart incompetent forks are defined as collapsed, though replisomes seem to remain intact. Thus, it appears the checkpoint acts to stabilise replisomes by regulating their function rather than preventing them from breaking apart. In the absence of checkpoint kinases, replisomes remain on chromatin but may move away from sites of DNA synthesis (De Piccoli et al., 2012).

Indeed, evidence is accumulating to suggest that the replisome itself is a target of Rad53 and Mec1-dependent regulation. In the presence of HU, both IPs and ChIP of HA tagged Rad53 revealed that Rad53 is recruited to stalled forks via an interaction with Cdc45, a core replisome component. Loss of this interaction did not affect the viability of cells exposed to various genotoxic agents. However, synergistic defects were observed in combination with an allele of the replisome component Mrc1 that cannot bind Rad53. Loss of an interaction between Cdc45, Mrc1 and Rad53 did not affect Rad53 activation, but the recruitment of Rad53 to forks by Mrc1 and Cdc45 was shown to be important for the ability of stalled forks to re-start DNA replication, independent from their role in the regulation of origin firing. Finally, other currently
unidentified interactions between the replisome and Rad53 appear to exist (Can et al., 2019).

Data from an even more recent study suggests that Rad53 functions at replication forks to prevent the CMG helicase from becoming uncoupled from DNA synthesis, thus preserving the stability of the forks for replication re-start. In a reconstituted replication system using purified S. cerevisiae proteins, uncoupling of DNA unwinding and DNA synthesis was achieved by depleting the levels of dNTPs, or by inactivating the leading strand polymerase by both mutation and chemical inhibition. Excessive unwinding of DNA ahead of the polymerase was prevented by Rad53. Intriguingly however, this was found to be independent from both Mrc1 and Cdc45, thus the importance of the reported interactions and the precise mechanism through which Rad53 controls the stability of stalled forks is an interesting topic for future studies (Devbhandari and Remus, 2020).

Under conditions of replication stress that lead to fork stalling, Rad53 activity also helps maintain forks as competent for restart by inhibiting exonucleases, such as Exo1, which are involved in generating ssDNA to prime the process of homologous recombination (HR) at DSBs. This prevents DNA digestion at stalled forks that could compromise their integrity, thus preventing the accumulation of ssDNA - which potentially increases toxicity by using up all of the cells RPA, fork collapse, formation of DSBs and potentially deleterious recombination (Cotta-Ramusino et al., 2005). In RAD53 null cells, deletion of EXO1 rescues terminal arrest and fork restart defects in response to MMS and HU, respectively, suggesting its checkpoint-mediated inhibition is crucial for preserving the integrity of stalled forks (Morafraile et al., 2015).

During fork stalling, the S phase checkpoint also inhibits HR. The central HR repair protein Rad52 re-localises to form nuclear repair foci during S phase, where it binds to ssDNA and mediates the formation of Rad51 nucleofilaments; these invade homologous regions of a sister chromatid for the high-fidelity repair of DSBs. Rad52-GFP foci are used as a molecular marker for HR-mediated DSB repair (Lisby et al., 2001). When replication forks stall as a result of HU exposure, the formation of Rad52-GFP foci is actively suppressed by the S-phase checkpoint (Lisby et al., 2004). However, in the absence of the checkpoint proteins Rad53 or Mec1, HU stalled forks
are subject to collapse, resulting in the formation of one-ended DSBs. In these cells, Rad52 foci are observed, suggesting it is recruited to collapsed replication forks (Tercero and Diffley, 2001).

Interestingly, cells become hypersensitive to fork-stalling agents including MMS and HU in the absence of certain genes involved in the HR pathway, including RAD52 (Chang et al., 2002). This data suggests that in response to some lesions, recombination may be critical for the re-start of stalled forks to prevent their irreversible collapse. It has been proposed that ‘beneficial’ recombination can occur using ssDNA already at a stalled fork to prime the HR pathway to promote fork re-start, while the Mrc1-mediated branch of the checkpoint suppresses excess fork cleavage by protecting the ssDNA from resection by exonucleases. It also functions to prevent genomic instability by restricting recombination at chromosomal DSBs while conditions of replication stress persist. Supporting this idea, in HU-treated cells, the generation of ssDNA tails at DSB ends is much slower following S-phase checkpoint activation, which likely allows time for HR-mediated fork restart before excess resection can occur (Alabert et al., 2009).

In Sz. pombe it has also been identified that phosphorylation of Dna2 promotes nucleolytic cleavage of any leading or lagging strand precursors to prevent the formation of reversed forks, which could be recognised by exonucleases and cleaved, preventing fork restart (Hu et al., 2012). The action of the Pif1 and Rrm3 helicases is also inhibited. These helicases usually help to promote replication across stable protein blocks, facilitating lagging strand synthesis, however at stalled forks, their helicase activity could lead to abnormal fork structures that result in fork reversal (Rossi et al., 2015).

The checkpoint is also thought to play a role in the control of gene gating, where under normal conditions, transcribed chromatin is coupled to the cell’s periphery for timely export. Rad53 phosphorylates nucleoporins, such as Mlp1, thus releasing transcribed genes from the nuclear pores and alleviating any topological stress on the DNA (Chen et al., 2010, Smolka et al., 2007). Once again, this helps to protect the stability of stalled forks (Bermejo et al., 2011).
1.5 The process of transcription as a barrier to DNA replication and a threat to genomic stability

Replication forks encounter a number of barriers that can impede their progression. These include regions of damaged DNA, protein complexes that are tightly bound to the template DNA and secondary non-B form DNA structures that are difficult to unwind; for example, hairpins or G4 quadruplexes (reviewed (Lerner and Sale, 2019, Mirkin and Mirkin, 2007)).

Significantly, during S phase, DNA replication is not the only process that uses the DNA as its substrate. RNA transcription occurs on DNA throughout the cell cycle, and during S phase competes with the replication machinery for this same template. Inevitably, as both of these processes are essential for viability and occur frequently, collisions between replication forks and transcription bubbles (transcription replication clashes, referred to as TRCs from this point forward) are a common event. In human cells, transcription of certain long genes can last across a number of cell cycles, making TRCs in these regions hard to evade (Helmrich et al., 2011). Moreover, near early origins, early replicating fragile sites coincide with clusters of highly transcribed genes, which is likely due to increased TRCs in these regions (Barlow et al., 2013). Importantly these clashes have been linked to genomic instability in both prokaryotes and eukaryotes (Srivatsan et al., 2010, Hamperl et al., 2017, Liu and Alberts, 1995, Helmrich et al., 2011, Helmrich et al., 2013, Prado and Aguilera, 2005).

**TRCs in prokaryotes**

Collisions between the transcription and replication machineries were first identified in bacteria, which initiate DNA replication bi-directionally from a single origin. Depending on the orientation of a gene relative to the origin of replication, TRCs occur either in a co-directional (CD) or a head-on (HO) orientation. These CD and HO clashes occur when a gene is encoded on the replicative leading and lagging strand, respectively (fig 1.8). Interestingly, it appears that HO collisions are particularly deleterious for genome stability. An experiment which placed an Ori flanking either side of a highly transcribed rRNA operon in *E. coli* observed that HO collisions between forks and transcription complexes significantly delayed the rate of DNA
replication (French, 1992). Concordantly, in an evolutionary effort to avoid these more deleterious HO collisions, a significant co-orientation bias of transcription and replication within prokaryotic genomes is observed (Blattner et al., 1997). Indeed, genes that are most essential or highly transcribed are even further enriched for this co-orientation bias (Srivatsan et al., 2010). However, though to a lesser extent, CD clashes can also be a source of instability; particularly in situations where forks encounter a RNAP that is persistently blocked, or in a more stable conformation than during normal elongation. For example, clashes with a backtracked RNAPII molecule, which is no longer actively transcribing but adopts a highly stable conformation, can lead to formation of DSBs (Dutta et al., 2011).

**TRCs in eukaryotes**

Accumulating evidence in eukaryotes also suggests that TRCs are a source of genome instability (Prado and Aguilera, 2005, Kim et al., 2007, Helmrich et al., 2011, Helmrich et al., 2013, Hamperl et al., 2017, Barlow et al., 2013, Garcia-Rubio et al., 2018, Lang et al., 2017). Interestingly, in the human genome, though this is complicated by the existence of multiple Oris, analysis of high-resolution Okazaki fragment sequencing has also shown that transcription bubbles and replication forks are significantly co-oriented (Petryk et al., 2016).

A seminal study from the Aguilera lab examined the levels of recombination in *S. cerevisiae* cells harbouring plasmid-borne constructs, where transcription (under control of an inducible promoter) is designed to clash in either a HO or CD orientation with replication. The constructs contained two *leu2* direct repeat motifs, the recombination of which results in the generation of wild type *LEU2* that can be selected for by growth on media lacking leucine. These repeats were oriented either toward (IN) or away from (OUT) the *ARSH4* Ori. Comparing these constructs under control of the *GAL1* promoter, the frequency of recombination was only ~1.6x higher for the OUT construct when transcription was active versus inactive. This suggests that CD orientation has little influence on recombination levels. However, in the presence of galactose, recombination frequency was increased ~5.5x for the IN (HO) construct. Importantly, using cell cycle specific promoters in the place of *GAL1*, this increase in recombination was observed specifically when transcription was active.
during S phase. Thus, replication is required to observe these increased levels of transcription-associated recombination. The higher levels of recombination in the presence of HO TRCs, and to a lesser extent CD TRCs, was linked to the appearance of a replication fork pause (RFP). This suggests the increase in recombination is possibly a result of a blockage in fork progression by transcription (Prado and Aguilera, 2005). Indeed, in a chromosomal context, genome-wide ChIP analysis to map the occupancy of Pol2 (Pol e) found fork progression is impeded at highly transcribed RNAPII genes. These highly transcribed ORFs made up the majority of sites identified as having high Pol2 binding in wild type cells (Azvolinsky et al., 2009).

**Figure 1.8 Collisions between transcription bubbles and replication forks.** Collisions between transcription bubbles and replication forks can happen in both head-on and co-
directional orientations. Co-directional clashes are less deleterious for genome stability, and result in termination of the RNAPII transcription complex. In this orientation, co-directional R loops are also resolved. Head-on collisions are more deleterious and can result in collapsed or reversed forks, leading to transcription associated recombination and may also promote the formation of stable R loops behind the elongating RNAPII.

Another study in *S. cerevisiae* found that at increased levels of transcription, there is a proportional increase in the rate of spontaneous mutations. A system was used where a reporter *lys2frameshift* gene was placed in either the HO or CD orientation relative to the *ARS306* origin. The reversion of this allele to lysine prototrophy occurs as a result of mutagenesis within a ‘reversion window’. This found that although the overall rate of mutations was not affected by the orientation, the mutation spectrum was different. Compared with the same orientation, in the opposite orientation; large deletions were enriched at low transcription levels, and complex insertions and deletions were increased at high transcription levels. This suggests that clashes in different orientations lead to distinct mutational events (Kim et al., 2007).

Importantly, the transcription and replication machineries may not have to physically come into contact with one another to impair the progression of forks. Both of these processes have a significant effect on the topology of the template DNA. During transcription, unwinding of the template DNA results in positive supercoiling (overwinding) of the DNA ahead of elongation complexes, and negative supercoiling (underwinding) behind. Resolving this topological stress relies heavily on the action of topoisomerases, as mRNA processing and gene gating (tethering of transcribed genes to nuclear pores) generates further topological constraints. DNA replication also results in an accumulation of positive supercoiling ahead of forks, which can be resolved either by passive fork rotation or by topoisomerases. However, as advancing replication forks and transcription elongation complexes converge, the increased torsional stress before they reach one another may be responsible for the generation of genomic instability. The accumulation of positively supercoiled DNA before forks can lead to their stalling or reversal (fig 1.8) (Lin and Pasero, 2012).

In addition, fork progression can also be impeded by the formation of co-transcriptional R loops. High levels of R loops result in increased levels of DNA damage and recombination. Interestingly, their formation may be favoured by HO
TRCs (Hamperl et al., 2017, Lang et al., 2017). These R loop structures and their effect on the process of DNA replication will be discussed in more detail in the next chapter.

1.6 The structure, formation and physiological role of R loops

1.6.1 The structure of R loops

During the process of transcription, it is possible for nascent RNA to re-anneal with its template DNA strand. This results in displacement of the non-template DNA strand as exposed ssDNA. This three-stranded structure is referred to as an R loop, and can extend up to a length of 1kb in higher eukaryotes (fig 1.9) (Aguilera and García-Muse, 2012).

![Figure 1.9 The structure of an R loop.](image)

A thread-back model for the formation of R loops has been suggested, whereby invasion of the template DNA strand is thought to occur following exit of the newly transcribed RNA from the polymerase. This is the most widely accepted model and is supported by crystallographic data regarding the structure of RNAPII. This showed that a short 8 base pair RNA:DNA hybrid is formed within the transcription bubble (fig 1.9), however separate channels are responsible for the independent exit of DNA and RNA from the polymerase (Westover et al., 2004). An alternative model proposes that in some cases, the hybridised RNA:DNA could exit through the same channel, thus is extended as the transcription bubble elongates (Aguilera and García-Muse, 2012).
Regardless of the exact mechanism responsible, once formed R loops are more thermodynamically stable than double stranded DNA (Roberts and Crothers, 1992). This is thought to be because the conformation adopted is an intermediate between the A- and B- forms of dsRNA and dsDNA, respectively (Shaw and Arya, 2008). Due to this inherent stability, the action of enzymes is required to resolve these structures for restoration of the dsDNA helix. The next section will discuss the physiological roles of R loops and the factors affecting their formation. I will also consider the consequences of their aberrant formation for genome stability and finally, the mechanisms employed by cells to cope with them.

1.6.2 The physiological roles of R loops

Though unscheduled accumulation of R loops can have a negative impact on genome stability (discussed in detail later), physiological R loops are required as intermediates for certain cellular processes. Consequently, they have been coined a ‘double-edged sword’ for genome stability (Skourti-Stathaki and Proudfoot, 2014). Many physiological roles have been described, such as: priming the initiation of bacterial plasmid and mitochondrial DNA replication, the facilitation of Immunoglobulin class switch recombination in activated B-cells, the maintenance of telomeres and the control of gene expression.

In extracts of *E. coli*, replication initiation of the ColE1 plasmid minimally requires purified RNA polymerase, DNA polymerase and RNase H. Treatment with rifampicin, an RNA polymerase inhibitor affects ColE1 replication *in vivo*, which was also shown to be dependent on the presence of rNTPs *in vitro* (Tomizawa, 1975, Sakakibara and Tomizawa, 1974). At the *E. coli* chromosomal origin (*oriC*), this dependence on RNA synthesis for replication is not observed as it is initiated by the canonical *dnaA* primase. However, for the initiation of ColE1 replication, a 550bp plasmid encoded transcript was found to form an R loop on the leading strand across the Ori. Processing of the R loop by RNase H generates a 3’-hydroxyl end, which acts to prime further strand extension by the DNA polymerase (Sakakibara and Tomizawa, 1974, Itoh and Tomizawa, 1980). Interestingly, similar to ColE1, in the absence of the primase *dnaA*, or following inactivation of *oriC*, *rnhA* mutants maintain the ability to replicate. This has been attributed to the persistent formation of R loops, whereby
unprocessed DNA:RNA hybrids can also be used to prime DNA synthesis both \textit{in vivo} and \textit{in vitro} (Dasgupta et al., 1987). Similarly, R loops have also been implicated in priming the synthesis of mitochondrial DNA. Both in \textit{S. cerevisiae} and in human cells, RNase H sensitive R loops were found to form \textit{in vitro} during transcription over GC-rich elements at mitochondrial origins of replication. Again, once processed by RNase H, the 3’ end can be used as a primer for DNA synthesis (Xu and Clayton, 1996, Pohjoismäki et al., 2010, Baldacci et al., 1984).

R loops are also believed to play a role in activated B-cells when switching synthesis from IgM to other Immunoglobulin (Ig) classes. This occurs by the removal of DNA between two ‘switch’ regions so only one isotype gene remains (reviewed by (Chi et al., 2020), see references therein). In brief, Ig switch regions (which have high GC skew) are located adjacent to areas of the genome encoding each of the various antibody heavy chains. At two selected switch regions, the activity of various enzymes, including activation-induced cytidine deaminase, which deaminates dC bases to dU on ssDNA, thus causing its removal) results in DNA nicks on both strands, which ultimately results in a double strand break. The intervening segment between the dsDNA breaks is lost, and the gap is repaired by non-homologous end joining. The G-rich switch regions are ideal to promote the formation of R loops, and therefore these structures are a possible candidate to provide access to ssDNA for activation-induced cytidine deaminase activity. R loops formation would result in exposure of the displaced non template strand as ssDNA, and subsequent RNase H cleavage of the RNA moiety within the RNA:DNA hybrid would also expose the template strand as ssDNA (Roy et al., 2008).

R loops also play a role in the maintenance of telomeres, which are highly repetitive protein-associated regions of heterochromatin that protect the ends of linear chromosomes from degradation, end fusions or deleterious recombination (Toubiana and Selig, 2018). As the ends of DNA cannot be fully replicated, they become gradually shorter after each successive cell cycle. Once a ‘critical’ length is reached, the cells enter replicative senescence (Hemann et al., 2001). The reverse transcriptase telomerase can enzymatically re-extend shortened telomeric repeats, however it is not active in most somatic cells, but is present in germ and stem cells. Importantly, studies in \textit{S. cerevisiae} have been a large part of understanding the biology of telomeres, as
telomerase is expressed by wild-type yeast. The transcription of telomeres by RNAPII results in the production of a G-rich, conserved, telomeric repeat-containing long noncoding RNA, termed TERRA. In *S. cerevisiae* (as well as many other species), TERRA has been shown to reanneal with the complementary strand to form R loops in cis (reviewed (Toubiana and Selig, 2018, Lalonde and Chartrand, 2020), see references therein). In the absence of telomerase, these telomeric R loops have been implicated in the maintenance of telomeres by promoting homology directed repair (a process termed alternative lengthening of telomeres; ALT). In this background, a small proportion of yeast cells (termed Type II survivors) are able to escape senescence in a manner that depends on Rad52-mediated recombination. Down- or up-regulating the levels of TERRA decreases and increases the levels of recombination in cis, respectively. Importantly, it appears only short telomeres are prone to R loop mediated-HR, while long telomeres are less so (Lundblad and Blackburn, 1993, Balk et al., 2013). As such, under normal circumstances, an accumulation of R loops at telomeres may have negative consequences for genome stability; they could interfere with processive DNA replication, leading to double strand breaks and potentially deleterious levels of recombination. Their levels are regulated in several ways; an accumulation of R loops at telomeres is observed in the absence of mRNA biogenesis factors and the RNase H enzymes (which resolve R loops) (Pfeiffer et al., 2013, Balk et al., 2013). In addition, in a cell cycle dependent manner, Rat1, a 5'-3' RNA exonuclease degrades TERRA prior to the replication of telomeres to restrict R loop formation, and RNase H2 is recruited by Rif2 for their degradation to clear the way for forks in these regions. However, in cells with critically short telomeres, this cell cycle dependent control of TERRA is overcome, and R loops persist to activate the ALT pathway. It has been suggested the persistence of R loops at critically short telomeres may cause oncoming replisomes to stall, triggering DSB formation and therefore recombination (Luke et al., 2008, Graf et al., 2017).

R loops have also been implicated in the process of transcription and are enriched both at the 5' and 3' end of genes. In human cells, a region of high GC skew lies in the 5’ untranslated region, directly downstream of CpG promoters which are silenced by DNA methylation. Protection against methylation requires transcription, and it has been suggested that in these regions, the exposed ssDNA within R loops may serve as a signal to recruit the defensive H3K4 trimethyl mark or recruit DNA demethylating
complexes (Ginno et al., 2012). The exposed ssDNA template within R loops has also been shown to potentially act as a promoter for widespread RNAPII transcription of antisense long non-coding (Inc) RNAs (Tan-Wong et al., 2019). The IncRNAs themselves can also form regulatory R loops; which play a role in controlling gene expression by functioning as epigenetic markers to affect the local chromatin environment, promoting histone modifications or recruiting regulatory proteins (reviewed (Niehrs and Luke, 2020)).

Finally, R loops are thought to play a role in the efficient termination of RNAPII transcription. In certain human genes, the formation of R loops downstream of the poly(A) site at G-rich regions has been shown to facilitate the pausing of RNAPII. Indeed, these 3’ G-rich pause sites are common across many mammalian genes (Skourtì-Stathaki et al., 2011, Salisbury et al., 2006). Resolution of R loops by overexpression of RNase H1 results in transcription-readthrough, suggesting the hybrids are required for efficient termination. Conversely however, a failure to remove these R loops also results in transcription-readthrough. Thus, their resolution which allows subsequent exonucleolytic cleavage of the nascent RNA is a second step that is also required for efficient pause-site dependent RNAPII termination (Mischo et al., 2011, Skourtì-Stathaki et al., 2011).

1.6.3 Factors promoting the formation of R loops

Several factors are known to promote the formation of R loops. Regions within DNA that have a high GC-skew (where the template strand is enriched for C vs G) and highly transcribed genes are particularly prone. High levels of R loops are observed at both ends of genes, namely at the 5’ end immediately downstream of the promoter and at the 3’ end across termination sites. At these regions, the G-rich transcripts reanneal with the C-rich template, displacing the non-template strand (Ginno et al., 2012, Ginno et al., 2013). In addition, increases in local or unresolved negative supercoiling behind elongating transcription bubbles results in transient separation of the DNA strands, thus providing an opportunity for the nascent RNA to invade the template strand (El Hage et al., 2010). The integrity of DNA can also have an effect; a nick in the non-template DNA strand at a site downstream of a promoter was shown to increase the formation of R loops. This is likely due to an increased competition between the non-
template strand and nascent RNA for template hybridisation at the nick site, where rewinding of the DNA duplex is less efficient (Roy et al., 2010).

Finally, some evidence suggests that the orientation of RNA transcription and replication fork movement affects the formation of R loops. In bacteria, DNA:RNA immunoprecipitation and qPCR (DRIP-seq) revealed that head-on TRCs promote the formation of R loops across the region where the collisions were engineered to occur (Lang et al., 2017). This echoes a study in human cells, which demonstrated that the direction in which replisomes and transcription bubbles clash has opposite effects on the stability of R loops. In both a plasmid-based system and in a native genomic context, in the presence of transcription and following release from G1/S block, enrichment of R loops was observed specifically during DNA replication in the HO orientation. In this case, it is likely that any convergence of the two machineries could result in increased topological stress and stalling, thus promoting R loop formation. The resultant R loops could further stabilise the RNA polymerases, exacerbating the block. Interestingly, in the CD orientation, the level of R loops actually decreased, suggesting they can be cleared by CD replisomes. Many replication factors have 3’ to 5’ RNA:DNA helicase activity. Alternatively, as in the CD orientation R loops would be formed on the leading strand, the MCM helicase itself could play a role in their resolution (Hamperl et al., 2017).

Though most studies suggest that R loops are formed co-transcriptionally (in cis) (Huertas and Aguilera, 2003, Hamperl et al., 2017), it has been suggested that R loops can also form in trans, where their post-transcriptional formation depends on Rad51 via a stand exchange reaction. One study found that the deletion of RAD51 results in a reduction of R loop signal in several mRNA biogenesis mutants, and it co-localises to sites of R loops before any detectable γH2AX signal implies the formation of a DSB. They also demonstrated in vivo that R loops are able to form in trans, away from the transcription site in a Rad51-dependent manner. An independently replicating yeast artificial chromosome (YAC) with a human DNA sequence was transformed into a strain encoding a homologous YAC sequence on chromosome III placed under control of a promoter initiating aberrant transcription. This showed that these aberrant transcripts from chromosome III could invade the YAC and lead to R loop-mediated
instability (Wahba et al., 2013). Importantly, both the hybrid signal at these sites and YAC instability was suppressed in the absence of Rad51. Additionally, the deletion of SRS2, a helicase that inhibits Rad51 by removing its filaments from ssDNA led to an increase in R loops signal and YAC instability. Importantly however, deletion of RAD51 had no effect on the R loops signal or YAC instability in rnh1Δ rnh201Δ cells, suggesting it is not always a requirement for R loop formation, but one mechanism. In the absence of Srs2, cells accumulate R loops across highly repetitive rDNA loci, and this study postulates that this homologous repeat containing region may be a good substrate for Rad51 mediated in trans R loop formation in situations when its strand invasion activity is not regulated. This also implicates Srs2 as a factor protecting cells against the formation of R loops (other mechanisms are discussed in further detail in section 1.8) (Wahba et al., 2013).

1.7 R loops as threats to genome stability

Though R loops are formed as natural by-products of the transcription process, and are involved in the previously described physiological events, evolving evidence suggests that their occurrence is more frequent than has previously been suggested (Aguilera and García-Muse, 2012). Their unscheduled or unchecked formation can have disastrous consequences. Indeed, many studies show increased genomic instability in yeast lacking factors that either prevent the formation of or resolve R loops. These cells show increased mutagenesis, recombination and gross chromosomal rearrangements (Huertas and Aguilera, 2003, Wahba et al., 2011, Li and Manley, 2005, Mischo et al., 2011). Several, non-exclusive models have been proposed regarding how R loops may lead to genome instability.

Firstly, the regions of exposed ssDNA within R loops are more unstable than dsDNA, thus are more susceptible to chemical modifications or DNA damage. These lesions can lead to transcription associated mutagenesis (TAM) or transcription associated recombination (TAR) (Skourti-Stathaki and Proudfoot, 2014). For example, in vivo, C-G to T-A transitions spontaneously occur 140x more frequently on ssDNA, and its increased susceptibility to events such as spontaneous deamination of dC to dU could lead to TAM or TAR (Frederico et al., 1990, Skourti-Stathaki and Proudfoot, 2014, Li and Manley, 2005). Furthermore, in human cells, the processing of R loops to double
strand breaks by transcription coupled nucleotide excision repair proteins can result in recombination and genome rearrangements (Sollier et al., 2014).

Secondly, R loop-dependent genome instability is also thought to occur by interfering with processive DNA replication. In particular, co-transcriptional R loops may stabilise transcription complexes on the DNA, blocking the passage of forks. Additionally, if forks encounter any unrepaired DNA lesions, bound proteins or abnormal DNA structures on the displaced ssDNA of an R loop, their progression may be obstructed. The stalled forks are more susceptible to collapse or nucleolytic cleavage, leading to double strand breaks and potentially deleterious recombination. Furthermore, any impediments could also interfere with the elongation of other transcription complexes, exacerbating the blockage (Skourtii-Stathaki and Proudfoot, 2014).

As discussed in section 1.6.3, studies in bacterial and human cells have suggested that HO collisions between transcription and replication are more deleterious and promote the formation of R loops (Saldivar et al., 2017, Hamperl et al., 2017). In human cells, collisions in the HO orientation were linked to increased genome instability, and the different orientations were shown to elicit distinct DNA damage responses. HO collisions are more harmful, leading to an increased plasmid loss, which was partially suppressed by RNase H overexpression to resolve any R loops. In addition, a robust γH2AX signal was detected in these cells, which is an early marker for DSB formation, resulting in robust activation of the ATR-dependent DNA damage response, which responds to ssDNA at blocked replication forks. On the other hand, a greater number of CD collisions were required to induce a detectable response, where conversely, ATM (Tel1), which responds to double strand breaks was activated by CD clashes. In this case, the formation of double strand breaks could be a result of collisions between the replication machinery and an R loop associated backtracked RNA polymerase, which is more stably associated to the DNA (Hamperl et al., 2017).

A recent study in yeast, also examined the effects of CD and HO collisions in the formation of R loops and their effect on genome stability (Garcia-Rubio et al., 2018). Using the pGAL IN/pGAL OUT recombination system (described in section 1.5), the
elevated levels of hyperrecombination observed in the HO orientation is suppressed by RNase H. Consistent with the bacterial/human cells studies, this suggests that in this orientation, R loops are a source of the increased genome instability. Meanwhile, no suppression of the slightly elevated CD levels was observed. Interestingly however, overexpression of Yra1 (which binds to transient R loops, resulting in their stabilisation) resulted in greatly increased levels of recombination in both the HO and CD constructs, suppressed by RNase H. This conversely suggests that R loops actually form independently from the orientation of collisions. However, in the CD orientation, they occur on the leading strand and are likely cleared by some replisome-associated helicase function, thus do not pose a threat to genome stability unless stabilised. On the other hand, in the head on orientation, RNAPII could be stabilised by the R loop and consequently cannot backtrack or be removed by the replisome, causing fork stalling (Garcia-Rubio et al., 2018).

Recently, R-loop-induced DNA damage in yeast was mapped genome-wide using ChIP of the DNA-repair protein Rad52 in strains that accumulate persistent R loops. Lethal R loop-associated DNA damage events were determined as follows: the Rad52-ChIP signature in cells depleted of the helicase Sen1 (using an auxin degron; sen1-AID), or rnh1Δ rnh201Δ cells, was compared with the triple sen1-AID rnh1Δ rnh201Δ mutant to identify new Rad52 accumulation surrounding R loop forming regions. The Rad52 occupancy in the triple mutant (where both R loops removal pathways are removed) was unique only at a subset of R loops, suggesting only a fraction induce lethal, unreparable DNA damage. This suggests that the local chromosomal context may also influence whether an R loop is deleterious. Comparing the observed signature with a lethal R loops accumulating strain lacking Top1 and RNase H showed that Sen1 and Top1 act at distinct genomic loci to prevent lethal R loop mediated damage. Interestingly, in the Sen1 triple mutant, the Rad52 binding signature indicated that formation of DSBs occurs next to the 3’ end of the R loop. This pattern is consistent with the model that head-on collisions occur when forks approach the 3’ end of an R loop (fig 1.8). Moreover, much of the lethal R loop-induced damage was located within regions where forks originating from the closest origin would clash with the R loop in a head-on orientation. Finally, at each loci, Rad52 was only present on a single strand of the DNA double helix, which provides a possible mechanistic insight for how R loops can induce genome instability. The presence of the R loop
may block the resection of one end of the DSB (which occurs as a result of the TRC), while the other is resected generating a stretch of ssDNA. The authors postulate that this could result in extensive resection in unique regions, or in repetitive regions invasion of a homologous sequence, both of which can result in gross chromosomal rearrangements (Costantino and Koshland, 2018). Interestingly, R loops have been shown to form across a number of common fragile sites within the human genome (which coincide with highly transcribed genes). These regions are prone to double strand breaks, leading to chromosomal translocations, which are commonly observed in cancer cells. Thus, conflicts between transcription and replication within these regions could stabilise any R loops, resulting in fork stalling, double strand breaks and deleterious recombination events (Helmrich et al., 2011).

Importantly, further evidence supports the idea that local chromatin environment may affect whether an R loop induces lethal damage (Costantino and Koshland, 2018, García-Pichardo et al., 2017). A study has shown that R loop formation alone is not sufficient to compromise genome stability; a subsequent step that results in remodelled chromatin is also required. Unlike the R loop accumulating hpr1Δ and sen1-l strains, which present high levels of recombination and genetic instability, histone mutants with increased levels of R loops do not show this hyperrecombination phenotype. The altered chromatin in these histone mutants facilitates the formation of R loops, however the uncoupling of their formation from the induction of genome instability was linked to their reduced levels of histone H3 serine-10 phosphorylation, compared with hpr1Δ and sen1-l mutants. Combining hpr1Δ or sen1-l with these histone mutants suppressed their hyperrecombination phenotypes. Thus, for R loops to induce genome instability, a second chromatin-modifying step is necessary that includes but may not be limited to phosphorylation of H3S10. The authors suggest that as H3 phosphorylation is linked to chromatin condensation, this environment may act as a barrier to fork progression, causing them to stall (Garcia-Pichardo et al., 2017).

1.8 Mechanisms for the prevention and removal of R loops

Regardless of the precise mechanism leading to R loop-dependent genome instability, it is clear that if their levels are unchecked, the consequences would be catastrophic. Accordingly, cells have evolved several mechanisms to both prevent the formation of
and resolve deleterious R loops (fig 1.10), which will be described in the following section. In brief, these processes ensure prompt maturation/export of nascent RNA, processive RNA polymerase activity, digestion of the RNA within the hybrids or their clearance by helicases.

1.8.1 Mechanisms preventing the formation of R loops

Efficient mRNP biogenesis: THO/TREX

One of the major pathways for the prevention of R loops involves the efficient packaging and processing of the nascent RNA for export to the cytoplasm, which helps to prevent it from re-annealing to the template DNA strand. In yeast this is carried out by THO/TREX; where during elongation, this complex couples the formation of messenger ribonucleoproteins (mRNPs) with their export through the nuclear pore. The yeast THO complex is comprised of four subunits: Hpr1, Tho2, Mft1 and Thp2, and is involved in mRNP biogenesis, packaging the nascent RNA. THO physically interacts with the transcription-export complex (TREX; comprised of Tex1, and nuclear export factors Sub2 and Yra1) through an interaction between Hpr1 and Sub2.

THO mutants are characterised by a transcription-associated-hyperrecombination phenotype (first identified in in Hpr1 and Tho2 mutants) and show defects in elongation and mRNA export, particularly at genes with long or GC rich templates (Chávez and Aguilera, 1997, Chávez et al., 2000). Importantly, the hyperrecombination phenotype of hpr1Δ cells was linked to the nascent mRNA and formation of co-transcriptional R loops, where the high level of recombination was suppressed by overexpression of RNHI1 (Huertas and Aguilera, 2003). The authors propose that the elongation defect can be explained by R loops impeding the progression of the next RNAPII complex; and blockage of replication forks by R loops, as well as the unstable exposed ssDNA within these structures sensitises the cells to recombinogenic DNA breaks. This mRNP biogenesis-associated protection against R loops is conserved from yeast to humans. In human cells, depletion of THO has also been shown to induce defects in elongation and mRNA export, as well as an R loop-dependent increase in DSBs and recombination. The increased levels of recombination in these THO mutants was suppressed by RNHI1 overexpression, and
exacerbated by overexpression of activation-induced cytidine deaminase which deaminates ssDNA within R loops, generating DSBs) (Dominguez-Sanchez et al., 2011).

*Splicing, export and degradation factors*

Another study in yeast explored multiple factors involved in other areas of mRNP biogenesis in addition to the previously described elongation factors (THO). Interestingly, a subset of genes involved in diverse aspects of mRNA biogenesis, including transcription repression, initiation, elongation, RNA export and degradation also results in the formation of deleterious RNase H sensitive R loops that lead to increased genetic instability (Wahba et al., 2011). In both chicken DT40 and human HeLa cells, a hypermutagenic phenotype is observed in the absence factors such as *ASF/SF2*, that are involved in mRNA splicing or spliceosome assembly. Crucially, *ASF/SF2* and other splicing factors have also been shown to function as adaptors for mRNA export. Disruption of these genes results in a significant increase in recombinogenic DSBs, which importantly can be suppressed by RNase H (Li and Manley, 2005, Paulsen et al., 2009).

Both Rrp6 and *Trf4* mutants were among the factors identified in yeast as driving R loop-dependent genome instability (Wahba et al., 2011). Rrp6 is a component of the exosome, and *Trf4* is a subunit of its co-factor TRAMP. A subsequent study also showed that in addition to a transcription-associated hyperrecombination phenotype, *trf4*Δ cells have an increased frequency of mutations. Importantly, overexpression of RNase H1 and overexpression of activation-induced cytidine deaminase suppressed and exacerbated these phenotypes, respectively. This suggests that mRNA surveillance and metabolism by the nuclear exosome may help maintain genomic instability by preventing R loops accumulation (Gavalda et al., 2013). Interestingly, the exosome also appears to be important in human cells at sites of TRCs. SUMOylated Senataxin (the human orthologue of the budding yeast helicase Sen1) associates with the Rrp45 subunit of the exosome, where they co-localise to form nuclear foci following transcription-related DNA damage. Interestingly, Senataxin has been shown to metabolise R loops at sites of TRCs. Considering the transcription-associated hyperrecombination phenotypes in yeast exosome mutants, the authors
speculate one possibility is that the exosome plays a role together with Senataxin to resolve R loops at these sites. Alternatively, the exosome could have a currently unidentified role in a DNA repair process (Richard et al., 2013, Yüce and West, 2013).

**Topoisomerase I**

Another pathway that protects cells from the formation of deleterious R loops is by controlling the accumulation of negative supercoiling behind the elongating RNA polymerase. Negative supercoiling increases the chance of R loop formation; as the underwound DNA results in transient strand separation, increasing the opportunity for the nascent RNA to invade the template (Roy et al., 2010). DNA topoisomerases are enzymes that have the ability to relax supercoiled DNA and relieve the torsional strain by cleaving and re-joining DNA strands. Their role in the prevention of R loop formation has been demonstrated in multiple species, including bacteria (Drolet et al., 1995), yeast (El Hage et al., 2010) and humans (Tuduri et al., 2009). In *S. cerevisiae* cells, in the absence of either TOP1 or TOP2, R loops accumulate across Pol I transcribed rDNA, and interference with Pol I elongation is observed in strains lacking both of these enzymes (El Hage et al., 2010). Concurrently, it has been shown that the rate of recombination and replication fork stalling is increased in strains with hybrids accumulating across rDNA (Amon and Koshland, 2016, Wahba et al., 2011, Wahba et al., 2013, Stuckey et al., 2015). In human cells, in the absence of Top1, gene rich regions accumulate stalled forks and DNA breaks during S phase in an R loops dependent manner (Tuduri et al., 2009).
Figure 1.10 Mechanisms for the prevention or removal of R loops. Organisms have evolved several mechanisms that help prevent the formation of R loops. These include the resolution of negative supercoiling behind the elongating polymerase by topoisomerases; and promoting the timely processing and nuclear export of nascent mRNA, to prevent its reannealing to the template DNA strand. Once formed, the RNAse H enzymes are key players in resolving stable R loops by cleaving the RNA portion of the DNA:RNA hybrid. Other helicases, including Sen1 which possesses 5'-3’ DNA:RNA unwinding activity, are also involved in clearing the hybrids from the genome.
1.8.2 Digestion of R loops by the RNase H enzymes

In addition to minimising the formation of R loops, several mechanisms in cells actively remove stable R loops from DNA. The evolutionarily conserved Ribonuclease H (RNase H) enzymes play a key role in R loops removal, whereby they recognise and endonucleolytically cleave the RNA portion within DNA:RNA hybrids. The RNase H enzymes can be separated into two classes, RNase H1 and RNase H2. The two classes are divided by their structural features. In addition, they have different, though overlapping, substrate specificities. Indeed, the levels of genome instability exhibited by either single mutant is exacerbated in the double mutant, suggesting some degree of functional redundancy (Wahba et al., 2011). While these enzymes are not required for viability in prokaryotes or yeast (though their absence results in increased sensitivity to DNA damaging agents), they are essential in higher eukaryotes (Cerritelli and Crouch, 2009).

In eukaryotes, RNase H1 presents an N-terminal hybrid binding domain (HBD), a central connection domain (CD), and a C-terminal RNase H domain (HD). In higher eukaryotes, a mitochondrial targeting sequence is also present at the N-terminus, which; for example, reflects its essential role in mitochondrial DNA replication during development. Both the N-terminal HBD and C-terminal HD are highly conserved among eukaryotes, however the middle CD has a more variable sequence and is thought to provide flexibility. The HBD shows a much greater preference for RNA:DNA duplexes over dsRNA and binds both the RNA and DNA strand. Its engagement with the hybrid is thought to enhance the catalytic activity of the protein. For cleavage of the RNA to occur, the HD (which contains the catalytic site) requires a substrate where it can interact with the 2’ OH group of a minimum of four consecutive ribonucleotides (reviewed (Cerritelli and Crouch, 2009), see references therein). The ssDNA within an R loop is coated with RPA, which likely recruit’s RNase H1 to these sites via a direct interaction (Nguyen et al., 2017). The RNase H1 enzyme is mainly responsible for the removal of transcription-associated R loops. In the context of backgrounds with high levels of R loops due to mutation of mRNA biogenesis factors, the absence of RNH1 is more deleterious than that of RNH2 (Wahba et al., 2011). Phenotypic suppression by the more well-defined RNase H1 is widely used as an experimental marker for R loops, and its overexpression has been
shown to suppress defects in both $rnh1\Delta$ and $rnh201\Delta$ cells (Li and Manley, 2005, Wahba et al., 2011).

RNase H2, on the other hand, is a multi-subunit enzyme comprised in budding yeast of Rnh202, Rnh203 and the catalytic subunit Rnh201, all of which are required for its in vivo activity (Cerritelli and Crouch, 2009). The neuro-inflammatory disease, Aicardi-Goutières syndrome as well as certain cancers have been linked to mutations within these subunits (Crow et al., 2006, Zimmermann et al., 2018). Importantly, unlike RNase H1, RNase H2 has the ability to recognise and cleave a single ribonucleotide within dsDNA. Thus, it is involved in the removal of ribonucleotides mis-incorporated into DNA (rNMPs) during replication (Eder et al., 1993). If RNase H2 is defective for this ribonucleotide excision repair, aberrant processing of these lesions by Top1 can result in short 2-5 bp deletions and double strand breaks, contributing to genome instability (Kim et al., 2011). It has also been demonstrated as providing an alternative pathway for the removal of RNA primers for the maturation of Okazaki fragments, though this is mainly carried out by Rad27/Fen1 and Dna2 (Qiu et al., 1999).

RNase H2 can also degrade the RNA within R loop structures, and a recent study examining the regulation of RNase H1 and 2 aimed to tease apart why two separate RNases have evolved for R loops removal (Lockhart et al., 2019). Interestingly, immunoprecipitation of TAP tagged versions of the endogenous proteins found that RNase H1 is expressed consistently throughout the cell cycle and remains weakly but constantly associated to chromatin throughout. On the other hand, the levels of Rnh201 (the catalytic subunit of RNase H2) increases during late S phase/G2, and concurrently the full heterotrimeric complex accumulates on chromatin. Consequently, the $RNH1$ and $RNH202$ alleles were placed under the control of cell cycle regulated promoters and their degrons to specifically limit their activity to during either S phase (using the Clb6 S phase cyclin promoter/degron) or G2/M (using the promoter/degron of the Clb2 cyclin, expressed during G2/M). Interestingly, the synthetic lethality of the triple mutant $rnh1\Delta rnh201\Delta sen1-1$ (which accumulates high levels of toxic R loops (Mischo et al., 2011)) is rescued when Rnh202 is expressed during G2, but not S phase. This suggests that RNase H2 activity is crucial for post-replicative repair of toxic R loops. In addition, its expression during S phase was in
fact found to be detrimental to genome stability in a background with high levels of rNMP misincorporation. This is likely because during S phase, any nicks resulting from ribonucleotide removal will be encountered by the replisome and converted to recombinogenic double strand breaks. On the other hand, both S and G2 restricted expression of RNase H1 was able to restore the viability of the sen1-1 rnh1Δ rnh201Δ triple mutant. Importantly, in backgrounds of R-loop induced stress, RNase H1 is further enriched on chromatin, independently from the cell cycle (Lockhart et al., 2019). These results posit RNase H1 as a good responder to R-loop induced replication stress, as it does not have a role in ribonucleotide excision repair, so cannot induce double strand breaks during S phase. RNase H2 on the other hand is more of a “housekeeping” enzyme, that under normal circumstances deals with the majority of R loops and mis-incorporated ribonucleotides during G2, after DNA synthesis is complete (Lockhart et al., 2019).

1.8.3 Clearance of R loops by helicases

There are also certain helicases that have been implicated in the removal of R loops. In *S. cerevisiae*, these include Sen1, Pif1, Sgs1 and Rrm3, some of which are thought to process R loops at specific sites on the genome.

The majority of eukaryotes, including humans, encode a DNA helicase from the Pif1 family. Indeed, *S. cerevisiae* possesses two members, Pif1 and Rrm3. Rrm3 travels with replication forks and is thought to help forks progress past stable-protein blocks such as Fob1 and tRNA genes (Foury and Kolodynski, 1983, Ivessa et al., 2000, Ivessa et al., 2002). Pif1 is involved in various other processes such as maintenance of mitochondrial DNA, regulation of telomere length and resolution of G-quadruplex secondary structures (reviewed (Geronimo and Zakian, 2016), see references therein). Its homolog in *Sz. pombe* (Pfh1), like Rrm3, has been proposed to travel with replication forks, interacting with several replisome components (McDonald et al., 2016). Importantly, one of the overlapping functions of Pif1 and Rrm3 appears to be contributing to the removal of R loops across tRNA genes, for which they show some redundancy. The absence of these helicases results in increased DNA damage at tRNA genes in an R loops dependent manner. Stabilisation of R loops by deletion of *RNH1* increases the association of these helicases to tRNA genes, and overexpression of
RNase H1 in their absence suppresses the increased levels of DNA damage (Tran et al., 2017).

The RECQ-like helicase Sgs1 has a well-documented role in homologous recombination, both promoting the resection of DSB ends and the resolution of recombination intermediates (Zhu et al., 2008, Cejka and Kowalczykowski, 2010). In addition, evidence suggests that it also plays a role in protecting cells from R-loop mediated genome instability. An increase in the signal for R loops was detected in chromosome spreads of sgs1Δ cells (stained using the S9.6 antibody targeted against RNA:DNA hybrids), and these cells become sensitised to head-on collisions between transcription and replication complexes. ChIP-chip and DRIP-chip experiments found that loss of Sgs1 results in increased R loops and activation of the DNA damage response, particularly at longer genes compared with wild type cells (Chang et al., 2017).

Finally, the DNA:RNA helicase Sen1 plays a key role in the removal of R loops. The following chapter will first discuss in detail the structure of Sen1, followed by its role in the termination of RNAPII transcription, the resolution of R loops and in transcription-coupled DNA repair. Critically for this thesis, I will also discuss the role of Sen1 during DNA replication.
1.9 The Structure and function of the DNA:RNA helicase Sen1

1.9.1 The structure of Sen1

Sen1 (Splicing endonuclease 1) is a 250 kDa protein encoded by the essential *SEN1* gene in *S. cerevisiae*. It was first identified in a screen for mutants with altered tRNA splicing activity (Winey and Culbertson, 1988, DeMarini et al., 1992). However, later evidence suggests that Sen1 plays a number of roles within the cell, including the termination of short RNAPII transcripts, removal of deleterious R loops and transcription-coupled repair, all of which will be discussed in this chapter.
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**SEN1 (2231aa)**

<table>
<thead>
<tr>
<th>Region</th>
<th>Domain</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-2231</td>
<td>N-terminal domain (106-859)</td>
<td>Engagement with substrate</td>
</tr>
<tr>
<td>1089</td>
<td>NLS (1089)</td>
<td>Nuclear localisation</td>
</tr>
<tr>
<td>1095-1876</td>
<td>Helicase domain (1095-1876)</td>
<td>ATP-dependent helicase activity</td>
</tr>
<tr>
<td>1907</td>
<td>NLS (1907)</td>
<td>Nuclear localisation</td>
</tr>
</tbody>
</table>

**Figure 1.11 Schematic of the domain structure of the Sen1 helicase.** Sen1 is comprised of an extended N-terminal domain and a conserved helicase domain. It is targeted to the nucleus via two nuclear localisation signals.

Sen1 is a member of the Upf1-like 1B superfamily of helicases (Jankowsky, 2011). It is localised to the nucleus via two nuclear localisation signals, and is comprised of an N-terminal domain, which is predicted to encode armadillo repeat motifs that fold to form a super-helix of alpha helices, and a conserved C-terminal helicase domain (fig 1.11).

The essential region for viability was mapped to the C-terminal domain of the protein (residues 1089-1907) encoding the helicase motif. *In vitro*, both full length Sen1 and purified Sen1-helicase domain have been shown to possess ATP dependent 5’-3’ helicase activity. Nucleic acid duplex unwinding assays revealed it is able to unwind both DNA:DNA and RNA:DNA duplexes, provided they contain a region of single stranded overhang at their 5’ end. Once engaged with the substrate, Sen1 shows poor processivity as a translocase, and *in vitro* dissociates after approximately 40
nucleotides (Han et al., 2017). Compared to the helicase domain alone, the full-length protein unwinds RNA:DNA duplexes with much greater efficiency, suggesting other regions are required for its optimum activity on this substrate. Interestingly, both constructs unwound DNA:DNA with much greater efficiency than RNA:DNA duplexes (Han et al., 2017). While Sen1 binds ssDNA and ssRNA with a similar affinity, it is more processive on ssDNA, which correlates with the greater helicase activity. In general however, data indicates that even on ssDNA, Sen1 is a poorly processive translocase (Martin-Tumasz and Brow, 2015, Han et al., 2017).

The crystal structure of the Sen1 helicase domain has been solved. Along with the helicases Upf1 and IGHMBP2, Sen1 is a member of the superfamily-1B Upf1-like family. All three of these helicases have a similar motif structure within their helicase domain, however Sen1 was found to have an additional, unique feature (Leonaitė et al., 2017). Members of this family possess two classical RecA domains (RecA1 and RecA2) separated by a short linker. These make up the core helicase domain, and contain motifs responsible for its ATPase activity, as well as nucleic acid binding. An additional two accessory subdomains (1B and 1C) are responsible for regulating the binding of the nucleic acids. In terms of polarity, the 3’ end and 5’ end of bound nucleic acids are located at RecA1 and RecA2 respectively. Subdomain 1B (referred to as a “stalk” and flexible “barrel”) and 1C (which adopts a rigid “prong” structure) are thought to play a role in melting the duplex DNA. These are located on top of the RecA1 domain near the 3’ end of the bound nucleic acid where it enters the helicase channel (fig 1.12) (Ozgur et al., 2015, Cheng et al., 2007, Lim et al., 2012, Chakrabarti et al., 2011, Leonaitė et al., 2017). They are thought to adopt a conformation which surrounds the nucleic acid and melts the incoming bases apart via insertion of the rigid prong into the duplex. In Sen1, elimination of the rigid prong was shown to prevent duplex unwinding. The structural feature unique to Sen1 is encoded by highly conserved residues which the authors termed a “brace”. This brace appears to hold the barrel, stalk and RecA1 domains together in a rigid structure that shapes and fixes the conformation of the helicase for optimal nucleic acid binding and prong insertion for duplex melting (fig 1.12) (Leonaitė et al., 2017).
Figure 1.12 The architecture of Sen1 helicase domain. The helicase domain of Sen1 is comprised of the RecA1 and A2 domains with the accessory 1B and 1C subdomains. The 3D organisation of Sen1 helicase domain as determined by crystallography is shown. This figure is adapted from (Leonaitė et al., 2017).

While the deletion of the N-terminal domain (residues 1-975) results in a slow growth phenotype, the cells remain viable (Ursic et al., 2004). The N-terminal is believed to be responsible for mediating important protein-protein interactions, including those with RNAPII, Rnt1 and Rad2 (which are discussed in more detail later).

In general, Sen1 is maintained at relatively low levels within the cell (~125 molecules/cell (Ghaemmaghami et al., 2003)) by the ubiquitin-proteasome system, likely to avoid any toxicity that results from its excessive activity. However, its levels do vary throughout the cell cycle. Although the level of mRNA remains constant throughout, synchronous release of cells from G1 arrest and immunoblotting for Myc-tagged Sen1 found that Sen1 protein is somewhat reduced in G1 and increases towards S/G2. This fluctuation may reflect the cells changing needs; for example, higher levels in S phase may be required as during this period, the transcription machinery may encounter replication forks and require removal (Mischo et al., 2018).
1.9.2 The role of Sen1 in the termination of transcription

Transcription is the process where DNA-associated RNA polymerases produce exact RNA copies of the template DNA. Termination events result in removal of the RNA polymerase from the DNA template and release of the nascent transcript. In eukaryotes, three different RNA polymerases are responsible for synthesizing many different RNA species at defined genomic loci (table 1.2, reviewed (Richard and Manley, 2009)). The various species are terminated via specific pathways, which influences their fate and specificity (Porrua and Libri, 2015).

**Table 1.2 A brief overview of the three eukaryotic RNA polymerases and the RNA species that they transcribe**

<table>
<thead>
<tr>
<th>Enzyme</th>
<th>Transcript species</th>
<th>Role of transcript species</th>
</tr>
</thead>
<tbody>
<tr>
<td>RNAPI</td>
<td>rRNA</td>
<td>Non-coding rRNA that is bound to ribosomal proteins to assemble the ribosome for protein synthesis.</td>
</tr>
<tr>
<td>RNAPII</td>
<td>mRNA</td>
<td>Coding RNA that is transported out of the nucleus and translated into protein.</td>
</tr>
<tr>
<td></td>
<td>snoRNA</td>
<td>Non-coding RNAs that assist the chemical modification of other RNA species.</td>
</tr>
<tr>
<td></td>
<td>snRNA</td>
<td>Non-coding RNAs that assist in splicing</td>
</tr>
<tr>
<td></td>
<td>snRNA</td>
<td>Non-coding RNAs that are involved in post-transcriptionally regulating the expression of certain genes and in gene silencing.</td>
</tr>
<tr>
<td></td>
<td>miRNA</td>
<td>Highly unstable non-coding RNAs that result from pervasive transcription. Their function is largely unknown.</td>
</tr>
<tr>
<td></td>
<td>IncRNA</td>
<td>Non-coding RNAs involved in the regulation of gene expression.</td>
</tr>
<tr>
<td>RNAPIII</td>
<td>5S rRNA</td>
<td>Non-coding RNA that is a structural/functional component of the large ribosomal subunit.</td>
</tr>
<tr>
<td></td>
<td>tRNA</td>
<td>Non-coding RNA that recognizes codons to deliver the correct amino acid to mRNA for protein synthesis.</td>
</tr>
</tbody>
</table>

Coding regions of the genome are transcribed into pre-mRNA, which is exported to the cytoplasm for translation into protein. Other RNA species however are not translated; stable non-coding RNAs (which are usually retained in the nucleus) have roles in RNA processing and the control of gene expression (see table 1.2). Interestingly, it has recently been shown that transcription is far more widespread and promiscuous than previously thought, now referred to as ‘pervasive transcription’. The transcription of non-coding intergenic regions and in antisense to genes; initiated either from promoter regions or from nucleosome depleted regions, results in production of a class of highly unstable RNAs dubbed cryptic unstable transcripts.
(CUTs) (reviewed (Porrua and Libri, 2015)). In particular, the bi-directional nature of transcription promoters, though not symmetrical (as local chromatin environment and histone modifications may influence their specificity toward productive transcription), is a considerable contributor to the production of CUTs (Marquardt et al., 2014, Whitehouse et al., 2007, Tan-Wong et al., 2012). Pervasive transcription needs to be controlled, as it may interfere with productive transcription. In yeast, a divergently initiated CUT may silence an upstream gene as a result of readthrough transcription at its 3’ end (Neil et al., 2009, Schulz et al., 2013, Xu et al., 2009).

Under normal conditions, CUTs are rapidly terminated and degraded by the nuclear exosome. CUTs become more stable in exosome mutants; observed as short transcripts with heterogenous 3’ ends. Analysis of a model CUT found that short RNA elements, comprising Nrd1 and Nab3 binding sites, confer instability to the transcribed sequence. These proteins are part of the non-canonical transcription termination complex (NNS; Nrd1-Nab3-Sen1). This pathway terminates transcription of the CUT and facilitates its degradation by nuclear exosome. Importantly, Nrd1 and Nab3 binding sites are ubiquitous throughout the genome, thus ensuring rapid termination and exosomal degradation of non-productive and potentially deleterious transcription. Readthrough of these Nrd1/Nab3 sites results in termination of CUT transcripts by the canonical pathway at a downstream region. This can result in production of a stable longer RNA, thus having a significant effect on the fate of gene transcription (Thiebaut et al., 2006).

In S. cerevisiae, two pathways exist to terminate RNAPII transcription (fig 1.13, 1.14). The canonical pathway, which terminates the transcription of genes that code for mRNA, will be briefly described in the next section. This mechanism depends on the cleavage and polyadenylation factor but may also possibly involve Sen1 in some cases. The major focus of this chapter however will be on the non-canonical pathway, which depends on the NNS complex, comprised of Nrd1, Nab3 and Sen1. This pathway is involved in the termination of CUTs and their targeting for exosomal degradation; thus, it helps to control the levels of pervasive transcription within the cell. It is also involved in the biogenesis of short non-coding RNA species, including small nuclear and small nucleolar RNAs important for splicing and modification of rRNA (Porrua and Libri, 2013).
Termiantion of protein-coding genes: The canonical transcription termination pathway in eukaryotes

In eukaryotes, the CPF-CF (cleavage and polyadenylation factor-cleavage factor) pathway is responsible for terminating protein-coding genes, where a poly(A) signal (PAS) acts as both a 3’ end processing and transcription termination signal (fig 1.13). The PAS is found downstream of open reading frames in the 3’ untranslated region of a gene. The conserved cleavage and polyadenylation factor (CPF) together with the cleavage factors 1A and 1B (CF) make up the CPF-CF complex, which is recruited by recognition of the PAS on nascent RNA following its transcription. In addition, an interaction between the Pcf11 subunit of CPF-CF and Ser2-phosphorylated (Ser2-P) RNAPII helps this recruitment (Richard and Manley, 2009, Mischo and Proudfoot, 2013, Porrua and Libri, 2015). Importantly, the largest subunit of RNAPII, Rpo21, contains a protruding, flexible C-terminal heptapeptide repeat domain (consensus Tyr1-Ser2-Pro3-Thr4-Ser5-Pro6-Ser7; 26 repeats in yeast and 52 repeats in humans) that is differentially phosphorylated/dephosphorylated by various kinases throughout the transcription cycle (Egloff and Murphy, 2008). Its phosphorylation pattern affects which processing and termination factors bind to the polymerase. Phosphorylation of Ser5 dominates at the 5’ end of genes, whereas phosphorylation of Tyr1 and Ser2 increases as the transcription machinery elongates towards the 3’ end. At the PAS, the levels of phosphorylated Tyr1 decline abruptly, allowing recruitment of the CPF-CF and Rtt103 and the binding to Ser2-P (Phatnani and Greenleaf, 2006, Lunde et al., 2010). Endonucleolytic cleavage of the nascent RNA occurs at the PAS, and polyadenylation of the cleaved 3’ end by Pap1 serves both to promote export of the mRNA for translation, and protect it against degradation (Porrua and Libri, 2015).
Figure 1.13 The canonical pathway for RNAPII transcription termination. The canonical termination pathway mainly acts at protein coding genes, where a polyadenylation signal is recognised by CPF-CF. Following endonucleolytic cleavage and polyadenylation of the nascent transcript, RNAPII dissociates from the template DNA. The allosteric model suggests this is due to a conformational change within the enzyme that occurs as a result of PAS transcription, whereas the alternative model suggests exonucleolytic degradation of the polymerase associated 3' transcript by Rat1 ‘torpedoes’ the polymerase off of the DNA.
Following mRNA cleavage, the polymerase is thought to continue transcribing up to 150 nucleotides before dissociating. Currently, there are two different models that have been proposed to elicit canonical RNAPII termination. The allosteric model suggests that commitment to termination is a result of a conformational change or loss of elongation factors following transcription of the PAS. These could possibly be a result of either stochastic pausing of RNAPII or the recruitment of the CPF-CF. In addition, R loops have been shown to accumulate at terminator regions, downstream of the PAS. These structures may also contribute to the pausing of RNAPII for termination (Proudfoot, 2016). The torpedo model proposes the involvement of the 5’-3’ exonuclease Rat1 (the yeast homolog of human Xrn2), which is recruited in a complex with Rai1 to the 3’ end of genes by Rtt103. Following cleavage of the nascent mRNA, the exposed 5’ end of the cleaved transcription product still associated with the polymerase provides access for Rat1 to degrade the nascent RNA. Upon catching the polymerase, it is suggested that Rat1 induces termination, perhaps by eliciting a conformational change. In fact, disruption of Rat1 (using the temperature sensitive rat1-1 allele) leads to termination defects and stabilisation of mRNA downstream of the PAS (Kim et al., 2004, West et al., 2004).

Interestingly it has been shown across two protein-coding genes that the helicase activity of Sen1 is also important for efficient termination following transcription of a PAS. The termination defects of rat1-1 cells were further exacerbated by sen1-1, which raised the possibility that these two proteins may co-operate (Kawauchi et al., 2008). Following cleavage at the PAS, Sen1 could expose the polymerase associated transcript to allow Rat1 access, by unwinding secondary RNA structures, such as R loops, that may prevent Rat1 from accessing the RNA to carry out its function (Kawauchi et al., 2008). Interestingly, the same study showed that Sen1 and Rat1 activity are also important for efficient termination of rDNA transcribed by RNAP1. Rat1 is able to elicit termination following cleavage of the rDNA transcript by Rnt1, which gives rise to the exposed 5’ end of the transcript. Once again, Sen1 may help to promote Rat1 access, and indeed, Sen1 has been shown to interact with Rnt1 through its N-terminal domain (Kawauchi et al., 2008, Ursic et al., 2004).

Evidence for both models exists (Mischo and Proudfoot, 2013, Porrua and Libri, 2015), and they may not be mutually exclusive. It is possible that allosteric
termination can occur when transcription of PAS elicits some kind of conformational change that is sufficient to promote slowing and dissociation of the elongation complex. However, in some cases, if this is not sufficient, Rat1 may also be required to help dissociate the polymerase. In situations where the access of Rat1 to the 5’ end of the RNA is prevented, Sen1 helicase activity may then also be necessary.

**Termination of non-coding RNA: The non-canonical transcription termination pathway in eukaryotes**

As mentioned previously, not all RNA products are transcribed into protein, but instead can play important functions within the cell (table 1.2). Also, more promiscuous pervasive transcription gives rise to short lived, non-coding RNAs (CUTs) that may have no productive role (Porrua and Libri, 2015). Indeed, this widespread transcription can pose a threat to genome stability, as it may overlap and interfere with coding or functional transcription units, both in the sense and antisense orientation. Thus, these RNAs need to be terminated and rapidly degraded to prevent their toxic accumulation. In *S. cerevisiae*, termination of these short non-coding RNA species (typically less than 500 base pairs long) depends on the NNS (Nrd1-Nab3-Sen1) complex, which is linked to the nuclear exosome; either for their processing or complete degradation, thus determining their fate (fig 1.14).

The NNS components Nrd1 and Nab3 are both essential for viability in *S. cerevisiae*. They are RNA binding proteins that exist as heterodimers, and recognise specific sequences on the nascent transcript (termed RNA recognition motifs; GUAA/G and UCUU respectively) (Carroll et al., 2007, Conrad et al., 2000). The binding of both Nrd1 and Nab3 within the heterodimer is required for optimal mRNA association (Carroll et al., 2007). These motifs are enriched at sn/snoRNA terminators, and in some cases, multiple copies are present successively. Their recognition by Nrd1-Nab3 heterodimers has been linked to the specificity of the NNS pathway for short RNA species. Mutations within these sequences reduce the affinity of the heterodimer for RNA and results in readthrough termination of the SNR13 reporter gene (Carroll et al., 2004, Carroll et al., 2007). Furthermore, while the CPF-CF complex interacts with the Ser2-P form of RNAPII CTD, Nrd1 has been shown to bind preferentially to the Ser5-P CTD (Vasiljeva et al., 2008). This phosphorylation state is a marker for early,
promoter-proximal elongation at the 5’ end of genes, and the interaction with Nrd1 likely contributes to the specificity of NNS termination at short transcription units. Interestingly, a CUT terminator has been identified that only contains binding sites for Nab3. However, interaction between Nrd1 and the CTD is still required for efficient termination, even though at this transcription unit, Nrd1 binding to RNA is dispensable (Carroll et al., 2007).

The final component of the NNS complex is Sen1, which is thought to promote the release of RNAPII and the nascent RNA from the DNA substrate (Porrua and Libri, 2013, Han et al., 2017). A study using the temperature sensitive sen1-E1597K mutant (substitution in the helicase domain) used ChIP-chip to map the occupancy of RNAPII genome-wide. Comparing the RNAPII profiles of wild type and mutant Sen1 cells, transcription readthrough was observed at the majority of small nuclear RNA (SNR) genes, as well as at a subgroup of protein coding genes when Sen1 activity was impaired. Interestingly, like SNR genes, the identified protein-coding genes were all short (ORFs between 205-554 base pairs) (Steinmetz et al., 2006). Another study used the sen1-1 mutant, where transcription run on analysis revealed that at non-permissive temperature, the mutant shows strong termination defects that can be rescued by overexpression of the helicase domain. In addition, at the strong CYC1 polyA terminator, though sen1-1 cells exhibited no defects in mRNA 3’ end formation, stabilisation of the 3’ end cleavage product was observed, suggesting Sen1 is directly involved in removal of the polymerase (Mischo et al., 2011).

The Libri lab developed an in vitro termination assay (IVTT) to assess the contribution of Sen1 in the removal of RNAPII. In this assay, a biotinylated DNA template immobilized on streptavidin beads was used, on which purified RNAPII was assembled using a short RNA primer (with a 5’ label). In this system, polymerases engaged in transcription remain associated with the beads, whereas any RNAPII detected in the supernatant is a result of termination. Here, it was found that Sen1 alone is sufficient to elicit termination of naturally paused and roadblocked RNAPII, independently from Nrd1, Nab3 or the RNA sequence (Porrua and Libri, 2013). In fact, just the helicase domain is sufficient to elicit termination (Han et al., 2017). The ATPase activity of Sen1, which is strongly stimulated in the presence of nucleic acids, is crucial (Porrua and Libri, 2013). The sen1-G1747D mutant, which has no ATPase
activity, is defective for termination both *in vivo* and *in vitro* (Porrua and Libri, 2013, Kim et al., 2006).

Though Sen1 can translocate along both ssDNA and ssRNA, it does not appear to interact with the template DNA to elicit termination but requires at least 15 nucleotides of accessible nascent RNA upstream of the polymerase. Thus, it likely translocates along the nascent RNA toward the polymerase (Porrua and Libri, 2013, Han et al., 2017). The termination ability of Sen1 is species specific, as it cannot terminate transcription by *E. coli* RNAP. This suggests that specific contacts between Sen1/RNAPII are important.

Interestingly, it appears that Sen1 translocation is in direct kinetic competition with the rate of RNAPII elongation for termination. Transcription read through of various SNR reporter genes in the *sen1-1* and *Sen1-E1597K* catalytic mutant backgrounds was examined in combination with RNAPII mutants that exhibit either slow (*rpb1-N488D*) or fast (*rpb1-E1103G*) elongation rates. The *rpb1-E1103G*FAST mutant demonstrates increased transcription readthrough at SNR genes, and this phenotype is aggravated in the Sen1 mutant backgrounds. This suggests mutations within the Sen1 helicase domain compromise it’s activity by reducing the ability to translocate along the RNA and catch the polymerase to promote termination. Conversely, in the *rpb1-N488D*SLOW mutant, termination appears to occur in a shorter window, and the slower rate can partially complement the termination defects of the Sen1 mutant backgrounds. In this case, a slower polymerase may allow a longer time-frame for the mutant Sen1 to catch-up and promote dissociation (Hazelbaker et al., 2013). Indeed, several studies observe that RNAPII pausing is critical for efficient termination (Han et al., 2017, Collin et al., 2019, Han et al., 2020).

Sen1 has been shown to interact with the Ser5-P form of the RNAPII CTD via its N-terminal domain (Han et al., 2020). Interestingly, in the *in vitro* system, the CTD of RNAPII was not a specific requirement for Sen1 termination, however the stalling of RNAPII was essential (Porrua and Libri, 2013). Conversely, *in vivo*, disruption of the interaction between Sen1 and the Ser5-P CTD by deletion of Sen1 N-terminal incites strong termination defects at Sen1 targets. Interestingly, the recruitment of Sen1 to these genes was not affected, suggesting that this interaction functions downstream to
help elicit termination. The authors propose that the interaction helps Sen1 in terms of the kinetic competition with RNAPII elongation. It appears that in the absence of the Sen1 CTD interaction, Sen1 inefficiently tracks the polymerase, as it accumulates downstream of the early terminator regions. Once again, reducing the rate of elongation suppressed the observed termination defects (Han et al., 2020). Concordant with this kinetic competition, a recent genome-wide study has shown that phosphorylation of RNAPII CTD at Tyr1 results in pausing of the polymerase at the 5’ end of genes, a step which is required globally for efficient termination by the NNS pathway (Collin et al., 2019).

Many studies have favoured a model whereby Sen1 is recruited to NNS terminators by interactions with Nrd1 and Nab3 homodimers (Porrua and Libri, 2013). However, disruption of Sen1 Nrd1 interacting motifs (NIMs) does not impair its recruitment and only results in termination defects at a small subset of its target genes (Han et al., 2020). Thus, the physical interaction between Sen1 and Nrd1-Nab3 does not appear to be a global requirement for efficient termination. However, the presence of Nrd1 and Nab3 at NNS termination sites is required for efficient termination. Thus, these proteins must confer some role in specificity outside of a physical interaction with Sen1, for example, they could play role in slowing down RNAPII transcription to promote termination (Carroll et al., 2004, Carroll et al., 2007, Han et al., 2020).

The precise mechanism through which Sen1 stimulates dissociation of RNAPII has been the subject of extensive debate. It was speculated that this could occur in one of three ways: 1) the allosteric model proposes contacts between the polymerase and the nascent transcript are disrupted by the helicase, resulting in a conformational change; 2) the hyper-translocation/torpedo model proposes that a pushing force by the helicase causes the polymerase to move forward and dissociate; and 3) the ‘hybrid-shearing’ model suggests that the helicase disrupts the DNA:RNA hybrid within the catalytic centre of the polymerase by exerting a pulling force on the RNA. The requirement for ATP hydrolysis to provoke removal of RNAPII is reminiscent of the bacterial Rho factor. Rho translocates 5’-3’ along nascent RNA using ATP-hydrolysis and dissociates the bacterial polymerase off the DNA. In favour of the torpedo model, the Libri lab have demonstrated that Sen1 is also able to “push” stalled RNAPII, promoting its forward translocation. This ability for Sen1 to apply mechanical force
depends on the presence of both nascent RNA and ATP hydrolysis. Further experiments identified that the translocation of Sen1 along the nascent RNA specifically positions it relative to the polymerase in such a way that it can elicit termination (Han et al., 2017).

**Figure 1.14 The non-canonical pathway for RNAPII transcription termination.** The non-canonical pathway terminates short noncoding RNA species and cryptic unstable transcripts. Here, specific RNA sequences are recognised by RNA binding proteins Nrd1 and Nab3. The helicase Sen1, which interacts with the S5-P form of RNAPII is recruited to the termination site, and translocates along the nascent RNA leading to dissociation of the polymerase. The released nascent RNA is either trimmed or degraded by the nuclear exosome.

**Coupling of NNS termination with the nuclear exosome: processing and degradation and short noncoding RNAs**

Regardless of the precise mechanism leading to termination, the NNS complex plays a crucial role in coupling termination with exosome dependent processing/degradation of the released nascent RNA. By virtue of the exosome bearing the nuclear-specific Rrp6 exonuclease, snRNA and snoRNAs undergo 3’ end trimming, thus become mature species ready to carry out their biological function. On the other hand, CUTs are rapidly degraded to prevent their toxic accumulation, as unlike the small nuclear RNA species, they are not protected from complete exosomal degradation by associated ribonucleoproteins (reviewed (Ogami et al., 2018)).

The CID of Nrd1, in addition to interacting with Ser5P-RNAPII CTD also interacts with TRAMP (a co-factor of the exosome) in a mutually exclusive manner, thus
separating these interactions temporally. Like Sen1, the Trf4 subunit of TRAMP contains a NIM (Nrd1 interacting motif) that mimics the CTD. TRAMP polyadenylates the nascent RNA to direct it for processing, and this activity is stimulated by the binding of Nrd1 (Tudek et al., 2014). A subsequent study found that Nrd1 also interacts with another co-factor of the exosome, Mpp6, via a NIM, and the binding of one factor precludes the other, suggesting these reflect two parallel Nrd1 mediated pathways that couple termination to the exosome (Kim et al., 2016). Indeed, this coupling is important for efficient termination, as termination defects at NNS targets are observed in rrp6Δ cells (Fox et al., 2015).

The role of the NNS complex in fail-safe termination and attenuation

Though NNS mediated termination predominates at sn/snoRNA genes, it is also thought to act as a backup pathway when canonical termination by CPF-CF fails at a PAS. Evidence suggests that there is some functional overlap between the two pathways, as they have the ability to recognise similar sequence elements (Porrua et al., 2012). Transcription run-on assays have shown that mutations in both Sen1 and Nrd1 exacerbate readthrough transcription of a pA terminator in the absence of functional Rat1. In addition, Nrd1 appears to localise to the 3’ end of genes in rat1-l cells and is associated with Ser5-P CTD; the levels of which remain elevated in the mutant. Moreover, in a rat1-l background, the 3’ end of the readthrough transcript matched Nrd1 and Nab3 RNA recognition motifs (RRMs) in the 3’ UTR of the template (Rondón et al., 2009).

Conversely, the NNS pathway is also thought to be involved in premature termination of certain transcripts before the PAS, which in turn regulates gene expression. For example, the gene coding for Nrd1 is autoregulated by NNS-dependent attenuation. Both Nrd1 and Nab3 RRMs are present within the both 5’ UTR and the coding sequence of the NRD1 gene. These direct premature termination events, depending on the availability of NNS components within the cell for early termination. It was estimated that only approximately 20% of RNAPII molecules translocate to the 3’ end of this gene under wild type conditions, and disruption of the RRMs results in an increase in the levels of steady-state NRD1 mRNA (Arigo et al., 2006). Other genes
have since been identified that have attenuator regions that also promote premature termination by Sen1.

1.9.2 The role of Sen1 in the resolution of R loops

Accumulating evidence suggests that the absence of Sen1 helicase activity leads to the stabilisation of R loops, triggering transcription associated recombination and genome instability.

Work from the Proudfoot lab indicates that Sen1 is a key player in the removal of R loops formed during transcription (Mischo et al., 2011). Cells carrying the sen1-1 allele (G1747D mutation in the helicase domain) show a hyperrecombination phenotype, which was exacerbated by increases in both the length and transcription rate of a gene. R loops were observed across the recombining sequences via DRIP-seq, and the increased levels of recombination were suppressed by overexpression of RNase H (Mischo et al., 2011).

Importantly, overexpression of the Sen1 helicase domain was also able to suppress the hyperrecombination phenotype of both sen1-1 and mft1Δ cells (a mutant which has increased R loops but no termination defect), suggesting that Sen1 helicase activity is able to directly constrain the formation of R loops in addition to its role in termination (Mischo et al., 2011). Interestingly, the genetic interactions of sen1-1, which is synthetic defective in combination with genes involved in homologous recombination, suggests that the sensing and repair of DSBs is essential for viability in this background. Synthetic lethality was observed in combination with rad50Δ and mre11Δ, and increased sensitivity to replication stress with sgs1Δ, srs2Δ and rad52Δ (Mischo et al., 2011).

Interestingly, staining the nuclei of rnh1Δ rnh2Δ cells with an antibody against R loops shows that they form across the whole genome (Wahba et al., 2011). Mapping the genome wide distribution of R loops determined hybrid-prone regions, particularly across highly transcribed genes (El Hage et al., 2014). However, under normal conditions i.e. in the presence of RNase H, any R loops are quickly removed. A study from the Koshland lab found that in a rnh1Δ rnh2Δ background, only a subset of cells
experience DNA damage, indicating R loops are not converted to damage efficiently in this background (Amon and Koshland, 2016). On the other hand, when Sen1 is also depleted (using an auxin degron); in every cell, an accumulation of irreparable DNA damage occurs at multiple loci, resulting in lethality. The authors conclude this is likely due to the fact that the depletion of Sen1 is removing a second potential mechanism for R loops removal, thus resulting in their stabilisation, sensitising them to damage. They argue it is unlikely to be due to defects in termination, as sen1-AID cells show termination defects but remain viable following transient depletion of Sen1 when the RNase H enzymes are present. In rnh1Δ rnh2Δ sen1-AID cells, the damage was shown to be accrued during S phase, and often in regions where replication forks are likely to clash with transcription head-on. The fact that not all hybrid forming-regions accumulated DNA damage in sen1-AID rnh1Δ rnh2Δ cells suggests that additional features, for the example proximal chromatin environment, may predispose some R loop forming regions as hotspots for DNA damage (Costantino and Koshland, 2018).

As sen1-1 shows both an accumulation of R loops and termination defects, this suggests the helicase domain of Sen1 may mediate two important activities; resolution of co-transcriptional R loops and its terminator function (Porrua and Libri, 2013, Han et al., 2017). Thus, several important questions are yet to be resolved; including whether these two functions are genetically separable, and to what extent the increase in R loops observed in Sen1 mutants is a consequence of R-loops resolution defects, or instead a consequence of transcription termination defects (Porrua et al., 2016).
1.9.4 The Role of Sen1 in DNA repair

Sen1 has also been implicated in the process of transcription-coupled nucleotide excision repair (TC-NER). This pathway removes bulky lesions induced by UV irradiation and other agents that are encountered by the transcription machinery on the template strand of a transcribed gene. A strong interaction between the N-terminal of Sen1 and the endonuclease Rad2 (responsible for 3’ cleavage of the lesion site) was initially shown by yeast-two-hybrid. Interestingly, at semi-permissive temperature, the sen1-1 mutant does not display sensitivity to UV light, however its dysfunction exacerbates the UV-induced growth defects of rad2Δ cells. This suggests that it may play some redundant role in TC-NER (Ursic et al., 2004). Indeed Rad26, a DNA-dependent ATPase has been shown to indirectly facilitate TC-NER by antagonising proteins involved in suppressing the pathway (Li, 2015). However, evidence suggests that compared with Rad26, Sen1 has a more direct role in TC-NER (Li et al., 2016).

It appears that the helicase activity of Sen1 does not play a major role in TC-NER, as mutations within the catalytic domain that compromise its ATPase activity only result in extremely mild TC-NER defects. However, cells lacking the N-terminal of Sen1 (NtΔ) display a significant reduction in the repair of UV induced lesions on the transcribed strand, highlighting this region as important. In addition, cells lacking the extreme C-terminal (downstream of the essential region and NLS, CtΔ) also showed defects, though milder. In sen1NtΔCtΔ cells, the defects in TC-NER are partially restored by deletion of the TC-NER pathway repressor SPT4. As deletion of SPT4 rescues the TC-NER defects in rad26Δ cells (where Rad26 is an antagonist of Spt4), this suggests that part of Sen1 function in TC-NER may be to similarly antagonise repressors, but it could also have another more direct role as the defects are not fully complemented. In addition, when combined with rpb9Δ (a subunit of RNAPII, shown to be essential for an alternative TC-NER sub pathway that is independent from Rad26), sen1NtΔCtΔ cells are inviable (Li et al., 2016).

Interestingly, the sen1NtΔCtΔ strain increased the sensitivity to UV irradiation in cells defective in other NER sub pathways, including a rad7Δ rad26Δ double mutant, where Rad7 is essential for all other genomic NER. Thus, Sen1 may
also play a role in a TC-NER-independent pathway to repair UV induced lesions (Li et al., 2016).

A more recent study has shown that Sen1 is also involved in promoting high fidelity repair of DSBs. It was shown to be recruited to double strand break sites by the Mre11 subunit of the MRX complex (which is involved in end resection). Using the HO endonuclease to generate a single double strand break in the yeast MAT locus (HO-DSB), R loops were found to accumulate on both sides of the HO-DSB following the depletion of Sen1. Interestingly, in sen1-1 cells, these elevated hybrid levels lead to increased resection and generation of ssDNA at the break site; priming a non-canonical mechanism for end resection that depends on Mre11 and Dna2. Though this alternative resection pathway did not significantly limit homology directed repair when compared with functional Sen1 cells, the authors observed there was a significant increase in mutagenic non-homologous end joining events as a result of Ku70 accumulation (which acts as a scaffold for NHEJ proteins until it is outcompeted by MRX to promote HR) (Rawal et al., 2020). Thus, they suggest that Sen1, which physically interacts with Mre11, resolves DNA:RNA hybrids which otherwise hinder the activity of Mre11 in overcoming the Ku barrier to promote HR over NHEJ (Yüce and West, 2013, Rawal et al., 2020). Whether the potential DNA repair roles of Sen1 are conserved in humans and are relevant to the pathology of the associated diseases is the subject of ongoing study.

1.9.5 The role of Sen1 during DNA replication

Importantly, in addition to its role in transcription, Sen1 and its human orthologue Senataxin have also been linked to DNA replication. In HeLa cells, an accumulation of nuclear Senataxin foci has been observed during S/G2, the time at which DNA synthesis is occurring. Their formation is increased in response to DNA damage induced by various agents, as well as during replication stress resulting in impaired fork progression. These foci were found to colocalise with the DNA damage markers 53BP1 and γH2AX. Both transcription shut-off and global digestion of R loops by RNase H1 diminished these nuclear foci, and conversely; increasing the levels of R loops by inhibiting Topoisomerase I results in concomitant increase of Senataxin foci, thus linking these foci to the formation of transcription induced R loops. Taken
together, this suggests that Senataxin plays a role in coupling the DNA damage response with transcription and replication stress. As such, it may help to maintain genome stability at a time when the transcription and replication machinery are likely to collide with one another and induce the formation of deleterious R loops (Yüce and West, 2013).

Further studies in yeast also point towards a replication-specific role for Sen1. Evidence for the localisation of Sen1 to replication forks was first described by Alzu et al., where chromatin immunoprecipitation and DNA microarrays (ChIP-chip) was used to analyse the distribution patterns of Sen1 and Nrd1 across the *S. cerevisiae* genome (Alzu et al., 2012). To identify regions of actively replicating chromosomal DNA, indicative of replication fork progression, BrdU-IP-ChIP was used; where newly synthesised DNA is labelled via BrdU incorporation for immunoprecipitation (Viggiani et al., 2010). These analyses showed that in both perturbed (HU-treated) and unperturbed conditions, Sen1 clusters correlate with replicating chromatin, and interestingly, this localisation with forks is independent from Nrd1 (Alzu et al., 2012). In addition, though origin firing is unaffected in *sen1*-1 cells, the level of BrdU incorporation was reduced at the highly transcribed *PDC1* locus. 2D gel analysis was used to observe forks oriented head-on relative to *PDC1* transcription in Sen1 depleted cells. An accumulation of arrested forks, concomitant with an increase in ssDNA suggests that Sen1 is important for facilitating fork progression across this highly transcribed gene, thus explaining the decreased BrdU incorporation exhibited by helicase impaired *sen1*-1 cells. Finally, the Sen1 depleted cells rely on either functional fork protection mechanisms or the local firing of neighbouring back-up origins to rescue *PDC1* stalled forks. Interestingly, within the same replicon, advancement of the sister fork was also shown to be affected (Brambati et al., 2018). Moreover, immunoprecipitation of DNA:RNA hybrids and qPCR showed R loops are enriched at the *PDC1* locus in Sen1 depleted cells, both in unperturbed and HU-treated conditions (Alzu et al., 2012).

In agreement with the proposed role of Sen1 in facilitating fork progression, at non-permissive temperature, *sen1*-1 cells exhibit slower kinetics through S phase, terminal G2 arrest and activation of the Rad53 checkpoint kinase (Alzu et al., 2012). Finally, *sen1*-1 cells depend on a number of DNA repair proteins for viability, including HR
genes, and genetically interacts with various replisome components (Alzu et al., 2012, Mischo et al., 2011). Considering this data, the authors concluded that a fraction of Sen1 travels with forks and helps to maintain genomic stability, particularly when forks collide head on with transcription bubbles at highly transcribed RNAPII genes and generate stable R loops (Alzu et al., 2012). However, examining the role of Sen1 at replication forks comes with extreme difficulty. So far, it has been impossible to tease apart whether the defects observed during DNA replication in Sen1 mutants are a direct result of its role at replication forks, or whether they are an indirect result of deregulating its role in the removal of R loops or the termination of transcription.

Our lab has since identified that Sen1 co-purifies with the eukaryotic replisome during S phase in *S. cerevisiae*, and this introductory section will briefly describe the previous work carried out in the lab (by R. Appanah, G. De Piccoli, published in (Appanah et al., 2020)), from which the experiments and results described this thesis originated. Sen1 was initially identified as one of the proteins pulled down with the core replisome by mass spectrometry (MS) screens of S phase extracts using the CMG components Sld5 and Mcm4 as bait. This interaction was confirmed by immunoprecipitation (IP) of the GINS component Sld5 and immunoblotting for Sen1. Furthermore, pulldown of N-terminally TAP-tagged Sen1 from G1, S and G2 cell extracts revealed that Sen1 co-IPs with replisome components specifically during S phase. Importantly, the interaction of Sen1 with these replisome components does not depend on Nrd1 or Nab3, and IPs of the *rpb1-1* allele (where RNAPII is no longer present on chromatin (Zanton and Pugh, 2006, Kim et al., 2010)) also revealed that Sen1 replisome binding is independent from RNAPII transcription (Appanah et al., 2020).

To further characterise this interaction, several fragments of Sen1 (summarised in fig 1.15), N-terminally fused with TAP were tested to identify the minimal domain required for association of Sen1 with the replication machinery. These were designed to span either the N-terminal domain, the essential helicase domain, or both. IPs of S phase cells expressing these fragments revealed that the N-terminal domain of Sen1, comprising residues 2-931, is both necessary and sufficient for binding to the replisome during S phase (Appanah et al., 2020).
Figure 1.15 Schematic of Sen1 fragments assessed for replisome binding in G1 and S phase. Various fragments of Sen1 N-terminally tagged with TAP were ectopically expressed at the *LEU2* locus under control of the strong inducible *GAL1* promoter.

Additional experiments were then carried out in order to identify the potential Sen1 binding partners. MS analysis to compare IPs of Sen1 (2-931) during G1 and S phase found that as expected, Sen1 N-terminal co-purifies with all replisome components during S phase, however it also interacts with Ctf4 and GINS during G1. Importantly, IPs showed that the interaction with GINS is lost in the absence of Ctf4, however Ctf4 association is unaffected by inactivation of GINS (Appanah et al., 2020). Hence, Ctf4 was identified as a candidate Sen1 binding partner.

Figure 1.16 The N-terminal domain of Sen1 interacts with the replisome during S phase via Ctf4 and Mrc1. The described strains were grown in YPRaf and synchronised in G1 by the addition of alpha factor. At this stage the G1 samples were collected. For S phase samples, cells were maintained in G1 for 35mins in YPGal to induce expression of the E3 ubiquitin ligase Ubr1 and the Sen1 fragment. The arrested cells were then shifted to 37°C to degrade the degron tagged *sld3-7* allele, before releasing into S phase and harvesting after 20mins. Immunoblot analysis probing for various replisome components is shown. During S phase, the N-terminal domain of Sen1 binds to the replisome. In the absence of origin firing,
Sen1 maintains some level of affinity for Mrc1, which is increased in the absence of Ctf4. (Note, G1 samples were collected before induction of the Sen1 construct). Asterix indicates a non-specific band, arrow indicates protein of interest (Appanah et al., 2020).

However, during S phase, although deletion of CTF4 significantly reduces co-precipitation of the replisome with Sen1 (2-931), the association is not completely lost, indicating other binding partners may exist. Consequently, sld3-7-td cells, where the cell extract enters S phase, but origin firing does not occur (meaning the replisome does not form) were used to search for other possible candidates. In this background, Sen1 (2-931) was also found to co-purify with the replisome component Mrc1 in addition to Ctf4 and GINs, implicating Mrc1 as another potential binding partner. The binding of Mrc1 was maintained in the absence of Ctf4 (fig 1.16). Interestingly, in ctf4Δ mrc1-AID cells (the degron was used as the double deletion mutant is lethal (Gambus et al., 2009), though co-purification of the replisome was significantly reduced, a low level of binding is still observed {Appanah, 2020 #762). This suggests that the association between Sen1 and the replisome occurs mainly via Ctf4 and Mrc1, but other, currently unidentified partners may also exist.

1.9.6 The sensor-3 allele: teasing apart the replication and termination roles of Sen1

As Sen1 has both low cellular abundance and processivity, travelling with replisomes offers an attractive mechanism through which it can be quickly recruited to sites where its biological function is required. However, simply disrupting the activity of Sen1 would not allow illumination of the significance of its localisation to forks, as any replication defects could be an indirect result of disrupting its other functions; for example, termination. With the aim of developing a mutant to help understand the mechanism and significance of Sen1 at forks, as a first step, our lab mapped the minimal interacting domain between Sen1 and the replisome to the N-terminal of the protein (as discussed in the previous section). Further mini-truncations within this region found residues 622-931 to be the shortest fragment still able to support replisome binding (Appanah et al., 2020). The N-terminal domain of Sen1 is predicted to contain several Armadillo repeat motifs (ARMs). Though the primary sequence of these motifs is degenerate, each repeat typically spans approximately 40 residues that
fold in a highly conserved tertiary structure comprising three alpha helices. The tandem ARM repeats further fold and interact with one another to form a compact super-helix of the helices (Huber et al., 1997). Residues conserved among close yeast relatives within the minimal interacting 622-931 fragment, that are predicted to occur on the surface of the ARM superhelix, were mutated and assessed for replisome binding. Excitingly, the sen1-3 mutant (*W773A E774A W777A*) was exclusively unable to support replisome binding (fig 1.17). Crucially, this mutant still maintained binding to RNAPIIRpo21 at a level equivalent to the wild type protein (Appanah et al., 2020).

![Figure 1.17 Schematic of Sen1 replisome association and the sen1-3 allele.](image)

During S phase, Sen1 binds to the replisome via Ctf4 and Mrcl (and possibly other replisome components). The sen1-3 mutant which has a mutation in the N-terminal domain of the protein (*W773A E774A W777A*) is no longer able to associate with replication forks.

To further identify if sen1-3 is a separation of function mutant, the ability of this allele to support RNAPII transcription termination was examined. Two model NNS-target genes were selected (the small nucleolar RNA *SNR13* and the CUT *NEL025c*) for analysis by qRT-PCR in *SEN1*, *sen1-1* and *sen1-3* cells. In contrast to *sen1-1* cells, which show strong defects in transcription termination at non-permissive temperatures, no significant difference in readthrough transcription was detected in the *sen1-3* background compared with wild type, even in the absence of *UPF1* (which
can direct longer readthrough transcripts for degradation via the nonsense mediated decay pathway). Finally, CRAC experiments (crosslinking and analysis of cDNA) were performed to map the distribution of RNAPII genome wide. UV crosslinked protein-RNA complexes were purified using IgG beads directed against Rpo21 and fractionated to obtain the RNAPII containing fraction. Following digestion of any protein in the sample, the purified RNAs were reverse transcribed, and the cDNA sequenced and quantified. Metagene analysis was carried out; revealing no difference in the mean CRAC read-counts between the SEN1 and sen1-3 profiles at a set of validates CUTs. On the other hand, a control strain depleted of Nrd1 shows a strong termination defect, with elevated RNAPII levels downstream of the transcription end site (Appanah et al., 2020). Thus, the sen1-3 allele is a useful tool for studying the role of Sen1 at replication forks without affecting the catalytic activity of the protein.

1.10 Conservation of Sen1

Sen1 is evolutionarily conserved among most eukaryotes. The preserved domain structure, where N- and C-terminal domains mediate protein interactions, along with its highly conserved ATPase helicase domain suggests Sen1 may have evolved to carry out similar functions. Indeed, in Sz. pombe, the sen1+ gene encodes an orthologue of Sen1 with 31% sequence homology. Importantly, Sen1Sz.pombe has been shown to possess ATP-dependent 5'-3' DNA and RNA helicase activity in vitro. SEN1 is not an essential gene in Sz. pombe, however it has a paralog Dbl8 (which also has ~30% sequence homology with S. cerevisiae Sen1 (Kim et al., 1999a).

Senataxin is the human orthologue of S. cerevisiae Sen1, encoded by the SETX gene. Mutations within Senataxin have been associated with the neurodegenerative diseases; juvenile onset autosomal recessive ataxia oculomotor apraxia type 2 (AOA2) and autosomal dominant amyotrophic lateral sclerosis type 4 (ALS4). However, though some of the mutations resulting in these diseases have been mapped to the N-terminal and helicase domain of the protein, the exact mechanism leading to these pathologies has yet to be elucidated. Between S. cerevisiae Sen1 and Senataxin, there is approximately 30% sequence identity within the highly conserved helicase domain. This suggests some functions of the helicase domain are likely to be conserved in
higher eukaryotes (Leonaitè et al., 2017, Bennett and La Spada, 2015). Indeed, though Senataxin is not required for termination of SNR genes as in yeast, its helicase activity has been implicated in the termination of some RNAPII transcribed genes. As mentioned previously, studies in S. cerevisiae have shown that Sen1 can cooperate with the Rat1 exonuclease for efficient termination across some protein coding genes, and mutation of Sen1 helicase domain exacerbates transcription readthrough in a background where Rat1 is also disrupted (Kawauchi et al., 2008). In HeLa cells, the knockdown of SETX also results in readthrough transcription, and indeed alters the distribution of RNAPII, leading to its accumulation downstream of the poly(A) site. Interestingly, in this study, R loops were shown to form in a transcription dependent manner across the gene body, and in Senataxin depleted cells, R loops accumulated upstream at the G-rich pause elements. Somewhat surprisingly, overexpression of RNase H to resolve R loops also resulted in termination defects. Thus, it appears that both the formation of R loops at terminator regions (likely to promote polymerase pausing), and then their subsequent resolution by Senataxin are both crucial steps for termination at these G-rich pause sites. The recruitment of Xrn2 (the human orthologue or Rat1) to these regions is severely compromised in SETX knockdown cells, implying the resolution of R loops at these regions by Setx promotes Xrn2-mediated degradation by releasing the nascent transcript, allowing access to the 5’ hydroxy group for the 5’-3’ exonuclease (Skourtì-Stathaki et al., 2011). Thus, similar to Sen1, it appears Senataxin plays a role in canonical transcription termination by Rat1/Xrn2 in human cells.

Finally, of direct interest to the work carried out in this thesis, Senataxin has been demonstrated to form nuclear foci during S/G2, which co-localise with 53BP1, a protein that responds to DNA damage. These foci are increased following treatment with aphidicolin, an inhibitor of the replicative polymerases which leads to fork stalling; thus, linking them to replication stress. Interestingly, the Senataxin foci were reduced by treatment with RNase H, and inhibition of RNAPII transcription using α-amanitin suppressed their induction. Thus, their formation appears to be linked to transcription-induced R loops and replication stress. This is consistent with the proposed model that Sen1 may remove R loops at sites of fork-stalling transcription replication collisions (Yüce and West, 2013, Alzu et al., 2012).
Aims of this thesis

My PhD project has focused on the role of the conserved DNA:RNA helicase Sen1 during DNA replication. Much evidence suggests that Sen1 is important for genome stability. So far, cells with mutant Sen1 variants have been shown to:

- Exhibit defects in the termination of both coding and noncoding RNAPII transcription
- Accumulate deleterious R loops
- Accumulate abnormal replication fork intermediates
- Exhibit a prolonged S phase, terminal G2 arrest and activation of the Rad53 checkpoint kinase
- Genetically interact with genes involved in DNA repair

Interestingly, in *S. cerevisiae*, Sen1 has been shown to localise to replication forks. Little is known about how eukaryotic forks deal with barriers that impede their progression, including the transcription machinery and co-transcriptional R loops. Also, understanding the biological significance of this localisation could be interesting in light of Senataxin involvement in human disease.

My PhD project aimed to answer two important questions:

1) **What is the biological relevance of Sen1 association with the replisome?**

   Previous work in the lab generated the *sen1*-3 mutant, which can no longer bind to the replisome, but retains full capability of its transcription termination function. Thus, this mutant was used as a tool to investigate the loss of Sen1 from forks without affecting its catalytic activity. I aimed to elucidate any fork-specific role by analysing the phenotypes of *sen1*-3 combined with various DNA replication and RNA metabolism mutants.

2) **What is the mechanism of interaction between Sen1 and the replisome and how is the interaction regulated by the cell cycle?**
It has already been demonstrated that Sen1 associates with replication forks via an interaction between its N-terminal domain and the replisome components Ctf4 and Mrc1. However, several aspects of the interaction between Sen1 and the replisome are still poorly understood. In fact, while the N-terminal domain of Sen1 can interact with Ctf4 and Mrc1 throughout the cell cycle, full length Sen1 binding is restricted to S phase. Moreover, additional components of the replisome are predicted to interact with Sen1, but their identity and mechanism of interaction is currently unknown. Thus, through biochemical analysis, I aimed to further characterise this interaction and understand how it is regulated by the cell cycle.
Chapter 2: Materials and methods

2.1 Yeast methods and techniques

2.1.1 Growth of yeast strains

*S. Cerevisiae* strains were stored as 25% (v/v) glycerol suspensions at -80°C. Stocks were grown by streaking a small amount onto solid non-selective YPD medium at 30°C (or 24°C for heat sensitive strains) and incubated until colonies of the desired size were obtained. Individual colonies were then inoculated into liquid YP medium supplemented with the appropriate sugar (glucose, galactose or raffinose) to 2% (v/v) for subsequent experiments.

Transformants containing constructs under control of the inducible *GAL1* promoter were grown in 2% (v/v) YP raffinose as a neutral carbon source to suppress induction of the constructs, or 2% (v/v) YP galactose to induce expression of the constructs. Strains were derived from W303-1a (*leu2-3,112 trp1-1 kan1-100 ura3-1 ade2-1 his3-11,15, rad5-535*), and so require medium supplemented with the additional amino acids for growth, allowing for the use of auxotrophic markers. Transformants with a marker gene, which encodes an enzyme that is necessary for the synthesis of a selected amino acid are able be selected for by their growth on medium deficient of that amino acid. *hphNT* or *kanMX* cassettes were used to select for antibiotic resistance, where cells were grown on YPD medium supplemented with either HygromycinB (Hygromycin B Gold™, InvivoGen) or G418 (Invitrogen) respectively.

### Table 2.1 List of strains used in this study

<table>
<thead>
<tr>
<th>Strain No.</th>
<th>Genotype</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MATα</td>
<td>Lab collection</td>
</tr>
<tr>
<td>6</td>
<td>MATα</td>
<td>Lab collection</td>
</tr>
<tr>
<td>16</td>
<td>MATα rad51Δ::kanMX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>22</td>
<td>MATα TAP-SLD5 (kanMX) pep4Δ::URA3 ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>55</td>
<td>MATα/MATα</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>MATa pep4Δ::ADE2+</th>
<th>Lab collection</th>
</tr>
</thead>
<tbody>
<tr>
<td>239</td>
<td>MATa rad18A::hphNT</td>
<td>Lab collection</td>
</tr>
<tr>
<td>716</td>
<td>MATa mph1Δ::kanMX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>792</td>
<td>MATa rad52A::kanMX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1175</td>
<td>MATa top1Δ::kanMX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1353</td>
<td>MATa SEN1-TAP (kanMX) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1852</td>
<td>MATa leu2-3,112:: GAL_TAP_empty (LEU2+) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1941</td>
<td>MATa leu2-3,112:: GAL-TAP-Sen1 (2-2231) (LEU2+) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1942</td>
<td>MATa leu2-3,112:: GAL-TAP-Sen1 (2-1901) (LEU2+) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1943</td>
<td>MATa leu2-3,112:: GAL-TAP-Sen1 (931-2231) (LEU2+) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1956</td>
<td>MATa leu2-3,112:: GAL-TAP-Sen1 (2-1103) (LEU2+) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>1957</td>
<td>MATa leu2-3,112:: GAL-TAP-Sen1 (2-931) (LEU2+) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2201</td>
<td>MATa SEN1-TAP (kanMX) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2222</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2277</td>
<td>MATa hpr1Δ::kanMX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2337</td>
<td>MATa mph1Δ::kanMX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2584</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2607</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) W773A E774A W777A (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2609</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) D850A E851G V852A L853G L854A (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2734</td>
<td>MATa mh1Δ::hphNT mh201Δ::HISMX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2756</td>
<td>MATa mh1Δ::hphNT mh201Δ::HISMX sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) W773A E774A W777A (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2757</td>
<td>MATa mh1Δ::hphNT mh201Δ::HISMX sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) W773A E774A W777A (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2758</td>
<td>MATa mh1Δ::hphNT mh201Δ::HISMX sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) D850A E851G V852A L853G L854A (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2794</td>
<td>MATa td-sld3-7 (kanMX) GAL1-UBR1 (HIS3MX) pep4Δ::ADE2+ SEN1-TAP (kanMX)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2795</td>
<td>MATa td-sld3-7 (kanMX) GAL1-UBR1 (HIS3MX) pep4Δ::ADE2+ MCM4-SFLAG (hphNT)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2801</td>
<td>MATa CTF4-9MYC (kanMX) pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2808</td>
<td>MATa SEN1-TAP (kanMX)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2810</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2859</td>
<td>MATa SEN1-TAP (kanMX) mrc1Δ::hphNT</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2861</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) mrc1Δ::hphNT</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2863</td>
<td>MATa SEN1-TAP (kanMX) rm3Δ::hphNT</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2865</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rm3Δ::hphNT</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2867</td>
<td>MATa SEN1-TAP (kanMX) tof1Δ::HIS3MX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2868</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) tof1Δ::HIS3MX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2876</td>
<td>MATa SEN1-TAP (kanMX) RAD52-GFP (K.I.TRP1+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2878</td>
<td>MATa SEN1-TAP (kanMX) pif1Δ::HIS3MX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>2880</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) pif1Δ::HIS3MX</td>
<td>Lab collection</td>
</tr>
<tr>
<td>Line</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>2882</td>
<td>MATa SEN1-TAP (kanMX) sgs1Δ::URA3-CP This study</td>
<td></td>
</tr>
<tr>
<td>2884</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) sgs1Δ::URA3-CP This study</td>
<td></td>
</tr>
<tr>
<td>2890</td>
<td>MATa SEN1-TAP (kanMX) top1Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2892</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) top1Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2894</td>
<td>MATa SEN1-TAP (kanMX) srs2Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2896</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) srs2Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2897</td>
<td>MATa SEN1-TAP (kanMX) rad51Δ::kanMX Pol2(K.l.TRP1+) This study</td>
<td></td>
</tr>
<tr>
<td>2898</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rad51Δ::kanMX Pol2(K.l.TRP1+) This study</td>
<td></td>
</tr>
<tr>
<td>2904</td>
<td>MATa SEN1-TAP (kanMX) rad50Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2906</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rad50Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2934</td>
<td>MATa SEN1-TAP (kanMX) mec1-100 (LEU2+, HIS3MX) sm1Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2936</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) mec1-100 (LEU2+, HIS3MX) sm1Δ::kanMX This study</td>
<td></td>
</tr>
<tr>
<td>2945</td>
<td>MATa SEN1-TAP (kanMX) rad53Δ::ADE2+ sm1Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>2947</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rad53Δ::ADE2+ sm1Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>2947</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) sm1Δ::HIS3MX rad53Δ::ADE2+ This study</td>
<td></td>
</tr>
<tr>
<td>2953</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.l.TRP1+) This study</td>
<td></td>
</tr>
<tr>
<td>2955</td>
<td>MATa SEN1-TAP (kanMX) ctf18Δ::K.l.TRP1+ This study</td>
<td></td>
</tr>
<tr>
<td>2957</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) ctf18Δ::K.l.TRP1+ This study</td>
<td></td>
</tr>
<tr>
<td>2959</td>
<td>MATa SEN1-TAP (kanMX) fob1Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>2961</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) fob1Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>2963</td>
<td>MATa SEN1-TAP (kanMX) rad9Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>2965</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rad9Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>2967</td>
<td>MATa SEN1-TAP (kanMX) rad24Δ::hphNT This study</td>
<td></td>
</tr>
<tr>
<td>2969</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rad24Δ::hphNT This study</td>
<td></td>
</tr>
<tr>
<td>3049</td>
<td>MATa SEN1-TAP (kanMX) mec1Δ::ADE2+ sm1Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>3051</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) mec1Δ::ADE2+ sm1Δ::HIS3MX This study</td>
<td></td>
</tr>
<tr>
<td>3057</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.l.TRP1+) mrc1Δ::hphNT This study</td>
<td></td>
</tr>
<tr>
<td>3062</td>
<td>MATa SEN1-TAP (kanMX) RAD52-GFP (K.l.TRP1+) ctf18Δ::K.l.TRP1+ This study</td>
<td></td>
</tr>
<tr>
<td>3126</td>
<td>MATa SEN1-TAP (kanMX) GAL-TIR1 (K.l.TRP1+) mhr1-AID (hphNT) mh201-AID (HIS3MX) This study</td>
<td></td>
</tr>
<tr>
<td>3128</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) GAL-TIR1 (K.l.TRP1+) mhr1-AID (hphNT) mh201-AID (HIS3MX) This study</td>
<td></td>
</tr>
<tr>
<td>3134</td>
<td>MATa SEN1-TAP (kanMX) RAD52-GFP (K.l.TRP1+) mrc1Δ::hphNT This study</td>
<td></td>
</tr>
<tr>
<td>3148</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.l.TRP1+) ctf18Δ::K.l.TRP1+ This study</td>
<td></td>
</tr>
<tr>
<td>3168</td>
<td>MATa sen1Δ::URA3-CP leu2-3,112 :: ACT1-3HA-SEN1 (2-2231) (LEU2+) mhr1Δ (hphNT) mh201Δ (hphNT) This study</td>
<td></td>
</tr>
<tr>
<td>3169</td>
<td>MATa sen1Δ::URA3-CP leu2-3,112 :: ACT1-3HA-SEN1 (2-2231) (LEU2+) mhr1Δ (hphNT) mh201Δ (hphNT) This study</td>
<td></td>
</tr>
<tr>
<td>3166</td>
<td>MATa leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) mrc1Δ::hphNT pep4Δ::ADE2+ This study</td>
<td></td>
</tr>
<tr>
<td>3187</td>
<td>MATa leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) mrc1Δ::hphNT pep4Δ::ADE2+ This study</td>
<td></td>
</tr>
<tr>
<td>3188</td>
<td>MATa leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) ctf4Δ::hphNT pep4Δ::ADE2+ This study</td>
<td></td>
</tr>
<tr>
<td>3224</td>
<td>MATa SEN1-TAP (kanMX) mec1Δ::ADE2+ sm1Δ::HIS3MX tel1Δ::hphNT This study</td>
<td></td>
</tr>
<tr>
<td>3226</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) mec1Δ::ADE2+ sm1Δ::HIS3MX tel1Δ::hphNT This study</td>
<td></td>
</tr>
<tr>
<td>3228</td>
<td>MATa SEN1-TAP (kanMX) tel1Δ::hphNT This study</td>
<td></td>
</tr>
<tr>
<td>Line</td>
<td>Text</td>
<td>Notes</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>-------</td>
</tr>
<tr>
<td>3230</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) tel1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3232</td>
<td>MATa SEN1-TAP (kanMX) smi1Δ::HIS3MX</td>
<td>This study</td>
</tr>
<tr>
<td>3234</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) smi1Δ::HIS3MX</td>
<td>This study</td>
</tr>
<tr>
<td>3281</td>
<td>MATa leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) cftr4Δ::kanMX pep4Δ::ADE2+</td>
<td>Lab collection</td>
</tr>
<tr>
<td>3283</td>
<td>MATa SEN1-TAP (kanMX) cftr4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3285</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) cftr4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3299</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) pf1Δ::kanMX rm3Δ (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3313</td>
<td>MATa leu2-3,112 :: GAL1-3HA-MRC1 (1-1418) (LEU2+) pep4Δ::ADE2+ mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3466</td>
<td>MATa SEN1-TAP (kanMX) pf1Δ::kanMX rm3Δ (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3563</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (2-927) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3566</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (1-1418) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3567</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (1-843) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3568</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (1-1096) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3569</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (140-1096) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3570</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (812-1096) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3571</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (752-1096) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3572</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (2-927) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3573</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (951-927) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3574</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (426-927) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3575</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (783-927) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3587</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (1-219) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3588</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (1-655) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3589</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-1901) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (567-1096) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3591</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (2-1096) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>3669</td>
<td>MATa SEN1-TAP (kanMX) rpb1Δ::hphNT leu2-3,112 :: RPB1 (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>3672</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rpb1Δ::hphNT leu2-3,112 :: RPB1 (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>3675</td>
<td>MATa SEN1-TAP (kanMX) rpb1Δ::hphNT leu2-3,112 :: rpb1-1103G (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>3679</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rpb1Δ::hphNT leu2-3,112 :: rpb1-1103G (LEU2+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>3690</td>
<td>MATa SEN1-TAP (kanMX) rpb1Δ::URA3-CP trp1-1 :: rpb1-1108G (K1.TRP1+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>3698</td>
<td>MATa SEN1-TAP (kanMX) leu2-3-112 :: GAL1-RNH1 (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3700</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) leu2-3-112 :: GAL1-RNH1 (2-348) (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3709</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rpb1Δ::URA3-CP trp1-1 :: rpb1-1108G (K1.TRP1+)</td>
<td>Lab collection</td>
</tr>
<tr>
<td>3715</td>
<td>MATa SEN1-TAP (kanMX) rnh201Δ::HIS3MX</td>
<td>This study</td>
</tr>
<tr>
<td>3717</td>
<td>MATa SEN1-TAP (kanMX) rnh1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3719</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rnh1Δ::HIS3MX</td>
<td>This study</td>
</tr>
<tr>
<td>3720</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rnh201Δ::HIS3MX</td>
<td>This study</td>
</tr>
<tr>
<td>3721</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rnh1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>Line</td>
<td>Description</td>
<td>Notes</td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td>-------</td>
</tr>
<tr>
<td>3732</td>
<td>MATA SEN1-TAP (kanMX) rnh1Δ::hphNT mnh201Δ::HIS3MX leu2,3-112 :: GAL1-RNH1 (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3734</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) mnh1Δ::hphNT mnh201Δ::HIS3MX leu2,3-112 :: GAL1-RNH1 (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3741</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3742</td>
<td>MATA SEN1-TAP (kanMX) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3745</td>
<td>MATA sen1Δ::URA3-CF leu2,3-112 :: SEN1 (W773A E774A W777A)-TAP (LEU2+) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3782</td>
<td>MATA SEN1-TAP (kanMX) mlp1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3790</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) mlp1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3804</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) leu2,3-112 :: GAL1-RNH1 (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3808</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) leu2,3-112 :: GAL1-RNH1 (LEU2+) mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3813</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) leu2,3-112 :: GAL1-RNH1 (LEU2+) mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3816</td>
<td>MATA SEN1-TAP (kanMX) mlp1Δ::hphNT mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3817</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) mlp1Δ::hphNT mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>3847</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) mrc1Δ::hphNT GPD_empty (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3848</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) mrc1Δ::hphNT GPD-hRNH1 (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3849</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) ctf1Δ::K.I.TRPl+ GPD_empty (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3850</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) ctf1Δ::K.I.TRPl+ GPD-hRNH1 (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3851</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) GPD_empty (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3852</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) GPD-hRNH1 (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3853</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) GPD_empty (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3854</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) GPD-hRNH1 (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3855</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) mrc1Δ::hphNT GPD_empty (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3856</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) mrc1Δ::hphNT GPD-hRNH1 (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3857</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) ctf1Δ::K.I.TRPl+ GPD_empty (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3858</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) ctf1Δ::K.I.TRPl+ GPD-hRNH1 (HIS3MX)</td>
<td>This study</td>
</tr>
<tr>
<td>3902</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) leu2,3-112 :: GAL1-RNH1 (LEU2+) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3904</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) leu2,3-112 :: GAL1-RNH1 (LEU2+) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3927</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3930</td>
<td>MATA SEN1-TAP (kanMX) RAD52-GFP (K.I.TRPl+) hpr1Δ::kanMX leu2,3-112 :: GAL1-RNH1 (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3932</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>3935</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) hpr1Δ::kanMX leu2,3-112 :: GAL1-RNH1 (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3936</td>
<td>MATA SEN1 (W773A E774A W777A)-TAP (kanMX) RAD52-GFP (K.I.TRPl+) leu2,3-112 :: GAL1-RNH1 (LEU2+)</td>
<td>This study</td>
</tr>
<tr>
<td>3955</td>
<td>MATA MRC1-18MYC (K.I.TRPl+) pep4Δ::ADE2+ Lab collection</td>
<td></td>
</tr>
<tr>
<td>4018</td>
<td>MATA leu2,3-112 :: GAL1-3HA-CTF4 (426-927) (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4022</td>
<td>MATA leu2,3-112 :: GAL1-3HA-MRC1 (752-1096) (LEU2+) pep4Δ::ADE2+ mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4037</td>
<td>MATA/a leu2,3-112 :: GAL1-TAP-EMPTY (LEU2+) leu2,3-112 :: GAL1-3HA-CTF4 (426-927) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>4038</td>
<td>MATA/a leu2,3-112 :: GAL1-TAP-EMPTY (LEU2+) leu2,3-112 :: GAL1-3HA-MRC1 (2-418) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>4039</td>
<td>MATA/a leu2,3-112 :: GAL1-TAP-EMPTY (LEU2+) leu2,3-112 :: GAL1-3HA-MRC1 (2-655) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>Line</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>4040</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-EMPTY (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (2-843) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>4041</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-EMPTY (LEU2+) leu2-3,112 :: GAL1-3HA-MRC1 (752-1096) pep4Δ::ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>4042</td>
<td>MATa leu2-3,112 :: GAL1-3HA-MRC1 (2-655) (LEU2+) pep4Δ::ADE2+ mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4081</td>
<td>MATa leu2-3,112 :: GAL1-3HA-MRC1 (2-843) (LEU2+) pep4Δ::ADE2+ mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4083</td>
<td>MATa leu2-3,112 :: GAL1-3HA-MRC1 (2-418) (LEU2+) pep4Δ::ADE2+ mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4107</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (426-782) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4108</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (426-782) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4110</td>
<td>MATa/a leu2-3,112 :: GAL1-TAP-SEN1 (2-931) (LEU2+) leu2-3,112 :: GAL1-3HA-CTF4 (426-782) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4189</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) (LEU2+) rad52Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4191</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) (LEU2+) top1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4206</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) (LEU2+) rad18Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4208</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (W773A E774A W777A) (LEU2+) rad18Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4228</td>
<td>MATa leu2-3,112 :: GAL1-3HA-CTF4 (426-782) (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4290</td>
<td>MATa rpb1-1 (ts)</td>
<td>Gift from Domenico Libri</td>
</tr>
<tr>
<td>4296</td>
<td>MATa SEN1-TAP (kanMX) chl1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4299</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) chl1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4325</td>
<td>MATa SEN1-TAP (kanMX) rpb1-1 (ts) RAD52-GFP (K.I.,TRP1+) mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4327</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rpb1-1 (ts) RAD52-GFP (K.I.,TRP1+) mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4329</td>
<td>MATa SEN1-TAP (kanMX) rpb1-1 (ts) RAD52-GFP (K.I.,TRP1+)</td>
<td>This study</td>
</tr>
<tr>
<td>4331</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rpb1-1 (ts) RAD52-GFP (K.I.,TRP1+)</td>
<td>This study</td>
</tr>
<tr>
<td>4334</td>
<td>MATa rad27Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4367</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (W773A E774A W777A) (LEU2+) mhf1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4369</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) (LEU2+) mhf1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4371</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (W773A E774A W777A) (LEU2+) rad52Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4372</td>
<td>MATa SEN1-TAP (kanMX) rad27Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4374</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rad27Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4376</td>
<td>MATa leu2-3,112 :: GAL1-3HA-MRC1 (418-843) (LEU2+) pep4Δ::ADE2+ mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4377</td>
<td>MATa leu2-3,112 :: GAL-TAP-Sen1 (931-2231) (LEU2+) pep4Δ::ADE2+ mrc1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4378</td>
<td>MATa SEN1-TAP (kanMX) rad18Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4380</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) rad18Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4382</td>
<td>MATa SEN1-TAP (kanMX) mhf1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4384</td>
<td>MATa SEN1 (W773A E774A W777A)-TAP (kanMX) mhf1Δ::hphNT</td>
<td>This study</td>
</tr>
<tr>
<td>4386</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) (LEU2+) hpr1Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4391</td>
<td>MATa leu2-3,112 :: GAL1-3HA-CTF4 (2-782) (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4397</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (2-2231) (LEU2+) rad27Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4399</td>
<td>MATa sen1Δ::URA3-CP ACT1-3HA-SEN1 (W773A E774A W777A) (LEU2+) rad27Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4400</td>
<td>MATa TAP-SLD5 (kanMX) pep4Δ::URA3-CP MCM7-AID (HIS3MX) GAL1-TIR1 (K.I.,TRP1+) ADE2+</td>
<td>This study</td>
</tr>
<tr>
<td>4402</td>
<td>MATa SEN1-TAP (kanMX) pep4Δ::ADE2+ MCM7-AID (HIS3MX) GAL1-TIR1 (K.I.,TRP1+)</td>
<td>This study</td>
</tr>
<tr>
<td>4410</td>
<td>MATa leu2-3,112 :: GAL1-3HA-CTF4 (351-927) (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
</tbody>
</table>
2.1.2 Crossing of yeast strains

A haploid yeast cell has the ability to mate with another haploid yeast cell of the opposite mating type (i.e. MATa x MATα), allowing cells of different genotypes to be crossed. From cells grown on solid non-selective media, two parents were mixed in 150μl of sterile deionised water. For parent strains harbouring different markers, a ratio of approximately 50:1 was used. For parents harbouring the same markers, equal amounts were mixed. After vortexing; 50μl of the cell suspension was plated onto solid non-selective YPD and grown overnight at either 24°C or 30°C in order for them to mate and form diploid cells. The diploid containing mixture was then streaked onto the appropriate media to select against the marker of the most abundant strain and obtain individual colonies. After overnight incubation at the appropriate temperature, individual colonies were streaked onto sporulation medium (RSM) and typically grown for 3-5 days, until asci were visible for tetrad dissection. Asci were digested using β-glucoronidase from Helix pomatia (Sigma) for 30-35 mins, and the spores dissected on YPD plates via micromanipulation using a Singer MSM400 tetrad dissector. Following germination and growth for 2-3 days, the spores were replica plated onto the relevant selective media. Tetrads were either scanned and scored for viability, or strains of the desired genotype were saved as 25% (v/v) glycerol stocks for subsequent experimental use.

2.1.3 Mating type of yeast strains

The mating type of budding yeast is determined by two non-homologous alleles, MATa and MATα. This renders S. cerevisiae a very useful tool for studying the cell cycle, as haploid cells respond to mating pheromone of the opposite mating type. Cells of mating type ‘a’ respond to the pheromone alpha (α)-factor and arrest in G1 phase of

<table>
<thead>
<tr>
<th></th>
<th>MATa leu2,3-112 :: GAL1-3HA-CTF4 (351-927) L351G A352G V355A V356G (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</th>
<th>This study</th>
</tr>
</thead>
<tbody>
<tr>
<td>4428</td>
<td>MATa leu2,3-112 :: GAL1-3HA-CTF4 (351-927) D376A S377G E278A S379G D380A L381G (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4429</td>
<td>MATa leu2,3-112 :: GAL1-3HA-CTF4 (351-927) E385A N387A D388G D389G N391A K392A D394G (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4431</td>
<td>MATa leu2,3-112 :: GAL1-3HA-CTF4 (351-927) Y426A F428A E429G D430A E431G D432A D433G D435G D436A D437A D438A D439A (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4432</td>
<td>MATa leu2,3-112 :: GAL1-3HA-CTF4 (351-927) K447A K448A (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
<tr>
<td>4433</td>
<td>MATa leu2,3-112 :: GAL1-3HA-CTF4 (351-927) S456G H459A S463G (LEU2+) pep4Δ::ADE2+ ctf4Δ::kanMX</td>
<td>This study</td>
</tr>
</tbody>
</table>
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the cell cycle, thus allowing the synchronous release of haploid cycling cultures into S phase. The arrested cells undergo a morphological change known as a ‘schmoo’ where cells produce a nodule. For newly made haploid strains, following growth in liquid YPD overnight, the mating type was assessed by the addition of α-factor pheromone to a final concentration of 7.5μg/ml for 2.5-3 hrs. The cells were viewed under a microscope to examine their morphology. While MATa type strains form ‘schmoo’ protrusions following α-factor addition, MATa type strains are unaffected and are seen as asynchronously budding populations.

2.1.4 Transformation of yeast strains by the Lithium acetate method

Exponentially growing cultures of yeast at a density of 1.0x10^7 were harvested by centrifugation, then washed with 1ml of sterile dH20 and 1ml of a solution of 0.1M lithium acetate [pH 7.5] 1M Tris-HCl [pH 7.5], then resuspended at 2x10^9 cells/ml in the same solution. 500μg of denatured carrier ssDNA (salmon sperm) and 1-2μg of target DNA (plasmid or PCR) in a volume of 10μl was added to 50μl of the cell suspension. After vortexing vigorously, 40% PEG 4000 in 0.1M lithium acetate [pH 7.5] 1M Tris-HCl [pH 7.5] was added to a final concentration of 33.3% (w/v) PEG, followed again by vigorous vortexing. This was then incubated for 30-60min at 24°C on a rotating platform. Sterile DMSO was then added to a final concentration of 10%, and the mixture was heat shocked at 42°C for 15min. The cell suspension was cooled rapidly on ice for 2 mins, before centrifugation to remove the supernatant. For transformants with markers rendering them autotrophic, the pellet was resuspended in 100μl of sterile dH20, where 10% and 90% of the suspension was plated on the appropriate selective media. For antibiotic resistance markers, e.g. G418 or hphNT, the pellet was resuspended in 1ml of non-selective medium and grown for a further 3-4hrs to allow time for expression of the antibiotic resistance gene, before plating on the appropriate selective media.

2.1.5 Dilution spotting of yeast strains

The desired strains were streaked from -80°C glycerol stocks and grown for 2-3 days at 24°C on non-selective medium to obtain single colonies. Single colonies were diluted in 1ml of dH20 to a final concentration of 5x10^6 cells/ml, then serially diluted 10-fold to produce suspensions of 5x10^5, 5x10^4 and 5x10^3 cells/ml. 10μl of each cell
suspension was then spotted onto 100mm square plates (Sterilin) in a grid-like configuration, left to dry and then grown at the desired temperatures. YP agar plates of the desired conditions were freshly made, including different sugars, addition of 0.5mM IAA, or the presence of various concentrations of the genotoxic compounds MMS and HU (as in table 2.2). Every 24 hours, plates were scanned (800dpi, 8-bit greyscale, Epson V700) and the image saved as a TIFF file.

2.1.6 Direct repeat recombination assay

Cells were transformed with the pL and pLYDNS plasmids (Mischo et al., 2011) as described in section 2.1.4 and plated on -uracil plates to select for the plasmid (plates were supplemented with extra leucine to prevent premature activation of the leucine cassette). 8 individual clones per strain/plasmid were then selected, resuspended in dH2O and counted. The dilutions of the cells were plated on both -leucine plates to select for recombinants and -uracil plates. Cells were then grown at 24°C until individual colonies were suitably large for counting. The experiments were performed in triplicate and are presented as a ratio of the number of recombinants (LEU2+) over the total number of cells carrying a plasmid (URA+).

2.1.7 Harvesting of yeast strains for IPs

Overnight yeast cultures were diluted to between 0.3-0.4x10^7 cells/ml in a volume of either 250mls (dilute samples) or 1L (concentrated samples) at 24°C. For asynchronous samples, either haploid or diploid cells were grown to a density of 2x10^7 cells/ml for harvesting. For synchronous cultures, MATa haploid cells were grown to a density of 0.7x10^7 cells/ml and subsequently arrested in G1 using α-factor pheromone to a final concentration of 7.5μg/ml for at least 3 hrs. After the first 90mins, α-factor was added every 30mins to a final concentration of 3.25μg/ml to maintain cells in G1. When fully arrested, G1 cells were harvested. Alternatively, arrested cells were washed twice with fresh YPD media (containing no α-factor) and released for 30 mins at 24°C for S phase (20mins at 37°C). FACS samples were taken at each stage to ensure cells were collected in the correct phase of the cell cycle.

For any strains with constructs controlled under the inducible GAL1 promoter, cells were first grown overnight in YPRaf and diluted to 0.3-0.4x10^7 cells/ml.
Asynchronous samples were grown to $1.0 \times 10^7$, then induced for 2hrs in YPGal before harvesting. For synchronous samples, cultures grown to $0.7 \times 10^7$ cells/ml in YPRaf were arrested in G$_1$ by the addition of $\alpha$-factor as described above, then switched for 35 mins to YPGal medium containing alpha factor to maintain cells in G$_1$ while inducing expression of the constructs. Cells were then washed and released in fresh YPGal media. Similarly, strains carrying an auxin degron tagged allele and the auxin receptor TIR1 under control of the GAL1 promoter were arrested in YPRaf as described, then shifted to YPGal in the presence of alpha factor for 35 minutes to allow expression of TIR1. 0.5mM IAA was then added for a further hour to degrade the protein of interest. Cells were washed and released into YPGal medium supplemented with 0.5mM IAA. For strains with a temperature sensitive degron allele and the E3 ligase UBRI under control of the GAL1 promoter, cells were arrested in YPRaf as previously described, then shifted to YPGal supplemented with alpha factor for 35mins to induce expression of UBRI, before shifting to 37°C for 1 hour to degrade the degron tagged allele. Cells were then washed twice with fresh YPGal and released into S phase at 37°C. The cultures were harvested 20mins following release.

To harvest, cell pellets were collected by centrifugation at 3,000rpm for 3mins at 4°C, and washed twice, first with a solution of 20mM Hepes-KOH [pH 7.9] (Sigma), then with a solution of 100mM Hepes-KOH [pH 7.9] (Sigma), 50mM potassium acetate (Fischer), 10mM magnesium acetate (Sigma) and 2mM EDTA-KOH at 4°C (henceforth referred to as ‘popcorn lysis buffer’). For dilute samples, cell pellets were resuspended at a volume three times greater than their mass in popcorn lysis buffer supplemented with 2mM glycerophosphate (Johnson Matthey), 2mM sodium fluoride (Fischer), 1mM DTT, 1% (v/v) Sigma protease inhibitor cocktail (Sigma) and 0.24% (w/v) EDTA-free Complete Protease Inhibitor Cocktail (Roche). For concentrated samples, the pellets were re-suspended at a quarter volume of their mass in popcorn lysis buffer, supplemented with 8mM glycerophosphate, 8mM NaF, 1mM DTT, 4% (v/v) Sigma protease inhibitor cocktail and 0.48% (w/v) EDTA-free Complete Protease Inhibitor Cocktail. All steps and solutions were maintained at 4°C. The cell suspensions were thoroughly vortexed to homogeneity, and pipetted drop-wise into liquid nitrogen to snap-freeze. Once all of the liquid nitrogen had evaporated, the cell ‘popcorn’ was stored at -80°C for later use. To alter the stringency for the
immunoprecipitation, the salt concentration of the above buffers was adjusted by altering the KOAC concentration of the popcorn lysis buffer.

2.1.8 Harvesting of yeast cells for FACS/TCA

Yeast strains were inoculated overnight in YPD media at 24°C, then diluted down to a density of 0.3-0.4x10⁷ cells/ml in the appropriate volume of fresh media. Once the cultures reached a density of 0.7x10⁷ cells/ml (approximately 2 hrs later), asynchronous samples were collected and the cells were arrested in G₁ by the addition of α-factor to a final concentration of 7.5μg/mL for 3 hours (adding 3.75μg/mL α-factor every 40mins after 1.5hrs). To release from G₁, cells were washed 2x with fresh YPD media, so no trace of α-factor remained. For experiments carried out at non-permissive temperature, cells were arrested in G₁ as described, and then shifted to 37°C for 1 hour in the presence of 7.5μg/ml of α-factor. Then, cells were washed 2x with pre-warmed YPD to release at 37°C. For strains harbouring an auxin degron tagged allele and the galactose inducible TIR1 auxin receptor, cells were grown in YPRaf and arrested as previously described. Cells were then induced in YPGal supplemented with α-factor for 35mins. Auxin was then added to a final concentration of 0.5mM for a further 1hr at 24°C. Cells were washed in fresh YPGal supplemented with 0.5mM auxin and released into S phase in this same media.

For fluorescence activated sell sorting (FACS) samples, 1 ml of cells (~ 10⁷) were aliquoted and collected by centrifugation at 3000xg for 30 sec. The supernatant was discarded, and the cell pellet fixed by vortexing in 1ml of 70% ethanol (v/v). Cells were stored at 4°C until processing. For trichloroacetic acid (TCA) protein precipitation from cycling cultures, 10ml of cultures were centrifuged at 3000xg at 4°C for 3 mins, then washed with 1ml of ice-cold PBS. The cells were then collected by centrifugation and resuspended in 300μl of 20% TCA (w/v) at -20°C until processing. For testing the expression of a new construct by TCA analysis, a single colony was inoculated in 5ml of YPD and grown overnight, and the pellet processed as described above.

2.1.9 Preparation of cells and formaldehyde fixation for microscopy

Strains harbouring the RAD52-GFP allele were grown to a density of 0.7x10⁷ cells/ml and arrested in G₁, using α-factor as previously described. For experiments carried out
at non-permissive temperature (37°C), cells were arrested at 24°C, and then maintained in G1 at 37°C for 1 hour, before being released by washing twice with fresh pre-warmed medium. Following release from G1 block, cells were harvested at various time points during the cell cycle. Cells were fixed by adding 900µl of 16% paraformaldehyde to 900µl of the cycling culture to give a final concentration of 3% (v/v) and incubating at room temperature for 10mins on a rotating wheel. The cell pellets were collected by centrifugation at 3000rpm for 2mins, then washed twice with cold PBS, before resuspending in 1ml of fresh PBS. Cell suspensions were then stored at 4°C overnight in the dark. To minimise any GFP signal loss, imaging was carried out 24 hours or less following cell fixation. Samples were re-suspended in 500µl of fresh PBS supplemented with 1µg/ml of DAPI for 10 mins. The cells were then spun down at 3000rpm for 3mins and resuspended in a small volume of PBS to achieve a desirable cell density, then spotted onto a glass slide before applying a coverslip. The cells were imaged using an Olympus IX71 (brightfield, ~ 510 nm emission (GFP), ~460 nm (DAPI)). The images were processed and analysed using Fiji (2.0.0-rc-68/1.52g), and the number of Rad52-foci counted using adobe photoshop CC (19.1.7). The number of repeats is shown in the figure legends. Population means were compared using t-tests and the P values for statistical significance are reported in the figures.

2.1.10 R loops chromosome spreads

The protocol was performed as described in (Appanah et al., 2020, Wahba et al., 2011, Grubb et al., 2015). Asynchronous cultures were diluted to 0.5-0.7x10^7 cells/ml and grown to exponential phase in YPD at 30°C for 2 hours (~1.5x10^7 cells/ml). A total of 2x10^8 Cells were harvested, then spheroplasted in a solution of 0.1M potassium phosphate [pH 7.4], 1.2M sorbitol, 0.5mM MgCl2, 40mM DTT, supplemented with 20U zymolyase (zymo research #E1005) for 1 hour at 30°C. Sheroplasting was defined as complete when >90% of cells lysed following the addition of 2% sarcosyl. To halt the spheroplasting reaction, cells were then washed and resuspended in an ice-cold solution of 1M sorbitol [pH 6.4], 0.1M MES, 0.5mM MgCl2, 1mM EDTA. Subsequently, 20µl of cell suspension was dropped onto a slide, followed by the addition of 40µl of fixative (4% paraformaldehyde (w/v), 3.4% sucrose (w/v)), then lysed by the addition of 80µl of 1% lipsol (v/v), swirling the slide for 2 mins. 80µl of
fixative was then added, and after briefly swirling to mix, the chromosomes were spread homogenously across the surface of the slide using the side of a glass pipette, then left to dry overnight. Prior to immunostaining, slides pre-treated with RNase H were incubated for 1hr at 37°C in a humidity chamber with 4U of RNase H (Invitrogen #18021071) diluted in 400µl of 5mg/ml BSA. As a control, untreated slides were also incubated in the humidity chamber for 1hr at 37°C. Slides were then immunostained for DNA:RNA hybrids in a room temperature humidity chamber for 1 hour, using a 1:2,000 (0.25µg/ml) dilution of mouse monoclonal antibody S9.6 (kerafast #ENH001) in blocking buffer (5% BSA, 0.2% milk, 1XPBS). After washing 2x10mins in PBS, a 1:2,000 dilution of Cy3-conjugated goat anti-mouse (Jackson laboratories #115165003) in blocking buffer was added to the slides and incubated in a dark humidity chamber for 1 hour at room temperature. After a further 2x 10min washes in PBS, 50µl of in situ duolink mounting medium with DAPI (Sigma DUO82040) was added to the slide, a coverslip applied, and the edges sealed using clear nail varnish. Slides were then stored in the dark overnight at 4°C. A deltavision 1 microscope with a 100×/NA 1.4 objective was used to observe indirect immunofluorescence. Image analysis was performed using Fiji (2.0.0-rc-68/1.52g) and adobe photoshop CC (19.1.7). The figures show an average of three biological repeats.

2.1.11 R loops slot blot for quantification of R loops

Overnight cultures in YPD liquid medium were diluted to a density 0.35x10⁷ and grown for approximately 2 hours to 0.7x10⁷ cells/ml, then arrested in G1 as previously described. Cells were harvested 30mins after release, during S phase. The genomic DNA was extracted as described in section 2.4.1 (note, using nuclease free TE and RNase free dH2O). To determine the concentration of genomic material, the absorbance of the samples was measured at 260nm. Serial dilutions of each sample (1µg/µl, 0.5µg/µl and 0.25µg/µl) were prepared in nuclease free dH2O. 2µl of each dilution was treated with 1U of RNase H (Invitrogen, #18021071) with or without 1U of RNase III (to digest any double stranded RNA (Invitrogen, #AM2290)). These showed similar results after incubation at 37°C for 1hr. The untreated samples were also incubated at 37°C for 1hr as a control. 200µl of SSC2X hybridisation buffer (0.3M NaCl, 30mM trisodium Citrate [pH 7.0]) was added to the remaining DNA, and then transferred using a slot blot manifold under vacuum to a pre-equilibrated hybond-N+.
nylon membrane (GE healthcare, #RPN203B), before UV crosslinking the DNA to the membrane. The membranes were incubated in blocking buffer (5% (w/v) milk for anti S9.6, 5% (w/v) BSA for anti-ds-DNA) at 24°C for 1 hr, then incubated at 4°C overnight with the appropriate primary antibody diluted 1:2,000 in the respective blocking buffer (S9.6 (Kerafast #ENH001), anti dsDNA (abcam #ab27156)). After washing 3x10mins with TBS-T, the membranes were incubated with anti-mouse IgG-HRP at a concentration of 1:5,000 for 1 hr at 24°C. Membranes were then washed 3x10mins with TBS-T, incubated with ECL solution (GE healthcare) for 90seconds, before removing excess ECL and visualising the chemiluminescent signal using a geldoc (G:BOX, Chemi XRG, Syngene).

**Table 2.2 List of media used in this study**

<table>
<thead>
<tr>
<th>Media</th>
<th>Recipe</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>YPD</strong></td>
<td>1% (w/v) yeast extract (Bacto), 2% (w/v) peptone (Oxoid), 2% (w/v) sugar (glucose, raffinose or galactose), (2% (w/v) Formedium agar for solid agar plates). YPD was supplemented with either 0.2 mg/ml Geneticin (G418, Invitrogen) or 0.3 mg/ml Hygromycin B (Hygromycin B Gold, InvivoGen) to select for antibiotic resistance tagged genes. For experiments using the genotoxic agents MMS or HU, YPD was supplemented with 0.005-0.075% MMS (Sigma) or 25-100mM HU (Sigma). For auxin experiments, IAA was added to a final concentration of 0.5mM (where the auxin stock solution was dissolved in ethanol).</td>
</tr>
<tr>
<td><strong>RSM</strong></td>
<td>0.25% (w/v) yeast extract (Bacto), 1.5% (w/v) K(C2H3CO2), 0.1% (w/v) sugar (glucose, raffinose or galactose), 2.5% (w/v) amino acid mix</td>
</tr>
<tr>
<td><strong>Amino acid deficient</strong></td>
<td>0.17% (w/v) yeast nitrogen base (Difco), 0.5% (w/v) NH4SO4, 0.2% (w/v) glucose, 0.2% (w/v), Kaiser SC single Drop-out (Formedium), (2% (w/v) Formedium agar for solid agar plates).</td>
</tr>
<tr>
<td><strong>Amino Acid mix</strong></td>
<td>0.4% (w/v) adenine, 0.2% (w/v) arginine 0.4% (w/v), histidine, 0.2% (w/v) leucine, 0.2% (w/v) lysine, 0.2% (w/v) methionine, 1% (w/v) phenylalanine, 0.2% (w/v) tryptophan, 0.08% (w/w) tyrosine</td>
</tr>
<tr>
<td><strong>Lysogeny broth (LB)</strong></td>
<td>1% (w/v) bacto-tryptone, 0.5% (w/v) yeast extract (Bacto), 1% (w/v) NaCl [pH 7.0], (2% (w/v) agar (Formedium) for solid agar plates). To select for antibiotic resistance, this medium was supplemented with 100 μg/ml ampicillin or 50 μg/ml kanamycin.</td>
</tr>
</tbody>
</table>

### 2.2 *E. coli* methods

#### 2.2.1 Preparation of competent DH5α cells

A small amount of DH5α 25% (v/v) glycerol stock was grown on LB agar plates at 37°C overnight (~16hrs) to obtain single colonies. 277.5ml of SOC media was inoculated with 20-30 colonies of the bacteria, and grown for 22-24hrs at 25°C, shaking. Once the cultures reached mid log phase (OD600 of 0.6), the cultures were incubated on ice for 10 mins and then centrifuged at 1200xg for 10 mins at 4°C. Following removal of the supernatant, cells were resuspended in 80ml of ice-cold TB buffer (10mM PIPES pH7.9, 15mM CaCl2, 250mM KCl, 55mM MnCl2, [pH 6.7]), then placed on ice for a further 10 mins. The cell suspension was then centrifuged as
previously described, and the pellet resuspended in 10ml of TB buffer supplemented with DMSO to a final concentration of 7%. Following another 10 min incubation on ice, the cell suspension was divided into 200μl aliquots and snap frozen in liquid nitrogen for storage at -80°C for future use.

2.2.2 Transformation of chemically competent *E. Coli*

An aliquot of chemically competent DH5α cells were taken from -80°C and left to thaw on ice for 5mins. 100μl of the cell suspension per reaction was aliquotted into a pre-chilled Eppendorf. The DNA to be transformed was then added (plasmid or ligation product (typically 5ng) and tap-mixed, then incubated on ice for 60-90mins. The cells were heat shocked for 2 mins at 42°C, then cooled on ice for a further 5 mins. To allow expression of the antibiotic resistance gene, cells were then incubated shaking at 37°C for 30mins with 0.5ml of pre-warmed LB or SOC medium. Typically, 10% and 90% dilutions of the cells were then plated on LB agar supplemented with the appropriate antibiotic and grown at 37°C for ~16 hrs.

2.3 Molecular Biology

2.3.1 Tagging or deletion of genes

A PCR based approach was used for the tagging and deletion of yeast genes (fig 2.1). For the deletion of genes, primers were designed to amplify various expression cassettes encoding autotrophy or antibiotic resistance, with contiguous sequences of homology to regions immediately flaking the gene of interest. For the tagging of genes, the protein tag was PCR amplified, and regions of the primers were designed with homology to the desired integration site. The PCR products were transformed using the lithium acetate method, and successful transformants were selected for by growth on the appropriate selective media and sequencing.

2.3.2 Checking genotype by PCR

To check correct integration of a tag or deletion of a gene, a PCR based approach was used. Oligos with homology either upstream or downstream of the intended loci as well as primers with homology within the marker cassette were used (fig 2.1, green
arrows). The PCR products were analysed by agarose gel electrophoresis (0.8% agarose gel) and in some cases, the bands were excised and purified for subsequent sequencing.

2.3.3 Cloning inducible constructs of CTF4 and MRC1

Primers were designed to amplify the desired regions of either CTF4 or MRC1 from genomic DNA with a Sall restriction site added at the 5’ end and PspXI restriction site to the 3’ end. The fragments were then cloned into the pCS25 plasmid (pRS305-GAL1-3HA) via restriction digest at the aforementioned sites and transformed into chemically competent DH5α cells. Plasmid DNA was then extracted from the transformants, analysed by test digestion then sequenced. Positive plasmids were linearised by a single digestion at the LEU2 marker and transformed into diploid yeast. Integration of the constructs at the ectopic LEU2 loci was confirmed by extracting genomic DNA and checking by PCR as previously described. Expression of the constructs was also tested via TCA protein extraction and polyacrylamide gel electrophoresis.

2.3.4 Generation of CTF4 mutants

Mutants were designed by selecting conserved residues within the Ctf4 fragment found to bind Sen1 N-terminal with the highest affinity. The DNA of the mutants was synthesised and cloned into the pMA-T plasmid (GeneART Gene synthesis, Thermofisher). Plasmid pCS169 (GAL1-3HA-Ctf4 (351-927)) was digested using the restriction enzymes Sall and XhoI to cut out the wild type Ctf4 (351-927) fragment. For each mutant, PCRs were carried out using a forward and reverse primer designed to amplify the mutation containing region from the DNA sequence, with homology to pCS25 to tag the mutant fragment with 3HA under the GAL1 promoter. The cut plasmid, mutant PCR and a second PCR containing the remaining wild type sequence
of Ctf4 after the mutated region (as detailed in fig 2.2) were mixed together with NEBuilder HiFi Assembly mastermix, according to manufacturer’s instructions. In brief, in a single tube reaction, the 5’ ends of the DNA fragments are chewed back by exonucleases, and the 3’ overhangs anneal at the regions of homology to be filled by DNA polymerase and ligated together. The assembled product was then transformed into chemically competent DH5α cells and plated on selective medium. The correct constructs were identified by diagnostic digests and sequencing.

**Figure 2.2 Schematic of PCR approach used to generate the CTF4 mutants**

**Table 2.3 List of plasmids used in this study**

<table>
<thead>
<tr>
<th>Plasmid</th>
<th>Insert</th>
<th>Backbone</th>
<th>Purpose</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>pcs25</td>
<td>GAL1-3HA-Ø</td>
<td>pRS305</td>
<td>Integration of GAL1-3HA-Ø into the yeast genome at the LEU2, and as a backbone for cloning various Mrc1 and Ctf4 fragments.</td>
<td>Lab collection</td>
</tr>
<tr>
<td>pCS216</td>
<td>GAL1-3HA-CTF4 (426-782)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-CTF4 (426-782) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>pCS217</td>
<td>GAL1-3HA-CTF4 (2-782)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-CTF4 (2-782) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>pCS168</td>
<td>GAL1-3HA-CCTF4 (2-927)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-CTF4 (2-927) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>pCS169</td>
<td>GAL1-3HA-CTF4 (351-927)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-CTF4 (351-927) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>pCS170</td>
<td>GAL1-3HA-CTF4 (426-927)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-CTF4 (426-927) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>pCS171</td>
<td>GAL1-3HA-CTF4 (783-927)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-CTF4 (783-927) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>pCS172</td>
<td>GAL1-3HA-MRC1 (2-219)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (2-219) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>pCS173</td>
<td>GAL1-3HA-MRC1 (2-418)</td>
<td>pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (2-418) into yeast genome at LEU2</td>
<td>This study</td>
</tr>
<tr>
<td>Plasmid</td>
<td>Description</td>
<td>Notes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>-----------------------------------------------------------------------------</td>
<td>--------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pCS174</td>
<td>GAL1-3HA-MRC1 (2-655) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (2-655) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS175</td>
<td>GAL1-3HA-MRC1 (2-843) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (2-843) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS176</td>
<td>GAL1-3HA-MRC1 (2-1096) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (2-1096) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS177</td>
<td>GAL1-3HA-MRC1 (140-1096) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (140-109) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS178</td>
<td>GAL1-3HA-MRC1 (312-1096) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (312-1096) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS179</td>
<td>GAL1-3HA-MRC1 (567-1096) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (567-1096) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS180</td>
<td>GAL1-3HA-MRC1 (752-1096) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (752-1096) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS230</td>
<td>GAL1-3HA-MRC1 (418-843) pRS305-GAL1-3HA (pCS25)</td>
<td>Integration of GAL1-3HA-MRC1 (418-843) into yeast genome at LEU2</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS196</td>
<td>hRNH1 pRS423</td>
<td>Expression of human RNH1 under control of the GPD promoter</td>
<td>Gift from Domenico Libri</td>
<td></td>
</tr>
<tr>
<td>pCS271</td>
<td>GPD-Empty pRS423</td>
<td>Control plasmid with GPD promoter for hRNH1 expression experiments</td>
<td>Lab collection</td>
<td></td>
</tr>
<tr>
<td>pCS1344</td>
<td>3x mini IAA pMK152</td>
<td>3x mini auxin degron C-terminal tagging</td>
<td>Lab collection</td>
<td></td>
</tr>
<tr>
<td>pCS1345</td>
<td>3x mini IAA pMK152</td>
<td>3x mini auxin degron C-terminal tagging</td>
<td>Lab collection</td>
<td></td>
</tr>
<tr>
<td>pCS231</td>
<td>Cf4 L351G A352G V355A V356G pMA-T</td>
<td>Gibson cloning of Cf4 mutants</td>
<td>This study, GeneART (sigma)</td>
<td></td>
</tr>
<tr>
<td>pCS232</td>
<td>Cf4 D376A S377G E278A S379G D380A L381G pMA-T</td>
<td>Gibson cloning of Cf4 mutants</td>
<td>This study, GeneART (sigma)</td>
<td></td>
</tr>
<tr>
<td>pCS233</td>
<td>Cf4 E385A N387A D388G D389G N391A K392A D394G pMA-T</td>
<td>Gibson cloning of Cf4 mutants</td>
<td>This study, GeneART (sigma)</td>
<td></td>
</tr>
<tr>
<td>pCS234</td>
<td>Cf4 E403A A404G N405A A406G E407A D408A V409A F410A pMA-T</td>
<td>Gibson cloning of Cf4 mutants</td>
<td>This study, GeneART (sigma)</td>
<td></td>
</tr>
<tr>
<td>pCS235</td>
<td>Y426A F428A E429G D4230A E4231G E4232A D4233G I4235G D4236A D4237A D4238A D4239A pMA-T</td>
<td>Gibson cloning of Cf4 mutants</td>
<td>This study, GeneART (sigma)</td>
<td></td>
</tr>
<tr>
<td>pCS236</td>
<td>Cf4 K447A K448A pMA-T</td>
<td>Gibson cloning of Cf4 mutants</td>
<td>This study, GeneART (sigma)</td>
<td></td>
</tr>
<tr>
<td>pCS237</td>
<td>GAL-3HA-Cf4 S456G H459A S463G pMA-T</td>
<td>Gibson cloning of Cf4 mutants</td>
<td>This study, GeneART (sigma)</td>
<td></td>
</tr>
<tr>
<td>pCS238</td>
<td>GAL-3HA-Cf4 L351G A352G V355A V356G pCS25</td>
<td>Cloning of Cf4 mutants under control of GAL1 promoter with 3HA tag</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS239</td>
<td>GAL-3HA-Cf4 D376A S377G E278A S379G D380A L381G pCS25</td>
<td>Cloning of Cf4 mutants under control of GAL1 promoter with 3HA tag</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS240</td>
<td>GAL-3HA-Cf4 E385A N387A D388G D389G N391A K392A D394G pCS25</td>
<td>Cloning of Cf4 mutants under control of GAL1 promoter with 3HA tag</td>
<td>This study</td>
<td></td>
</tr>
<tr>
<td>pCS241</td>
<td>GAL-3HA-Cf4 E403A A404G N405A A406G E407A pCS25</td>
<td>Cloning of Cf4 mutants under control of GAL1 promoter with 3HA tag</td>
<td>This study</td>
<td></td>
</tr>
</tbody>
</table>

This study includes a variety of plasmids designed for gene cloning and expression experiments. The table lists plasmids with specific genetic modifications, along with their descriptions and notes on integration or expression methods. Some plasmids are used for Gibson cloning of Ctf4 mutants, while others are designed for expression experiments under control of the GAL1 promoter or with specific terminal tagging strategies. The study involves the use of human RNH1 expression under control of the GPD promoter and integration of various plasmids into the yeast genome at specific loci.
---|---|---|---|---
pCS243 | GAL-3HA Ctf4 K447A K448A | pCS25 | Cloning of Ctf4 mutants under control of GAL1 promoter with 3HA tag | This study
pCS244 | GAL-3HA Ctf4 S456G H459A S463G | pCS25 | Cloning of Ctf4 mutants under control of GAL1 promoter with 3HA tag | This study

<p>| Table 2.4 List of Oligos used in this study |</p>
<table>
<thead>
<tr>
<th>Oligo Number</th>
<th>Purpose</th>
<th>5'-3' sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS291</td>
<td>Tagging/gene deletion of the sen1 gene in W303 (Saccharomyces cerevisiae) for CIP tag</td>
<td>TATACACCAATATATATGCAGGTATAATTCCTAACACTTTTAC TTAAGATTAATAGCAGAACAAAGCAGGAC</td>
</tr>
<tr>
<td>CS292</td>
<td>Tagging/gene deletion of the sen1 gene in W303 (Saccharomyces cerevisiae) for CIP tag</td>
<td>CGGAATGCTTCATCTAGCCCATTTATCCCAAAAAAAGAAAA GCCTAGATACGTCAGTCGAC</td>
</tr>
<tr>
<td>CS1079</td>
<td>GAL3-HA-CTF4 C-terminal fragments 2_frw</td>
<td>ttactgtcgacGTTTCAGTTATAGACAAGCTTG</td>
</tr>
<tr>
<td>CS1080</td>
<td>GAL3-HA-CTF4 C-terminal fragments 927_rev</td>
<td>aatatcctcgaggTTATTTCAATTGCTGTTCATATC</td>
</tr>
<tr>
<td>CS1081</td>
<td>GAL3-HA-CTF4 C-terminal fragments 426_frw</td>
<td>ttactgtcgacTTGGCAGAGTCCGTAGTATC</td>
</tr>
<tr>
<td>CS1082</td>
<td>GAL3-HA-CTF4 C-terminal fragments 783_frw</td>
<td>ttactgtcgacAACTTCGAAGATGAAGAAGA</td>
</tr>
<tr>
<td>CS1083</td>
<td>GAL3-HA-CTF4 C-terminal fragments 2_frw</td>
<td>ttactgtcgacAAGAGTAAATTACTAGAGAAAA</td>
</tr>
<tr>
<td>CS1090</td>
<td>Cloning GAL-3HA-MRC1 fragments 2_frw</td>
<td>ttactgtcgacGATGATGCCTTGCATGCTTTG</td>
</tr>
<tr>
<td>CS1091</td>
<td>Cloning GAL-3HA-MRC1 fragments 219_rev</td>
<td>aatatcctcgagtcAGGAATTTTCGGCGACAGA</td>
</tr>
<tr>
<td>CS1092</td>
<td>Cloning GAL-3HA-MRC1 fragments 418_rev</td>
<td>aatatcctcgagtcATGATGATTATTCCAAGAAC</td>
</tr>
<tr>
<td>CS1093</td>
<td>Cloning GAL-3HA-MRC1 fragments 655_rev</td>
<td>aatatcctcgagtcTGACCTATCCATTCCGTTAAT</td>
</tr>
<tr>
<td>CS1094</td>
<td>Cloning GAL-3HA-MRC1 fragments 843_rev</td>
<td>aatatcctcgagtcGTACCTATCCATTCCGTTAAT</td>
</tr>
<tr>
<td>CS1095</td>
<td>Cloning GAL-3HA-MRC1 fragments 1096_rev</td>
<td>aatatcctcgagtcATAATTATCAAGTCTACTCAGGAAA</td>
</tr>
<tr>
<td>CS1096</td>
<td>Cloning GAL-3HA-MRC1 fragments 140_frw</td>
<td>ttactgtcgacGTACCTATCCATTCCGTTAAT</td>
</tr>
<tr>
<td>CS1097</td>
<td>Cloning GAL-3HA-MRC1 fragments 312_frw</td>
<td>ttactgtcgacGATACAAAAAACCCGCAAAGGC</td>
</tr>
<tr>
<td>CS1098</td>
<td>Cloning GAL-3HA-MRC1 fragments 567_frw</td>
<td>ttactgtcgacGATACAAAAAACCCGCAAAGGC</td>
</tr>
<tr>
<td>CS1099</td>
<td>Cloning GAL-3HA-MRC1 fragments 752_frw</td>
<td>ttactgtcgacGATACAAAAAACCCGCAAAGGC</td>
</tr>
<tr>
<td>CS1115</td>
<td>make construct to tag N-terminally with TPR domain from Dia2</td>
<td>CGGCCGCTCTAGAAGCTTTACGATGCCCGGCAAGAAGC</td>
</tr>
<tr>
<td>CS1116</td>
<td>make construct to tag N-terminally with TPR domain from Dia2</td>
<td>GCCCTCGAGCCGGAAGAGCta</td>
</tr>
<tr>
<td>CS1117</td>
<td>make construct to tag N-terminally with TPR domain from Dia2</td>
<td>cacacttaGTCTTCTGCGCTCGGCCAGAAGAAATTTTTTTGTAATC</td>
</tr>
<tr>
<td>CS1118</td>
<td>make construct to tag N-terminally with TPR domain from Dia2</td>
<td>GCCGCTACTTCTAGAAGCTTTACGATGCCCGGCAAGAAGC</td>
</tr>
<tr>
<td>CS1119</td>
<td>make construct to tag N-terminally with TPR domain from Dia2</td>
<td>GCCCTCGAGCCGGAAGAGCta</td>
</tr>
<tr>
<td>CS1120</td>
<td>make construct to tag N-terminally with TPR domain from Dia2</td>
<td>CGAGGTCGACGTTGATCGAAGCTTTTTTTTTTTAAAAATAATGTAAGGTCGAC</td>
</tr>
<tr>
<td>CS1121</td>
<td>tag N-terminally with TPR domain from Dia2 to SEN1</td>
<td>GTATGGCATCTATCCTATATATATATATAAAAGGGCAGCTGTTGATTATAAAAGGGCAGCTGTTGAC</td>
</tr>
<tr>
<td>CS1122</td>
<td>tag N-terminally with TPR domain from Dia2 to SEN1</td>
<td>GTATGGCATCTATCCTATATATATATATAAAAGGGCAGCTGTTGATTATAAAAGGGCAGCTGTTGAC</td>
</tr>
<tr>
<td>CS1123</td>
<td>tag N-terminally with TPR domain from Dia2 to SEN1</td>
<td>GTATGGCATCTATCCTATATATATATATAAAAGGGCAGCTGTTGATTATAAAAGGGCAGCTGTTGAC</td>
</tr>
</tbody>
</table>
2.4 Biochemistry

2.4.1 Genomic DNA extraction

Overnight cultures of single colonies inoculated in 5ml of YPD were collected by centrifugation and washed with 1ml of sterile dH20, then 1ml of yeast lysis buffer (10 mM Tris-HCl [pH 7.5], 1 mM EDTA, 3% (w/v) SDS). After washing, cells were resuspended in 200µl of yeast lysis buffer, followed by addition of 200µl sterile dH20 and 200µl of phenol/chloroform/isoamyl alcohol (25:24:1) (Acros organics). The cells were lysed by the addition of a small amount of 0.5mm glass beads, with vigorous
vortexing for 2 mins. After centrifuging at 12,000xg for 5 mins, 380µl of the aqueous phase was then transferred to a tube containing 760µl of 100% ethanol to precipitate the DNA. The DNA was then recovered by centrifugation as previously described, and the DNA pellet washed with 1ml of fresh 70% ethanol (v/v) to remove any contamination by residual phenol/chloroform. After removing the supernatant, the pellet was then dried for 30 mins at 37°C, resuspended in 50µl of TE buffer [pH 8.0] supplemented with 50µg/ml RNase A and incubated at 37°C for 2 hrs. The purified DNA was then stored at -20°C.

2.4.2 TCA protein extraction

Cells pellets were collected as previously described in section 2.1.8. After thawing, the TCA sample was thoroughly resuspended, and approximately 300µl of 0.5mm glass beads was added. Cells were lysed mechanically by vigorous vortexing for 5 mins. After quickly spinning down in a microfuge, the supernatant and any protein-precipitates were transferred to a fresh Eppendorf tube, and 300µl of 5% TCA (w/v) was added. The solution was then centrifuged at 3000xg for 10 mins, and the protein pellet thoroughly resuspended in 200µl of high pH laemmli buffer (1x laemmli buffer supplemented with 150mM Tris base), before boiling for 4 mins. Following centrifugation at 3000xg for 10 mins, the supernatant was transferred to a fresh Eppendorf tube and stored at -20°C.

2.4.3 FACS sample processing and analysis

200-500µl of the ethanol fixed cells was added to 1ml of 50mM Na citrate buffer and vortexed, before spinning down at 3,000xg for 3mins to remove the supernatant. The cell pellet was washed twice more with 50mM Na citrate buffer, then resuspended in 500µl of Na citrate supplemented with 0.1mg/ml RNase A. The suspension was incubated at 37°C for 2 hours. The cell pellet was then collected as previously described, and resuspended in 500µl of 50mM HCl, supplemented with 5mg/ml of pepsin and incubated at 37°C for 30mins. Subsequently, the supernatant was removed, and the pellet resuspended in 50mM Na citrate with 2µg/ml of propidium iodide, then stored in the dark at 4°C overnight. The cell suspension was then sonicated 2x 5
seconds at 8 microns, and vortexed to homogeneity. The cell suspension was run using the Becton Dickinson FACScan flow cytometer. 40,000 cells were acquired per sample, gated to accept populations of cells between G₁ and G₂ phase. A 488nm laser was used to induce excitation of the sample, and a 650nm long pass filter was used to detect the emission.

**2.4.4 Immunoprecipitation of TAP tagged proteins**

For the immunoprecipitation of TAP tagged proteins, anti-sheep IgG conjugated beads were used. These were prepared in advance using M-270 Epoxy Dynabeads (Invitrogen) resuspended in dimethyl formamide. 425µl of Dynabead slurry was washed twice with 0.1M sodium phosphate [pH 7.4] for 10mins on a rotating wheel. The beads were then incubated with 425µl of 0.1M sodium phosphate [pH 7.4], 300µl of 3M ammonium sulphate (in a solution of 0.1M sodium phosphate) and 300µg of Anti-Sheep IgG from rabbit (Sigma S1265) for 2 days at 4°C on a rotating wheel. The beads were then washed four times with PBS, once with PBS/0.5% NP-40 for 10 mins, followed by two washes with 5 mg/ml BSA (Sigma). (For long term storage, the beads were stored in 5 mg/ml BSA supplemented with 0.02% sodium azide to prevent any bacterial growth, which was removed by washing in PBS/BSA before use in IP experiments).

Dilute and concentrated yeast popcorn were prepared as previously described in section 2.1.7. The frozen cells were lysed to a powder at -80°C using a cryomill (Spex Sample Prep, 6870) filled with liquid nitrogen, grinding 4-6 times for 1 minute at 14 cycles per second. The powdered cell lysate was thawed to 4°C, where 1g of powdered mass was considered equivalent to 1ml for calculation of the subsequent volumes of buffer to add.

For dilute IP samples, one quarter of the volume plus 50µl of glycerol buffer (50% (v/v) glycerol, 50mM Hepes-KOH [pH 7.9], 50mM KoAC, 50mM MgOAC, 0.5% Igepal® CA-630 (Sigma)) was added, supplemented with 2mM EDTA, 2mM β-glycerophosphate, 2mM sodium fluoride, 1mM DTT, 1% (v/v) Sigma protease inhibitor cocktail and 0.24% (w/v) EDTA-free Complete Protease Inhibitor Cocktail (Roche). Pierce Universal Nuclease (ThermoFisher) was added to a final concentration
of 0.4 U/μl, and the samples were rotated at 4°C for 30 minutes to degrade any DNA and RNA in sample.

For concentrated samples, a quarter volume of the above glycerol buffer was added, supplemented with 8mM EDTA, 8mM β-glycerophosphate, 8mM sodium fluoride, 8mM DTT, 4% (v/v) Sigma protease inhibitor cocktail and 0.96% (w/v) EDTA-free Complete Protease Inhibitor Cocktail (Roche). In addition, 1ml of a solution of popcorn lysis buffer (as detailed in section 2.1.7), supplemented with 8mM β-glycerophosphate, 8mM NaF, 8mM DTT, 4% (v/v) Sigma protease inhibitor cocktail and 0.96% (w/v) EDTA-free Complete Protease Inhibitor Cocktail was added to reduce viscosity of the lysate. Pierce Universal Nuclease (ThermoFisher) was added to a final concentration of 0.8 U/μl and rotated at 4°C for 30 minutes.

The cell lysate was then clarified by centrifuging at 4°C, first at 8,700xg for 30 mins, followed by a further 1 hour at 126,600xg under vacuum in an ultra-centrifuge. The supernatant fraction between the pellet of cellular debris and the lipid layer was collected using a needle and syringe to puncture through the tube wall, and 50μl boiled in 100μl of 1.5x Laemmli buffer as the whole cell extract sample. The remainder of each cell extract sample was split between 2 aliquots of 100μl of the pre-prepared anti-Sheep IgG conjugated Dynabeads. After rotating for 2 hours at 4°C, the beads were washed once with a solution of 100mM HEPES-KOH [pH 7.9], 50mM KOAc, 50mM MgOAc, 2mM EDTA, 0.1% (v/v) Igepal® CA-630, supplemented with 2mM β-glycerophosphate, 2mM NaF, 1mM DTT, 1% (v/v) Sigma protease inhibitor cocktail and 0.24% (w/v) EDTAfree Complete Protease Inhibitor Cocktail, then twice with the same solution without the inhibitors. Each aliquot of beads was then resuspended in 50μl of 1x Laemmli buffer and boiled for 4 minutes. The supernatant was then collected and snap frozen on dry ice and stored -80°C for subsequent western blotting.

For dephosphorylation IPs, the extract was obtained as described above. The extract for each strain was split equally and added to 6 aliquots of TAP beads for incubation. Following this, the beads were washed once with a solution of 100mM HEPES-KOH [pH 7.9], 50mM KOAc, 50mM MgOAc, 2mM EDTA, 0.1% (v/v) Igepal® CA-630, supplemented with 2mM β-glycerophosphate, 2mM NaF, 1mM DTT, 1% (v/v) Sigma protease inhibitor cocktail and 0.24% (w/v) EDTAfree Complete Protease Inhibitor Cocktail, then twice with the same solution without the inhibitors. Each aliquot of beads was then resuspended in 50μl of 1x Laemmli buffer and boiled for 4 minutes. The supernatant was then collected and snap frozen on dry ice and stored -80°C for subsequent western blotting.
Cocktail, then three times in the above solution without any inhibitors. The beads were then washed once with 300μl of PMP reaction buffer (NEB) and MnCl₂ (prepared according to manufacturer’s instructions). Two tubes of beads were subjected to mock treatment with 50μl of PMP reaction buffer/MnCl₂. Two tubes of beads were incubated in 50μl of buffer with 400U of Lambda Protein Phosphatase (NEB P0753S), and the remaining two tubes with Lambda protein phosphatase + phosphatase inhibitors (50mM NaF, 20mM NaVO₄). The beads were incubated at 30°C for 30 mins shaking gently. For each pair of tubes, the supernatant was removed and one set of beads was boiled immediately in 50μl of 1x Laemmli buffer, while the other was washed 4x with 100mM HEPES-KOH [pH 7.9], 50mM KOAc, 50mM MgOAc, 2mM EDTA, 0.1% (v/v) Igepal® CA-630, before boiling in 50μl of 1x Laemmli buffer. For IPs of different stringencies, the salt concentration was altered by adjusting the concentration of potassium acetate in all of the above buffers.

2.4.5 Detection of proteins by Immunoblotting

According to the size of the proteins of interest, 6, 8, 10 or 12% denaturing polyacrylamide (National Diagnostics) gels were prepared. Protein samples were electrophoretically separated at 110V in 1X Tris/Glycine buffer, then transferred to pre-equilibrated nitrocellulose blotting membranes (Amersham) using semi-dry transfer apparatus at 13V for 90 mins. For TCA samples, membranes were stained in 0.1% (w/v) Ponceau S in 5% (v/v) acetic acid solution as a loading control, washed with dH₂O and scanned. Membranes were blocked with a solution containing 5% (w/v) skimmed milk dissolved in TBS-T for 1 hr at room temperature to reduce non-specific binding. After blocking, the membranes were incubated with the appropriate concentration of primary antibody diluted in blocking buffer at 4°C on a shaking platform overnight. Following this, the membranes were subjected to 3x 10-minute washes in TBS-T, and then incubated for 1 hour at room temperature in the appropriate secondary antibody diluted in 5% (w/v) milk. Subsequently, the membranes were washed 3x for 10 minutes in TBS-T and then incubated with ECL solution (GE healthcare) for 2mins. Any excess ECL was then removed, and the membrane sealed in plastic. Chemiluminescent films (Amersham Hyperfilm™, GE Healthcare) were exposed to the membranes for various lengths of time in a dark room to detect the chemiluminescent signal, before developing. The films were then scanned using an Epson V700 scanner at 300dpi in 8-bit greyscale and saved as a TIFF file. For band
quantification, the bands were analysed using ImageJ. The appropriate bands were selected as a region of interest (ensuring the signal was not saturated) and the intensity was measured using the analyse tool. The bands were then normalised to the intensity of a specified band e.g. the TAP and the ratio plotted in Microsoft Excel.

Table 2.6 Primary antibodies used in this study

<table>
<thead>
<tr>
<th>Primary Antibody</th>
<th>Host</th>
<th>Typical Concentration used</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-TAP-HRP (PAP35)</td>
<td>Rabbit</td>
<td>1:2,000 – 1:100,000</td>
<td>Sigma (M4439)</td>
</tr>
<tr>
<td>Anti-HA (12CA5)</td>
<td>Mouse</td>
<td>1:500 – 1:1,000</td>
<td>Sigma (11583816001)</td>
</tr>
<tr>
<td>Anti-Mrc1</td>
<td>Mouse</td>
<td>1:500 - 1:1,000</td>
<td></td>
</tr>
<tr>
<td>Anti-Ctf4</td>
<td>Sheep</td>
<td>1:30,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-RNAPII</td>
<td>Mouse</td>
<td>1:1,000</td>
<td>Novus Biologicals (NB-200-598)</td>
</tr>
<tr>
<td>Anti-Cdc45</td>
<td>Sheep</td>
<td>1:2,500</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Mcm6</td>
<td>Sheep</td>
<td>1:20,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Mcm5</td>
<td>Sheep</td>
<td>1:1,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Mcm3</td>
<td>Sheep</td>
<td>1:1,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Pol1</td>
<td>Sheep</td>
<td>1:1,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Pol2</td>
<td>Sheep</td>
<td>1:1,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Psf1</td>
<td>Sheep</td>
<td>1:500</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Dpb2</td>
<td>Sheep</td>
<td>1:1,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Csm3</td>
<td>Sheep</td>
<td>1:1,000</td>
<td>Gifted by K. Labib</td>
</tr>
<tr>
<td>Anti-Rad53</td>
<td>Mouse</td>
<td>1:1,500</td>
<td>Abcam (EL7.E1)</td>
</tr>
<tr>
<td>Anti-DNA:RNA hybrid S9.6</td>
<td>Mouse</td>
<td>1:1,000-1:2,000</td>
<td>Kerafast ENH001</td>
</tr>
<tr>
<td>Anti-c-myc</td>
<td>Mouse</td>
<td>1:1,000</td>
<td>Sigma (M4439)</td>
</tr>
</tbody>
</table>

Table 2.7 Secondary antibodies used in this study

<table>
<thead>
<tr>
<th>Secondary Antibody</th>
<th>Host</th>
<th>Typical Concentration used</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-Sheep IgG-HRP</td>
<td>Donkey</td>
<td>1:5000 – 1:10,000</td>
<td>Sigma (A3415)</td>
</tr>
<tr>
<td>Anti-Mouse IgG-HRP</td>
<td>Horse</td>
<td>1:10,000</td>
<td>Cell Signalling Technology (#7076)</td>
</tr>
<tr>
<td>Anti-Rabbit IgG-HRP</td>
<td>Mouse</td>
<td>1:1,000</td>
<td>Rockland (18-8816-33)</td>
</tr>
<tr>
<td>Cy3-conjucated goat anti-mouse</td>
<td>Goat</td>
<td>1:2,000</td>
<td>Jackson laboratories #115165003</td>
</tr>
</tbody>
</table>
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INVESTIGATING THE IMPORTANCE OF SEN1 REPLICOSOME TETHERING FOR THE RESOLUTION OF R LOOPS

3.1 Background

During S phase, DNA serves as the substrate for two vital cellular processes, transcription and replication. As they compete for the same template; inevitably, replication forks and transcription bubbles will collide with one another. If unresolved, these collisions can lead to genomic instability. An additional barrier to replication is the stable three stranded nucleic structure, termed R loops. These form as a result of transcription; where the nascent RNA reanneals with the template DNA behind the elongating polymerase, displacing the non-template strand. Clashes in the head-on orientation between forks and transcription complexes are the most deleterious and are thought to promote the formation of stable R loops, further blocking the fork (Aguilera and Garcia-Muse, 2012, Hamperl et al., 2017, Lang et al., 2017, Garcia-Rubio et al., 2018).

Importantly, replication is limited to S phase and high-fidelity duplication of the cells entire genetic content within this window is essential to maintain genome stability. Conversely, as transcription occurs throughout interphase; it has been hypothesised that during S phase, the progression of replication forks is favoured by the cell. To this end, it is likely that at sites of collisions, mechanisms have evolved to quickly resolve any R loops and disengage the transcription machinery from the DNA, clearing the way for forks. In this scenario, the key players would need to be either quickly recruited to the required sites, or it is tempting to speculate they may even travel with replication forks or transcription bubbles for their local enrichment.
Previously, it has been reported that the DNA:RNA helicase Sen1 plays a vital role in protecting the genome from R loop mediated DNA damage and instability by removing these extended DNA:RNA hybrids (Mischo et al., 2011, Costantino and Koshland, 2018). A mutation within the catalytic domain of Sen1 (the *sen1-1* allele) leads to increased levels of R loops. This mutant also presents a hyperrecombination phenotype, increased genetic instability, and a delayed S phase with terminal arrest in G2. Its viability also depends on several DNA repair proteins. This suggests it plays some important role during DNA replication. Significantly, overexpression of RNase H, which specifically digests R loops, reduces the high levels of recombination.

Finally, *sen1-1* is synthetic lethal in the absence of both of the RNase H enzymes, while any combination of the double mutants are viable (Mischo et al., 2011). Taken together, this suggests Sen1 may have some level of functional redundancy with these enzymes for the removal of R loops. Indeed, in cells carrying the *sen1-1* allele, Rnh1 is enriched on chromatin during both S phase and G2 at semi-permissive temperature (Lockhart et al., 2019). In addition, Sen1 is also responsible for terminating various species of short noncoding RNAs transcribed by RNAPII. However, though Sen1 appears to work in concert with the RNA binding proteins Nrd1 and Nab3 as part of the NNS complex at NNS terminators, *in vitro*, Sen1 activity alone is sufficient to dissociate RNAPII from DNA (Porrua and Libri, 2013, Han et al., 2017).

Sen1 has been shown to travel with replication forks, interacting with the replisome components Ctf4 and Mrc1 during S phase. This association is independent from RNAPII transcription (Alzu et al., 2012, Appanah et al., 2020). Due to its function in both R loops resolution and transcription termination, it is an ideal candidate to perform a role in clearing the way for forks at transcription-replication conflict sites.

Our lab developed the *sen1-3* allele, which is a useful tool for investigating the role of Sen1 at forks. As the mutant is defective in Sen1 replisome binding activity, but importantly, is unaffected in its transcription termination function (see chapter 1.9.5,6) (Appanah et al., 2020), this enables us to investigate the phenotypic consequences of Sen1 loss from forks *in vivo*, while Sen1 catalytic activity remains unaffected.

Interestingly, similar to *sen1-1*; analysis of meiotic progeny revealed that the *sen1-3 rnh1Δ rnh201Δ* triple mutant is also synthetic lethal, though double mutants lacking either of the RNase H enzymes in combination *sen1-3* are viable (fig 3.1) (Appanah et
al., 2020). These genetic interactions suggest that there may be some level of functional redundancy between Sen1 and the RNase H enzymes specifically at replication forks. Alternatively, Sen1 activity and its tethering to the replisome is critical to overcome any defects resulting from the absence of RNase H and the increase in R loops. Considering this data, our lab is particularly interested in whether the biological relevance of Sen1 traveling with the replisome is to resolve R loops encountered by the replication machinery.

Figure 3.1 The sen1-1 and sen1-3 alleles are synthetic lethal when combined with the deletion of both RNase H enzymes. Analysis of meiotic progeny of haploid SEN1/sen1-1/sen1-3 cells crossed with rnh1Δrnh201Δ cells. The genotype of each allele is signified by the described symbols (Appanah et al., 2020).

Therefore, the work in this chapter aims to further understand the functional relevance of the Sen1 replisome tethering mechanism in light of its proposed role in R loop removal. Various experiments were carried out to further analyse the phenotype of sen1-3 in the absence of RNase H, as well as with other RNA metabolism mutants, and assess the level of functional redundancy at the fork.
3.2 *sen1-3* is synthetic defective in the absence of the RNase H enzymes

Importantly, *sen1-3* cells exposed to replication stress via HU, which depletes dNTP pools leading to stalled and eventually collapsed forks, or DNA damage by alkylating agent MMS, do not present any growth defects. They also show no increased temperature sensitivity (fig 3.2a, 3.7) or abnormal DNA replication dynamics (fig 3.4) compared with wild type *SEN1* cells. This suggests that Sen1 may play a function at replication forks that is redundant with the activity of other factors. Considering the observed lethality of *sen1-3* in the absence of RNase H activity, we hypothesised the function of Sen1 at forks may be to remove R loops encountered by the replication machinery, perhaps in a partially redundant manner.

To investigate this genetic interaction further, we attempted to utilise the inducible auxin degron system to degrade the Rnh1 and Rnh201 proteins in cycling *SEN1* and *sen1-3* cells. This would allow us to analyse the effect of the triple mutant during a single cell cycle and observe if the defects leading to cell death are replication specific. In this system, addition of the plant hormone auxin induces proteasomal degradation of any degron tagged proteins. Auxin promotes an interaction between the degron and the Tir1 receptor, which is coupled to the E3 ubiquitin ligase SCF. This subsequently results in the tagged proteins polyubiquitylation and proteasomal degradation (Nishimura et al., 2009). *RNH1* and *RNH201* were tagged at their C-terminal with a 3x mini auxin degron (*AID*) and crossed into cells carrying either *SEN1* or *sen1-3* with the *TIR1* allele under control of the *GAL1* promoter.

Initial dilution spotting of these strains revealed that while *sen1-3 rnh1-AID rnh201-AID* cells were sick in the presence of galactose and auxin, they remained viable (fig 3.2a), suggesting that depletion of the desired proteins was incomplete. In addition, growth of the triple mutant was reduced in both glucose and galactose, with or without auxin. Defects in glucose and in the absence of auxin suggests that tagging of the enzymes rendered them less functional or stable (fig 3.2a). FACS analysis of these strains was carried out, which found that depletion of the RNase H enzymes resulted in slightly altered replication dynamics, where in the presence of auxin, cells displayed an accumulation in G2 and delayed exit from mitosis, which was further exacerbated.
in the sen1-3 background (fig 3.2b). However, as incomplete degradation of Rnh1 and Rnh201 could potentially mask any phenotype or render it less severe, and possible defects caused by tagging the target genes could make cells chronically sick, we decided not to continue with this approach.

Figure 3.2 Using the Auxin inducible degron system to deplete the RNase H enzymes. A 3xmini IAA degron was used to tag RNH1 and RNH201. Upon addition of 0.5mM auxin to the media, the tag binds the galactose inducible Tir1 E3-ubiquitin ligase, resulting in ubiquitination and proteasome mediated degradation of the protein. a) Strains were serially diluted 10-fold to obtain concentrations of $5 \times 10^4$, $5 \times 10^5$, $5 \times 10^6$ and $5 \times 10^7$ cells/ml, then 10μl of each suspension was spotted on YPD, or YPGal medium with or without 0.5mM IAA. Plates were imaged every 24 hours. In the presence of galactose and 0.5mM auxin, the triple mutant,
although sick, remained viable suggesting that depletion of the RNase H proteins was not complete. b) Cells were grown in YPRaf to a density of 0.7x10^7 at 24°C and arrested in G1 by the addition of alpha factor for 3 hours. Following arrest, cells were maintained in G1 and induced with YPGal for 35 mins, before supplementing the medium with 0.5mM IAA for 1 hr to degrade the IAA tagged Rnh1 and Rnh201. Cultures were then washed to remove any trace of alpha factor and released into S phase at 24°C. Cells were collected every 10 mins and fixed in 70% (v/v) ethanol for FACS analysis. The red bar indicates the length of S phase and the blue arrow the beginning of mitotic exit. Strains used in this experiment: CS2808, CS2810, CS3126, CS3128.

To explore the nature of the lethality in sen1-3 rnh1Δ rnh201Δ cells, we attempted to test whether the synthetic defects could be rescued by re-establishing the interaction with the replisome. Hence, we cloned our sen1-3 allele with a Ctf4 interacting peptide (CIP)-tag (table 2.5). Many of the Ctf4 replisome binding partners, such as pol α and Sld5 of the CMG helicase contain these CIP-boxes (Villa et al., 2016), so we reasoned that tagging with these motifs could recapitulate sen1-3 binding to the replisome. In addition, we also fused a Dia2-TPR domain (table 2.5) to sen1-3 N-terminal (which is responsible for fusing SCF to the replisome (Morohashi et al., 2009)). However, neither approach suppressed the lethality of the RNH1 RNH201 deletions and was not analysed any further (data not shown).

![Figure 3.3 Overexpression of sen1-3 by the strong constitutive ACT1 promoter rescues the synthetic lethality of sen1-3 rnh1Δ rnh201Δ triple mutant. Serial dilution spotting of strains was carried out under conditions of replication stress, DNA damage, or on YPD medium grown at various different temperatures. The plates were imaged every 24 hours to assess growth. Strains used in this experiment: CS2808, CS2584, CS2607, CS2734, CS3168, CS2736.](image)

Interestingly, overexpression of sen1-3 under the control of the strong constitutive ACT1 promoter is able to rescue the synthetic lethality of the sen1-3 allele in a background lacking the RNase H enzymes, suggesting that increasing the global levels of the protein can compensate for loss of the mechanism whereby Sen1 specifically travels with the forks as part of the replisome (fig 3.3). Moreover, this poses the possibility that Sen1 could operate at regions with fork clashes or transcription
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complexes independently from the replisome. However, cells overexpressing *sen1-3* in the *rnh1Δ rnh201Δ* background are temperature sensitive and analysis of their DNA replication dynamics at 37°C by FACS shows the triple mutant cells accumulate in G2/M (fig 3.3 & 3.4).

![Graphs showing DNA replication dynamics](image)

**Figure 3.4** Cells overexpressing *sen1-3* in a *rnh1Δ rnh201Δ* background have altered DNA replication dynamics. a) Cells were grown to a density of 0.7x10^7 then arrested in G1 by the addition of alpha factor for 3 hours. Cultures were shifted to 37°C for 1 hour before...
release into S phase at non-permissive temperature. Samples were collected every 15mins and fixed using 70% (v/v) ethanol. The red bar indicates the length of S phase, and the blue arrow the beginning of the exit of the cell population from mitosis. The FACS profiles show that the triple mutant accumulates in G2/M. Strains used in this experiment: CS2808, CS2810, CS2584, CS2607, CS3168, CS2736.

Moreover, the ACT1-sen1-3 rnh1Δ rnh201Δ cells also show increased activation of the checkpoint response (fig 3.5). This is demonstrated by immunoblotting for hyperphosphorylation of the checkpoint kinase Rad53, involved in checkpoint arrest, stabilising stalled forks, induction of DNA repair genes and inhibition of late replication origin firing. Following DNA damage, Rad53 is phosphorylated/activated through Rad9 by the Mec1/Tel1 pathway, or following replicative stress independently from Rad9, via Mrc1 (Chen and Zhou, 2009).

Figure 3.5 Cells overexpressing sen1-3 in a rnh1Δ rnh201Δ background show increased activation of the checkpoint response compared with SEN1 a) Protein extraction and
immunoblotting of the samples from figure 3.4 (where samples were taken at the described time points following release from G1 arrest at 37°C) show activation of the checkpoint kinase Rad53 during DNA replication. The higher degree of Rad53 hyperphosphorylation in the triple mutant was also observed in b) where asynchronously growing cells were analysed by TCA extraction and western blot for Rad53 activation over the course of several hours at 24°C. Strains used in this experiment: CS2808, CS2810, CS2584, CS2607, CS3168, CS2736.

Interestingly, the dilution spotting shows that overexpression of SEN1 is able to suppress the hyper-sensitivity of rnh1Δ rnh201Δ cells to replication stress induced by HU, while ACT1-sen1-3 is unable to do so. Moreover, loss of the specific replisome tethering mechanism sensitises the cells to MMS induced DNA damage (fig 3.3). Importantly, analysis of the levels of ACT1-SEN1 and ACT1-sen1-3 tagged with 3HA showed the observed phenotypes are not due to any differences in the level of protein expression (R. Appanah, G. De Piccoli) (fig 3.6).

![Figure 3.6 Analysing the protein expression levels of various 3HA tagged SEN1 and sen1-3 alleles.](image)

In asynchronous samples grown at 24°C, the levels of Sen1 versus Sen1-3 protein expression was compared by immunoblotting for the 3HA tag. The loading controls Mcm3 and Mcm6 are also shown. (R. Appanah, G. De Piccoli) (Appanah et al., 2020). Strains used in this experiment: CS2808, CS2810, CS2584, CS2607.
3.3 *sen1-3* is synthetic defective with strains accumulating high levels of R loops

To further assess whether the synthetic defects found in *sen1-3* cells are the result of an accumulation of R loops, we crossed our *sen1-3* allele with *hpr1Δ*. Hpr1 is one of four components comprising the THO complex, which along with additional mRNA export factors becomes THO/TREX, involved in ensuring efficient mRNA metabolism and export (Chávez et al., 2000). This complex prevents R loop formation behind elongating RNAPII by stabilising the nascent RNA as messenger ribonucleoprotein particles (mRNP), and couples their efficient export with transcription elongation (Chávez et al., 2000). Correspondingly, *hpr1Δ* mutants have been shown to present defects in transcription elongation and gene gating, as well as exhibiting high levels of R loops due to the increased availability of the nascent RNA for reannealing to the template strand (Chávez et al., 2000, Bermejo et al., 2011, García-Benítez et al., 2017).

Dilution spotting of *SEN1* and *sen1-3 hpr1Δ* strains revealed that the double mutant is synthetic defective at elevated temperatures and under conditions of HU induced replication stress (fig 3.7). The suppression of a defect or phenotype by overexpression of *RNH1* is widely used as an indicator for R loops and interestingly, overexpression of *RNH1* under the *GAL1* promoter suppresses the growth defects of *sen1-3 hpr1Δ* cells back to the level of the single *hpr1Δ* mutant (fig 3.7). This suggests that accumulation of R loops does indeed contribute to the defects observed in this *sen1-3 hpr1Δ* background.

![Figure 3.7]

*Figure 3.7* Synthetic defects of the *sen1-3* allele in a *hpr1Δ* background are suppressed by overexpression of *RNH1* to resolve any accumulating R loops. Dilution spotting of cells
carrying a $GAL1$-$RNH1$ construct inserted at the $LEU2$ locus and the relevant controls was carried out. Cells were plated on medium containing galactose to induce expression of the construct and grown at various temperatures or under conditions of replication stress by supplementing the media with HU. Plates were scanned every 24 hours to assess growth. Strains used in this experiment: CS2808, CS2810, CS3742, CS3741, CS3698, CS3700, CS3902, CS3904.

Next, we crossed a $RAD52$-$GFP$ allele into $SEN1$ and $sen1-3$ $hpr1\Delta$ cells to observe the induction/level of Rad52 foci formation in cultures synchronously released from G1 arrest. This allowed us to analyse whether the defects seen in the double mutant occur during S phase and are linked to DNA replication. Rad52 is a central DNA repair protein that re-localises to sites of DNA damage by binding ssDNA, forming nuclear foci. Rad52-GFP foci are widely used as an in vivo molecular marker for homologous recombination and the repair of double strand breaks (Lisby et al., 2001, Aylon and Kupiec, 2004).

These experiments were carried out at 28°C, as $hpr1\Delta$ cells could not be released synchronously at non permissive temperatures (35°C and 37°C) due to budding defects. We observed that during the later stages of replication, the $sen1-3$ allele stimulates a small but statistically significant increase ($p<0.01$) in recombination compared to $SEN1$ (fig 3.8a,b). In addition, the double mutant $sen1-3$ $hpr1\Delta$ cells also show a statistically significant increase ($p<0.01$) in recombination compared with their $SEN1$ counterpart (fig 3.8a,b). Similar to the $GAL1$-$RNH1$ mediated suppression observed by dilution spotting (fig 3.7), the increase in recombination in $sen1-3$ $hpr1\Delta$ cells, but interestingly not the $sen1-3$ single mutant, was reduced following overexpression of $RNH1$ (fig 3.8a,b). This again indicates that accumulation of R loops is a source of toxicity in the $hpr1\Delta$ $sen1-3$ background.
Figure 3.8 DNA:RNA hybrids contribute to defects in the sen1-3 hpr1Δ background. a) Cells carrying a RAD52-GFP allele were arrested in G1, then shifted to semi-permissive temperature (28°C) for 1 hour before release into S phase. At the described time points, cells were fixed using 16% (v/v) paraformaldehyde and imaged to analyse the number of Rad52 foci. During the later stages of replication, sen1-3 cells show a small but significant increase in recombination that was not suppressed by overexpression of RNH1. The sen1-3 hpr1Δ double mutant also showed an increase in recombination, which was reduced following overexpression of RNH1. An average of three biological repeats is shown (p<0.05= **, p<0.01= ***, n.s= not significant). b) Representative images of Rad52-GFP foci analysed in (a). Scale bar = 5 μm. c) Representative FACS profiles of the three biological repeats shown in (a). Strains used in this experiment: CS2876, CS2953, CS3804, CS3936, CS3927, CS3932, CS3930, CS3935.
3.4 Direct analysis of R loops accumulation in *sen1-3* mutants

Although, as previously mentioned, suppression of a defect or phenotype (such as recombination) by *RNHI* overexpression is a commonly used diagnostic for R loops, we also aimed to confirm the previous results by using a method to directly analyse and compare the levels of DNA:RNA hybrids within these strains.

A cytological chromosome spread assay was adopted, where cells were digested with the cell-wall degrading enzyme Zymolyase to generate spheroplasts. The cell and nuclear membranes were then lysed via osmotic shock aided by a detergent, in the presence of fixative to preserve protein and DNA:RNA structures. The lysed cells were spread across the surface of a slide, allowing the insoluble nuclear components to settle and bind homogenously (Grubb et al., 2015, Wahba et al., 2011). These spread chromosomes were then analysed for DNA:RNA hybrid levels by indirect immunofluorescence using the S9.6 antibody, which is directed against R loops. Before immunostaining; the slides were either mock treated or treated with commercial Rnh1 to confirm that the signal is specific to R loops. In addition, *rnh1Δ rnh201Δ* cells were used as a positive control; and as previously described by Wahba et al., displayed an extremely high level of R loops signal, which was significantly reduced following treatment with commercial RNase H1 (fig 3.9a,b) (Wahba et al., 2011). Surprisingly, however, we did not observe any increase in the number of cells with detectable DNA:RNA hybrids between *SEN1 hpr1Δ* cells or *sen1-3 hpr1Δ* cells (fig 3.9a,b).

Similarly, slot blot analysis to examine R loops *ex vivo* using the S9.6 antibody also did not appear to detect any difference between the two strains (fig 3.9c). In this experiment, the genomic material was extracted from S phase cells, then treated with RNase A to degrade any single stranded RNA in the samples. Serial dilutions were prepared, and initial test experiments treated the material with either RNase H to degrade any DNA:RNA hybrids, or RNase H plus RNase III (which cleaves dsRNA), to ensure the S9.6 antibody was not non-specifically recognising any double stranded RNA in the samples. These two conditions yielded similar results (data not shown). Therefore, serial dilutions of mock treated, and RNase H treated samples were UV
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Figure 3.9 Accumulation of DNA:RNA hybrids in sen1-3 may only be genotoxic at specific loci or under certain conditions

a) Chromosome spreads were performed from cells grown to exponential phase at 28°C for 2 hours. Prior to immunostaining, cells were either mock treated or pre-treated with RNase H1 at 37°C for 1 hour as a control. R loops were then visualised by immunostaining with the S9.6 antibody directed against RNA:DNA hybrids followed by incubation with Cy3-conjugated secondary antibody. a) Representative images of the chromosome spreads. Scale bar = 5µm. b) High levels of signal were detected in a rnh1∆ rnh201∆ background, which was specifically reduced in Rnh1 treated cells, indicating the signal is R loop specific. No difference in the level of signal was detected between SEN1 and sen1-3 cells, even in an hpr1∆ background. An average of three biological repeats is shown. c) To analyse R loops ex vivo, exponentially growing cultures were arrested in G1, then washed and released at 24°C for 30 mins (S phase). The genomic material, including DNA:DNA and DNA:RNA hybrids was collected by phenol/chloroform extraction in nuclease free water. Serial dilutions (1, 0.5, 0.25µg/µl) of the samples were either mock treated or treated with RNase H1 at 37°C for 1 hour. The samples were transferred under vacuum using a slot blot manifold and crosslinked to the nylon membrane. The membranes were then probed for DNA:RNA hybrids using S9.6, or dsDNA using anti-dsDNA antibody. The image is representative of three biological repeats. Strains used in these experiments: CS2808, CS2810, CS3742, CS3741, CS2734.
crosslinked to hybond-N+ nylon membranes, which were then probed with S9.6 and anti-dsDNA antibody. Spectrophotometric analysis confirmed correct serial dilution of the samples; however, unfortunately, the signal using the anti-dsDNA did not decrease in a linear fashion as expected, making it impossible to quantify the observed S9.6 R loops bands by normalising them to the dsDNA signal. Visually however, immunoblotting revealed a similarly increased S9.6 signal in both hpr1Δ strains compared with SEN1 or sen1-3 cells, consistent with the increased R loops described in this background and the results of our chromosome spreads. This signal was significantly reduced by RNase H treatment (fig 3.9c).

3.5 Testing the genetic interactions of sen1-3 with other mutant backgrounds that display an enrichment of R loops

As the experiments in the previous section contrastingly showed no difference in the levels of R loops between SEN1 and sen1-3 hpr1Δ cells compared with the Rad52-GFP foci experiments, we decided to analyse the genetic interactions of sen1-3 with other genes that have a known role in R loop resolution, or deletion of which results in elevated hybrid levels. In some cases, the absence of these proteins results in the enrichment of R loops at specific genomic loci.

These genes included the DNA helicases RRM3 or PIF1, which resolve R loops at tDNAs (Tran et al., 2017, Boulé and Zakian, 2007), and SGS1, which acts at long genes and hard-to-replicate regions (Chang et al., 2017). SRS2 on the other hand has been described as a novel anti-hybrid mechanism, which counteracts deleterious Rad51 R loop-forming strand invasion activity (Wahba et al., 2013). Finally, deletion of the enzyme TOP1 (which resolves negative supercoiling behind elongating RNAPII) results in enrichment of R loops particularly across rDNA arrays (El Hage et al., 2010). Surprisingly, in these backgrounds, no sen1-3 dependent synthetic genetic defects were observed (fig 3.10).
Figure 3.10 Tethering Sen1 to the replisome may only be critical for the resolution of R loops under certain circumstances. Serial dilution spotting of yeast strains was performed, where 10-fold dilutions of the various cell suspensions were grown on YPD medium at different temperatures, or under conditions of DNA damage or replication stress induced by addition of MMS or HU to the media. Plates were imaged every 24 hours. sen1-3 cells reveal no synthetic defects in other backgrounds with high levels of R loops. Strains used in this experiment: CS2808, CS2810, CS2863, CS2865, CS2878, CS2880, CS2882, CS2884, CS2894, CS2896, CS2890, CS2892.

3.6 Investigating the functional redundancy between Sen1 and RNase H at replication forks

As sen1-3 is synthetic lethal in the absence of RNase H; this suggests that there is some level of functional redundancy between these enzymes for the removal of R loops, specifically at replication forks. However, it is also clear that the activity of these pathways does not fully overlap; for example, the RNase H enzymes are not required for transcription termination. Consequently, we next aimed to assess the level of functional redundancy between Sen1 and RNase H at forks.

In the context of damage induced by R loops in a rnh1Δ rnh201Δ background, many different pathways are essential for cell viability. These include genes involved in the prevention of R loops, as well as homologous recombination (HR) and post replicative repair (table 3.1). Though it appears there is some functional overlap between Sen1 and RNase H for the digestion of R loops; in these lethal backgrounds, it is possible
endogenous levels of Sen1 cannot remove R loops with kinetics sufficient to maintain viability without these factors. Alternatively, while playing redundant roles in R loop metabolism, RNase H and Sen1 may have other specific essential functions that cannot be complemented by one another. Thus, we decided to survey the levels of Sen1 redundancy in a *rnh1Δ rnh201Δ* background in combination with deletion of various genes involved in R loop prevention or metabolism and different DNA repair pathways.

To do this, we analysed whether overexpression of *SEN1* (where we crossed in the *ACT1-SEN1* allele) could suppress the lethality in strains lacking RNase H activity. If the answer was positive; we would then repeat the overexpression of *SEN1* using an *ACT1-sen1-3* allele, so to understand whether the viability depends on the tethering of Sen1 to the replisome. We reasoned that if overexpression of *SEN1*, but not *sen1-3* was able to suppress any growth defects or rescue cell lethality of *rnh1Δ rnh201Δ* cells crossed with the other candidate genes, this may provide an indication of the level of Sen1 redundancy in these genetic backgrounds specifically at replication forks. Rescuing the lethality could either be a result of overlapping R loops resolution function in that background, or a unique redundancy of Sen1 with the other candidate pathway. Interestingly, for some of the genes tested, *ACT1-SEN1*, but not *ACT1-sen1-3* was able to suppress the lethality or partially improve the growth defects of the triple mutants, however the cells still remained sick (fig 3.11a,b, results summarised table 3.1).

*ACT1-SEN1* was able to rescue the lethality of *rnh1Δ rnh201Δ* combined with *hpr1Δ*, where defects in mRNP biogenesis further increase the levels of R loops in the cell. However, these cells still displayed growth defects (fig 3.11a). This suggests that Sen1 does indeed have some functional redundancy for the removal of R loops in this background, and that by increasing its availability and consequently its activity, the levels of these DNA:DNA hybrids are reduced to a point where viability is restored. However, this is perhaps not with kinetics sufficient to fully complement deletion of the other alleles. Interestingly, *hpr1Δ* cells have been shown to accumulate telomeric R loops, suggesting the R loop activity of Sen1 at forks may be particularly important at these regions (Pfeiffer et al., 2013). In a background where the RNase H enzymes are present, the loss of Sen1 from forks exacerbates the growth defects of *hpr1Δ* cells.
(fig 3.7), suggesting Sen1 plays an important function at forks that cannot be fully complemented by RNase H, or that RNase H cannot resolve R loops with the same kinetics as Sen1 at forks in this background.

Interestingly, similar to hpr1Δ, cells lacking the Mph1 helicase have also been shown to accumulate R loops at telomeres (Lafuente-Barquero et al., 2017). Telomeres are areas of the genome that are especially hard to replicate. Their existence as heterochromatin (enriched with heterochromatic proteins and markers for histone remodelling), together with their repetitive R loop-forming sequence, means fork stalling is common across these regions (Ozer and Hickson, 2018). Hpr1 and Mph1 control the levels of R loops via different mechanisms; the helicase activity of Mph1 appears resolve any that accumulate, whereas Hpr1 prevents their formation.

Figure 3.11 Genetic interactions of sen1-3 rnh1Δ rnh201Δ cells. Meiotic progeny of SEN1, ACT1-SEN1 or ACT1-sen1-3 rnh1Δ rnh201Δ cells crossed with various candidate genes involved in different pathways including a) mRNA biogenesis and b) DNA lesion bypass were scored by replica plating on selective media at 24°C. Genotype is indicated by the symbols described in the key. Strains used for crosses: CS2734, CS2736, CS3168, CS2277, CS4386, CS3745, CS239, CS4206, CS4208, CS716, CS4369, CS4367.
Suppression of mph1Δ rnh1Δ rnh2011Δ lethality by ACT1-SEN1 (fig 3.11b) once again suggests that Sen1 may be important at forks for the maintenance of telomeres and accurate replication of chromosome ends in an R loops dependent manner. The inability of ACT1-sen1-3 to suppress the lethality of both mph1Δ and hpr1Δ backgrounds (fig 3.11) suggests that when Sen1 is not already present at forks through its replisome tethering mechanism; it cannot be recruited to any replisome/hybrid collision sites, such as at telomeres, with kinetics sufficient to remove the R loop before lethal damage occurs.

Finally, both RAD18 and MPH1 are involved in bypassing damaged DNA with the purpose of promoting replication through lesions; thus, reducing fork collapse. However, they are each part of distinct biochemical pathways. Rad18 is an E3 Ubiquitin ligase, involved translesion synthesis. Mph1 is also involved in error-free bypass of lesions, but as part of a separate non-canonical HR pathway (Schurer et al., 2004). Both of these pathways have been shown to be critical for tolerating ribonucleotides mis incorporated into DNA as a result of the absence of RNase H, which plays a main role in their removal (Lazzaro et al., 2012). Partial suppression of the defects by ACT1-SEN1 (fig 3.11b) suggests that the presence of Sen1 at replication forks may either play a partially redundant role with RNase H in the removal of ribonucleotides mis incorporated by the replicative polymerases, reducing the cells reliance on these lesion bypass pathways for viability, or that Sen1 has some post-replicative repair function. The latter may be more likely, as ACT1-SEN1 is unable to rescue the lethality of rnh1Δ rnh201Δ top1Δ cells (fig 3.12c). Top1 provides an alternative pathway in cells lacking RNase H for the removal of rNMPs (Lazzaro et al., 2012, Potenski and Klein, 2014). Importantly, once again, ACT1-sen1-3 was unable rescue the lethality in these genetic backgrounds.

The synthetic lethality of rnh1Δ rnh201Δ combined with deletion of RAD52 indicates a critical need for HR in this background to repair DNA damage and maintain cell viability (fig 3.12a). Rad52 is responsible for displacing RPA from exposed ssDNA to facilitate loading of Rad51, which forms the nucleofilaments responsible for strand invasion of a homologous template (Sugiyama et al., 1997, Sugiyama and Kowalczykowski, 2002). The lethality is likely due to the fact that high levels of DNA lesions occur as a result of both R loops interference with replication, leading to
collapsed forks (which require HR for their repair), and the vulnerability of the displaced single stranded DNA within the hybrid. However, overexpression of SEN1 or sen1-3 under the ACT1 promoter did not rescue this lethality (fig 3.12a). This suggests that SEN1 cannot resolve R loops in this background with kinetics sufficient to reduce the levels of damage enough to complement this reliance on HR. It also suggests that SEN1 activity has no redundancy with the HR pathway for the repair of any R loops induced DNA damage. Concurrently, dilution spotting experiments showed that any growth defects in rad51Δ cells were not exacerbated by the sen1-3 allele, providing further evidence Sen1 does not play a functionally redundant role in the HR pathway at forks (fig S.1)

Figure 3.12 Meiotic progeny of SEN1, ACT1-SEN1 or ACT1-sen1-3 rad51Δ mh201Δ cells crossed with various candidate genes involved in different pathways including a) Homologous recombination b) Base excision repair c) topological stress relief and ribonucleotide excision repair were scored by replica plating on selective media grown at 24°C. The genotypes are indicated by the symbols described in the key. Strains used for crosses: CS2734, CS3168, CS792, CS4189, CS4334, CS4397, CS1175, CS4191.
Similar results were obtained combining these alleles with deletion of the nuclease RAD27 (fig 3.12b). Rad27 is involved in base excision repair by resolving flaps generated during the repair process. It is also involved in maintaining genome fidelity, due to its role in Okazaki fragment maturation. Though a major pathway of maturation depends on the strand displacement activity and flap removal activity of Pol δ and Rad27, respectively, a second major pathway may also involve co-operative action of RNase H2 (Qiu et al., 1999, Burgers, 2009). The lack of suppression by ACT1-SEN1 (fig 3.12b) and the absence of any synergistic synthetic defects in sen1-3 rad27Δ cells (fig S.1) suggests that Sen1 does not play a redundant role in the maturation of Okazaki fragments or Rad27-dependent long patch base excision repair.

Finally, ACT1-SEN1 did not suppress synthetic lethality with deletion of TOP1 (fig 3.12c). Aside from providing an alternative pathway for rNMP removal, it is involved in relieving torsional stress surrounding forks (Potenski and Klein, 2014). It has also been shown to be particularly important for maintaining genome stability across rDNA, which accumulates R loops in its absence (El Hage et al., 2010). The inability of ACT1-SEN1 to suppress lethality of rnh1Δ rnh201Δ top1Δ cells (fig 3.12c) is in agreement with a study from the Koshland lab which observed that sites of R loop-associated lethal damage in rnh1Δ rnh201Δ Top1-depleted cells (across rDNA) are not present in those depleted of Sen1, and vice versa. Thus, their R loops function appears to be important at non-overlapping regions of the genome (Costantino and Koshland, 2018). In agreement, no synergistic defects are observed between the top1Δ allele and sen1-3 (fig S.1).

Table 3.1 Summary of genetic interactions examining the redundancy between Sen1 and RNase H activity at replication forks

<table>
<thead>
<tr>
<th>Gene</th>
<th>Pathway/ function</th>
<th>ACT1-SEN1</th>
<th>ACT1- sen1-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPR1</td>
<td>mRNP biogenesis and telomere maintenance</td>
<td>✔️ ✔️ ✔️</td>
<td>❌</td>
</tr>
<tr>
<td>RAD18</td>
<td>Post-replicative repair</td>
<td>✔️ ✔️ ✔️</td>
<td>❌</td>
</tr>
<tr>
<td>MPH1</td>
<td>Error-free lesion bypass and telomere maintenance</td>
<td>✔️ ✔️ ✔️</td>
<td>❌</td>
</tr>
<tr>
<td>RAD52</td>
<td>Homologous recombination</td>
<td>❌</td>
<td></td>
</tr>
<tr>
<td>RAD27</td>
<td>Okazaki fragment processing and base excision repair</td>
<td>❌</td>
<td>❌</td>
</tr>
<tr>
<td>TOP1</td>
<td>Torsional stress relief and removal of ribonucleotides mis incorporated into DNA</td>
<td>❌</td>
<td>❌</td>
</tr>
</tbody>
</table>
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Considering all of the data, it appears that Sen1 has some functional redundancy with the RNase H enzymes for the resolution of R loops at replication forks. Interestingly, though overexpression of sen1-3 under the strong constitutive ACT1 promoter rescues the lethality of the sen1-3 rnh1Δrnh201Δ triple mutant, unlike ACT1-SEN1, these cells are sensitive to elevated temperatures, MMS and HU (fig 3.3). This suggests that under conditions of DNA damage or replication stress, the tethering of Sen1 to forks is particularly important to cope with R loops in cells lacking RNase H activity. The association between Sen1 and the replisome may provide a kinetic advantage by ensuring it is readily available at the required collision sites to resolve the R loops and promote progression of the replication fork. Any prolonged stalling of the fork could lead to deleterious recombination events and genome instability. Analysing the ability of the ACT1-SEN1 and ACT1-sen1-3 alleles to rescue the synthetic lethality of double RNH deletion in various different genetic backgrounds has shown that SEN1 activity at forks may be important particularly for telomere maintenance or post-replicative repair, as well as R loops metabolism (fig 3.11). Interestingly, it appears that Sen1 R loops activity may only be important under specific conditions or at particular genomic loci, as the sen1-3 allele does not exacerbate any defects in cells lacking various other helicases involved in R loops removal (fig 3.10). These may act at non-overlapping regions of the genome or on DNA:RNA hybrid substrates with different biochemical features. However, sen1-3 was also shown to display synthetic growth defects and increased recombination when combined with mRNP biogenesis mutant hpr1Δ (fig 3.7,8). Importantly, these phenotypes were linked to the formation of R loops, as they could be suppressed by RNH1 overexpression (fig 3.7,8). However, direct analysis of R loops, using both a cytological assay and slot blot analysis did not detect any difference in the levels of DNA:RNA hybrids between SEN1 and sen1-3 hpr1Δ cells (fig 3.9). It is possible that although the levels of R loops are similarly increased in these strains, a subset of these could be more efficiently converted to damage in the absence of Sen1 at forks, leading to the increased levels of recombination.
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4.1 Background

In addition to causing defects in transcription termination, increased levels of R loops and hyperrecombination, the sen1-1 allele (which has a mutation in the essential helicase domain) is synthetic lethal with deletion of various genes involved in replication fork stability and DNA repair. Among those essential for viability are the homologous recombination proteins Srs2, Mre11, Sgs1, Rad51, Rad52; and the replisome components Ctf4, Tof1 and Mrc1 (fig 4.1) (Alzu et al., 2012, Mischo et al., 2011). This suggests that the activity of Sen1 is critical for maintaining the integrity of the genome by playing a role in preventing events that lead cells to rely on the fork protection complex (Tof1-Mrc1-Csm3) or require DNA repair mechanisms such as HR.

Accordingly, we were interested whether any of these pathways are also critical for maintaining viability in cells where Sen1 is no longer tethered to replication forks (sen1-3). Surveying for synthetic genetic interactions of sen1-3 with various mutants and analysing whether any defects found arise during DNA replication provides further information toward elucidating the specific role of Sen1 at forks.
4.2 Genetic interactions of the sen1-3 allele

First, a number of mutants, including those that are synthetic lethal with sen1-1, were screened for genetic interactions with sen1-3 by performing dilution spotting experiments. Strains carrying deletion of the gene of interest crossed with either the SEN1 or sen1-3 allele were assessed for sensitivity to temperature, replication stress and DNA damage. In combination with sen1-3, several of the mutants tested displayed no synthetic genetic defects, however a portion were found to negatively affect cell growth (summarised fig 4.1).

Figure 4.1 Schematic of sen1-1 and sen1-3 genetic interactions. sen1-1 cells are synthetic defective in combination with deletion of various genes involved in replication fork stability and DNA repair. sen1-3 shows genetic defects in combination with deletion of a fraction of these genes, as well as various other replication proteins. (Dilution spotting of genes that presented no genetic interaction is shown in fig S.1).

4.2.1 Ctf4

Similar to sen1-1, sen1-3 is synthetic defective when combined with deletion of CTF4, a key interaction hub within the eukaryotic replisome (fig 4.2). Ctf4 not only couples the CMG helicase to Pol α/primase (Gambus et al., 2009, Simon et al., 2014), helping to ensure the processes of DNA unwinding and lagging strand synthesis are coordinated, but also mediates the interaction of the replisome with multiple other accessory proteins (Villa et al., 2016). These proteins, characterised by the presence
of a CIP-box include: Sld5, Dna2 and Tof2. The Ctf4-mediated recruitment of some of these factors not only contributes to chromosome duplication, but also coordinates other important processes with DNA replication, for example: rDNA copy-number regulation, DNA repair and sister chromatid cohesion (Villa et al., 2016, Samora et al., 2016, Simon et al., 2014, Zhu et al., 2007, Hanna et al., 2001). As deletion of \(C T F 4\) results in its absence from the replisome, as a consequence, the coupled processes are no longer coordinated with DNA synthesis. The \(s e n 1-3\ c t f 4\Delta\) double mutant is sensitive to both temperature and replication stress, suggesting that in this background, the loss of Sen1 from forks is genotoxic (fig 4.2).

![Figure 4.2 Lack of coordination between replication and Ctf4 mediated processes is genotoxic in \(sen1-3\).](image)

**Figure 4.2 Lack of coordination between replication and Ctf4 mediated processes is genotoxic in \(sen1-3\).** Strains were serially diluted 10-fold to obtain concentrations of \(5 \times 10^6\), \(5 \times 10^5\), \(5 \times 10^4\) and \(5 \times 10^3\) cells/ml, then 10μl of each suspension was spotted on YPD medium of various conditions, including media supplemented with DNA damaging agent MMS or dNTP depleting agent HU. Cells were incubated at the described temperatures and imaged every 24 hours. This revealed that \(sen1-3\ c t f 4\Delta\) mutant is sensitive to both temperature and replication stress. Strains used in this experiment: CS2808, CS2810, CS3283, CS3285.

### 4.2.2 Checkpoint proteins

The \(sen1-3\) allele was also identified as synthetic defective with deletion mutants of the S phase checkpoint genes \(M R C 1\), \(C T F 18\) and \(R A D 53\). Rad53 is the main checkpoint effector kinase, and Mrc1 and Ctf18 are key mediator proteins. All of the double mutants exhibited growth defects at 37°C and \(sen1-3\ m r c 1\Delta\) and \(ctf 18\Delta\) cells are also sensitive to replication stress. Moreover, \(sen1-3\ r a d 50\Delta\) cells are also synthetic defective at 37°C (fig 4.3). Rad50 is a component of the yeast MRX complex (Mre11/Rad50/Xrs2), which is involved in the processing of DSBs and has been implicated in activation of both the G1 and S phase checkpoint in response to DSBs (Grenon et al., 2001). Also, Rad50 is thought to be involved in the recruitment of cohesin to replicating chromatin. At stalled forks, increased accessibility to chromatin is achieved by Rad50 in cooperation with chromatin remodelling factors, where they
promote resection of the nascent DNA by exonucleases. The resultant ssDNA stimulates the loading of Cohesin, where its accumulation at stalled forks presumably serves to maintain close association of sister chromatids, either for the repair of one ended DSBs at collapsed forks, or to facilitate HR-mediated fork restart (Delamarre et al., 2020, Tittel-Elmer et al., 2012).

\textit{sen1-3} exacerbated HU sensitivity was also observed with \textit{tof1Δ} (fig 4.3), a member of the fork protection complex (FPC), which stabilises HU stalled replication forks by preventing helicase and polymerase uncoupling (Katou et al., 2003). Tof1 is also thought to play a role in activation of the DNA replication checkpoint, as its deletion aggravates checkpoint defects in \textit{rad9Δ} cells (Foss, 2001). However, its role is less clear than that of Mrc1. Finally, \textit{sen1-3 mec1-100} cells are also sensitive to replication stress (fig 4.3). \textit{mec1-100} is a hypomorphic mutant allele of the checkpoint sensory kinase \textit{MEC1} and is defective in the G1/S and S phase checkpoint; showing only weak activation of Rad53 during S phase. \textit{mec1-100} cells also activate excess replication origins (Paciotti et al., 2001, Zhong et al., 2013).
Figure 4.3 The sen1-3 allele displays synthetic genetic defects in combination with deletion of various S phase checkpoint proteins. Serial dilution spotting of yeast strains was carried out on YPD media under conditions of DNA damage, replication stress or at the indicated temperatures. Plates were imaged every 24 hours. Stains used in this experiment: CS2808, CS2810, CS2859, CS2861, CS2945, CS2947, CS2955, CS2957, CS2934, CS2936, C2867, CS2868, CS2904, CS2906.
To analyse whether any of the defects observed in these checkpoint mutants were due to gene gating, we crossed the \textit{mlp1Δ} allele (which is the nuclear pore involved in establishing gene gating) into \textit{sen1-3 mrc1Δ} cells. At sites where transcription and replication collide, one of the proposed functions of the S phase checkpoint is to promote fork passage by controlling gene gating. Checkpoint dependent phosphorylation of nucleoporins inhibits gene gating; thus, results in release of nascent RNA from nuclear pores, which relieves some of the torsional stress on the template DNA (Bermejo et al., 2011). However, instead of suppressing any defects, \textit{mlp1Δ} further exacerbates the synthetic growth defects of \textit{sen1-3 mrc1Δ} cells (fig 4.4). Deletion of \textit{MLP1} has been shown to result in an increase in R loops (García-Benítez et al., 2017), which is likely responsible for the exacerbation of the growth defects in \textit{sen1-3 mrc1Δ} cells (fig 4.4).

![Figure 4.4](image)

**Figure 4.4** Inhibition of gene gating does not rescue the synthetic defects of \textit{sen1-3 mrc1Δ} cells. 10-fold serial dilutions of the various strains were spotted onto YPD media and incubated at the described temperatures. The cells were imaged every 24 hours. Strains used in this experiment: CS2808, CS2810, CS2859, CS2861, CS3782, CS3790, CS3816, CS3817.

Interestingly, and puzzlingly, no synthetic genetic defects were observed between \textit{sen1-3} and deletion mutants of genes involved in the canonical activation of the S phase checkpoint pathway: \textit{mec1Δ sml1Δ}, \textit{tell1Δ}, and \textit{mec1Δ sml1Δ tell1Δ} (fig 4.5) (note, \textit{mec1Δ} strains require deletion of the ribonucleotide reductase inhibitor \textit{SML1} for viability. Sml1 is usually degraded via the Mec1 pathway to upregulate synthesis of dNTPs in response to replication stress, which is an essential function (Zhao et al., 1998)). In addition, \textit{sen1-3} does not genetically interact with \textit{mrc1ΔAQ}, a mutant where all 17 S/TQ motifs are mutated to AQ (fig 4.5). Therefore, \textit{mrc1ΔAQ} cannot be
phosphorylated by Mec1 for Rad53 activation, thus, is defective in the downstream S phase checkpoint response, but is still proficient in its DNA replication role (Osborn and Elledge, 2003).

Figure 4.5 sen1-3 does not display synthetic genetic defects in combination with deletion mutants of proteins involved in canonical activation of the S phase checkpoint response. Dilution spotting of these strains was carried out, where 10-fold dilutions of cell suspensions were spotted on YPD plates of various conditions and grown for several days at various temperatures. Cells were imaged every 24 hours and assessed for sen1-3 allele dependent growth defects. Strains used in this experiment: CS2808, CS2810, CS3049, CS3051, CS3224, CS3226, CS3228, CS3230, CS3232, CS3234.
4.3 The *sen1-3* mutants show slower cell cycle progression in the absence of the S phase checkpoint proteins Mrc1 and Ctf18

To further investigate the defects in *sen1-3 mrc1Δ* and *ctf18Δ* mutants and whether these are linked to DNA synthesis, we once again examined the replication dynamics and kinetics of Rad52-GFP foci formation in these strains.

Figure 4.6 *sen1-3 mrc1Δ* or *ctf18Δ* double mutants show a delayed progression through S phase, with a significant proportion of cells arrested in G2. Cells were arrested in G1, shifted to 37°C for 1 hour and then released at non permissive temperature (37°C). Samples
were taken every 10 minutes and fixed in 70% (v/v) ethanol for analysis by flow cytometry. FACS profiles for a) mrc1Δ and b) ctf18Δ are shown. The red bar indicates the length of DNA replication, the blue arrow indicates the beginning of the exit from mitosis. Strains used in these experiments: CS2808, CS2810, CS2859, CS2861, CS2955, CS2957.

Populations of cells were synchronously released from G1 arrest into S phase at non permissive temperature (37°C); samples were taken every 10 minutes, fixed in 70% (v/v) ethanol and analysed by flow cytometry. The FACS profiles revealed that both of the double mutant’s exhibit a longer S phase (indicated by the red bar) than their respective SEN1 controls, with an accumulation of cells blocked in G2/M (fig 4.6 a,b).

Samples of these cells were also collected at the described time points and fixed using 16% (v/v) formaldehyde to examine the kinetics of Rad52-GFP foci formation. The fixed cell nuclei were stained with DAPI and then imaged using widefield microscopy. As seen in previous experiments (fig 3.8), cells carrying the sen1-3 allele display a small statistically significant increase (p<0.01) in Rad52-GFP foci compared with SEN1 cells. Corresponding with the FACS profiles shown in fig 4.6, during late S phase, the sen1-3 mrc1Δ and ctf18Δ double mutants both showed a statistically significant increase in Rad52 foci (fig 4.7a), with a larger proportion of cells carrying two or more distinct foci, indicating damage at multiple different loci across the genome (fig 4.7b).
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Figure 4.7 sen1-3 shows an increase in recombination with mrc1Δ and ctf18Δ. Cells were arrested in G1, shifted to 37°C for 1 hour and then released synchronously into S phase at non permissive temperature. The cells were fixed using 16% (v/v) formaldehyde at various time points during S phase and analysed for the number of Rad52-GFP foci. a) sen1-3, and sen1-3 in combination with mrc1Δ or ctf18Δ cells show an increase in recombination in the later stages of S phase, b) The single and double mutants also show an increase in cells with multiple Rad52 foci. An average of three biological repeats is shown (p<0.05=**, p<0.01=***). c) Representative images of Rad52-GFP foci analysed in (a). Strains used in this experiment: CS2876, CS2953, CS3134, CS3057, CS3062, CS3148.
Considering the previous data for \textit{sen1-3 rnh1\Delta rnh201\Delta} and \textit{hpr1\Delta} cells; non-metabolised R loops due to loss of Sen1 from the replisome could be a source of replication fork stalling and DNA damage in these mutants. To investigate whether the observed growth defects, altered replication dynamics and increased Rad52 foci are due to increased levels of DNA:RNA hybrids as a result of abrogating the Sen1 replisome interaction, we tested whether overexpression of \textit{RNH1} was able to suppress any of the phenotypes observed in \textit{sen1-3 mrc1\Delta} cells.

The \textit{GAL1-RNH1} allele was crossed into \textit{mrc1\Delta SEN1} or \textit{sen1-3} cells, and initial dilution spottong of the strains on YP glucose (to suppress \textit{GAL1-RNH1} induction) versus YP galactose (to induce \textit{GAL1-RNH1}) revealead no \textit{RNH1} mediated suppression of the double mutants sensitivity to increased temperatures or replication stress (fig 4.8a).

Additionally, the microscopy experiments were repeated to examine the kinetics of Rad52-GFP foci formation in these new strains during S phase. Cells grown in YP raffinose were arrested in G1, before changing the medium to YP galactose for 35 mins to induce expression of \textit{GAL1-RNH1}. Cultures were then shifted to 37°C for 1 hour while maintaining G1 arrest, before being released synchronously into S phase. Similar to the previous experiments (fig 4.7), in these conditions, a stastically significant increase in the levels of Rad52 foci between \textit{SEN1 mrc1\Delta} and \textit{sen1-3 mrc1\Delta} cells was observed. In agreement with the dilution spotting experiments, overexpression of \textit{RNH1} did not suppress the increased levels of Rad52-GFP foci (fig 4.8a,b).

To ensure that this was not the result of the yeast having some ability to self-regulate the amount of \textit{RNH1} within the cell, we also overexpressed the human orthologue of \textit{RNH1} (Wahba et al., 2011, Chang et al., 2017) under the strong \textit{GPD} promoter from a multi-copy plasmid. This obtained similar results, suggesting that the removal of R loops cannot suppress the defects observed in \textit{sen1-3 mrc1\Delta} cells (fig 4.9).
Figure 4.8 *sen1-3* shows synthetic defects and increased recombination in an *mrc1Δ* background, independently from R loops. a) Dilution spotting of cells carrying a GAL1-RNH1 construct inserted at the *LEU2* locus and the relevant controls was carried out. Cells were plated at various conditions on medium containing either glucose to suppress or galactose to induce expression of the construct. Overexpression of *RNH1* under the GAL1 promoter does not suppress the synthetic defects in *mrc1Δ sen1-3* cells. b) Cells were arrested in G1, shifted to 37°C for 1 hour and then released synchronously into S phase at non-permissive temperature and analysed for the number Rad52-GFP foci. The levels of recombination in the single *sen1-3* or *sen1-3 mrc1Δ* cells were unaffected by overexpression of *RNH1*. An average of three biological repeats is shown (p<0.05=**, p<0.01=***). c) Representative FACS profiles of the experiments analysed in (b). Strains used in these experiments: CS2876, CS2953, CS3134, CS3607, CS3804, CS3936, CS3808, CS3813.
Figure 4.9 Overexpression of the human RNH1 orthologue under control of the strong constitutive GPD promoter from a multi copy plasmid does not suppress synthetic defects or increased recombination in sen1-3 mrc1Δ cells. a) Dilution spotting of strains transformed with either the empty or GPD-hRNH1 plasmid were grown at various temperatures and conditions. Overexpression of hRNH1 does not suppress the growth defects of sen1-3 mrc1Δ cells. b) Cells transformed with either the GPD-empty or GPD-hRNH1 plasmid were arrested in G1, shifted to 37°C for 1 hour and then released synchronously into S phase at non permissive temperature and analysed for Rad52-GFP foci. Similar to GAL-RNH1 overexpression, the levels of recombination in the single sen1-3 or sen1-3 mrc1Δ cells were not suppressed by overexpression of hRNH1. An average of three biological repeats is shown. Strains used in these experiments: CS3853, CS3851, CS3854, CS3852, CS3847, CS3848, CS3855, CS3856.
4.4 The increased recombination of *sen1-3* mutant cells during DNA replication leads to increased genome instability

A direct repeat recombination assay was used to investigate directly whether the increased levels of Rad52 foci and growth defects observed in *sen1-3* mutants during DNA replication leads to increased recombination and genomic instability.

![Diagram of direct repeat recombination assay](image)

**Figure 4.10 sen1-3 causes increased recombination.** Cells were transformed with the direct repeat recombination substrates, pL or pLYΔNS, shown in (a) and grown at 24°C. b) The level of recombination is presented as a ratio of the number of recombinant cells (*LEU2*+) over the total number of plasmid carrying cells (*URA*+). The percentage increase vs. wild type
Sen1 for each substrate is shown above the bars. An average of three biological repeats is shown. Strains used in this experiment: CS2808, CS2810, CS2859, CS2861, CS3742, CS3741.

In this plasmid-based system, two truncated leu2 direct repeat motifs with partial overlap are separated either by 39 (pL) or 3,900 (pLY∆NS) nucleotides (Mischo et al., 2011, González-Aguilera et al., 2008). Following transformation of the plasmids into the various mutants, any recombination between the repeats results in a functional LEU2, thus allowing quantification of the number of recombinant cells by analysing growth on media lacking leucine. The level of recombination is presented as the ratio of the number of recombinants (LEU2+) over the total number of URA+ cells, which is the marker for the plasmid. In this system, the sen1-3 allele showed a small but statistically significant increase in direct-repeat recombination for the pLY∆NS plasmid. In addition, for both pL and pLY∆NS, sen1-3 mrc1∆ double mutant cells showed a modest statistically significant increase compared with their SEN1 counterpart. Interestingly, sen1-3 hpr1∆ cells showed a much higher increase. For all mutants, the levels of recombination were greater for the pLY∆NS plasmid compared with pL, thus the levels of recombination and genome instability increases with the length of the gene (fig 4.10).

4.5 Investigating the role of Sen1 at replication forks outside of R loops removal

As it appears that the presence of Sen1 at forks may promote DNA replication in a manner that is independent from the removal of R loops, this begs the question of what other obstacles it may be removing. Sen1 has a well-documented function in the termination of transcription, and as DNA replication can only happen during a short, tightly controlled period once per cell cycle, one attractive possibility is that Sen1 could play a role in the dissociation of actively transcribing or stalled RNA polymerases that are encountered by replication forks during S phase. To this end, we aimed to address whether transcription in general is the cause of the defects observed in sen1-3 mrc1∆ cells. We utilised the rpb1-1 allele, which has a temperature sensitive mutation in RPO21/RPBI, the catalytic subunit of RNAPII; where following inactivation at 37°C, rpb1-1 is lost from chromatin (Zanton and Pugh, 2006, Kim et al., 2010). Therefore, at non permissive temperature this should allow us to switch off
transcription and observe whether we are able to suppress the increased recombination in *sen1-3* and *sen1-3 mrc1Δ* cells compared with the *SEN1* controls.

Cells were arrested in G1 and released into HU at permissive temperature in order to achieve arrest during S phase (as release from G1 is not possible without RNAPII). The cultures were then shifted to 37°C and released into fresh medium to complete DNA replication, where samples of cells were fixed using 16% (v/v) formaldehyde to analyse the levels of Rad52-GFP foci. As observed previously, the levels of Rad52-GFP foci were increased in *sen1-3* cells compared to *SEN1* (fig 3.8, 4.7, 4.8, 4.9, 4.10). However, in the *rpb1-1* background, the levels were increased independently of the *SEN1* and *sen1-3* alleles in HU, meaning the observation of any possible suppression of *sen1-3* related defects is not possible in this background (fig 4.11a). Indeed, the *rpb1-1* allele sensitisises both *SEN1* and *sen1-3* cells to replication stress and DNA damage to the same extent (fig 4.11b).

![Graph showing levels of Rad52-GFP foci](image)

**Figure 4.11** In the *rpb1-1* background, levels of Rad52-GFP foci are increased independently of the *SEN1* and *sen1-3* alleles. a) Cells were arrested in G1 at 24°C, then released into 0.2 M HU at permissive temperature in order to achieve arrest during S phase.
(as release from G1 is not possible without RNAPII). The cultures were then shifted to 37°C to inactivate Rpb1-1 and released at 37°C into fresh medium to complete DNA replication. Samples of cells were fixed using 16% (v/v) formaldehyde to analyse the levels of Rad52-GFP foci. As previously observed, the levels of recombination were increased in sen1-3 cells compared to the wt. However, in the rpb1-1 background, the levels of recombination were increased independently of the SEN1 and sen1-3 alleles. An average of two experiments is shown. b) Dilution spotting of SEN1 and sen1-3 cells carrying the rpb1-1 allele, which has a temperature sensitive mutation in RPO21/RPB1, shows both SEN1 and sen1-3 cells display growth defects in a rpb1-1 background. Strains used in these experiments: CS2876, CS2953, CS4329, CS4331.

An alternative approach is required to try and understand whether Sen1 could be involved in removing active transcription complexes at replisome collision sites. To examine whether the tethering of Sen1 to the replisome is important in a background with mutant RNAPII elongation rates, we crossed sen1-3 with the mutant RNAPII alleles rpb1-E1103GFAST and rpb1-N488GSLOW. Interestingly, the rpb1-E1103GFAST mutant, which has been shown to exhibit increased transcription readthrough, is temperature sensitive in combination with sen1-3 (fig 4.12). Conversely, the sen1-3 allele did not sensitise rpb1-N488GSLOW cells to replication stress or increased temperatures (fig 4.12).

![Figure 4.12 sen1-3 is temperature sensitive in combination with rpb1-E1103G mutant.](image)

10-fold dilutions of cell suspensions were spotted on YPD plates of various conditions and grown for several days at the described temperatures. Cells were imaged every 24 hours and assessed for sen1-3 allele dependent growth defects. Strains used in this experiment: CS3669, CS3672, CS3675, CS3679, CS3771, CS3773.
Chapter Summary

In addition to the R loop accumulating strains described in the previous chapter, the sen1-3 allele displays synthetic genetic defects in combination with various other deletion mutants, namely proteins involved in DNA replication and repair. These include Ctf4, which couple’s DNA replication with other key processes; as well as components of the fork protection complex and the S phase checkpoint. Interestingly, it appears that Sen1 may play a role at replication forks that is independent from its role in R loops removal, as the growth defects and increased recombination in sen1-3 mrc1Δ cells cannot be suppressed by overexpression of either yeast or human RNH1. The reliance of sen1-3 cells on these checkpoint or fork protection proteins suggests that when Sen1 is not readily available at the fork to carry out its required function, this could lead to more persistent fork stalling, recombination and genome instability. Considering the widely reported role of Sen1 in the termination of RNAPII transcription, we attempted to examine whether Sen1 could act at replication forks to remove RNAPII from DNA at sites of transcription-replication collisions, clearing the way for the replication fork, however further work is required to test this hypothesis.
Chapter 5: Results

MAPPING THE INTERACTION BETWEEN SEN1, CTF4 AND MRC1

5.1 Background

As detailed in chapter 1.9.5 & 6, previous work in the lab identified that Sen1 co-purifies with the eukaryotic replisome specifically during S phase. This interaction appears to be mediated by Ctf4 and Mrc1, however other currently unidentified binding partners may also exist. An important question is framed by the observation that Sen1 N-terminal is able to bind Ctf4 independently from the cell cycle, but full length Sen1 does not interact with Ctf4 outside of S phase. This suggests that there might be some kind of cell cycle dependent regulation of the interaction, the mechanism of which is currently unknown. It could, for example; be the result of an S phase dependent conformational change, a post translational modification of Sen1 or its binding partners such as phosphorylation by an S phase kinase, or an event that only occurs downstream of replisome formation. It is also currently unclear whether the recruitment of Sen1 to forks is a result of co-operation between Ctf4, Mrc1 and any other potential partners to tether a single Sen1 molecule to the replisome, or if several Sen1 molecules are individually recruited by different binding partners, which may have different affinities or compete with one another.

Consequently, I carried out the work described in this chapter to further elucidate the mechanism of the association between Sen1 and the replisome, with the aim to answer some of the many outstanding questions, including how the interaction is regulated by the cell cycle. In addition, work was carried out to map the interaction from the side of the replisome, by identifying the minimal interacting domains of both Ctf4 and Mrc1 for the binding of Sen1 N-terminal. This was conducted with the aim to generate mutants within these domains that break the interaction, which would allow us to test if these mutants phenocopy sen1-3.
5.2 Sen1 N-terminal interacts with Ctf4 and Mrc1 during G1

First, immunoprecipitation experiments were performed to validate that the N-terminal domain of Sen1 is able to bind Ctf4 and Mrc1 during G1. Exponentially growing cells carrying the various N-terminal Sen1 fragments (fig 5.1a) were arrested in YPRaf at 24°C, before expression of the constructs was induced by shifting to YPGal for 35 minutes while maintaining G1 arrest.

Figure 5.1 The N-terminal of Sen1 is both necessary and sufficient for the interaction with replisome components Mrc1 and Ctf4 during G1. a) Schematic of the N-terminal Sen1 fragments b) 250ml cultures of cells carrying the different Sen1 N-terminal fragments tagged with TAP under control of the GAL1 promoter (cloned at the ectopic LEU2 locus) were grown
at 24°C in YPRaf to a density of 0.7x10^7 cells/ml. Cultures were arrested in G1 by the addition of alpha factor for 3 hours. Next, the medium was substituted for YPGal supplemented with 7.5µg/ml alpha factor for 35 mins to induce expression of the constructs. The cells were then harvested in G1, and IPs performed at 50mM salt using TAP beads to assess replisome component binding. Immunoblot analysis of Ctf4 and Mrcl interaction with Sen1 (2-931), (2-1103) and (2-1901) during G1 is shown. c) Quantification of the immunoblot signal shown in (b), presented as the ratio of Mrcl or Ctf4 signal versus the TAP signal. Strains used in this experiment: CS1852, CS1957, CS1956, CS1942.

IP and immunoblot analysis of the cell lysates revealed that during G1, Sen1 (2-931) is indeed necessary and sufficient for co-purification of both Ctf4 and Mrcl. Interestingly, these blots also showed that the affinity for Mrcl appears to increase as the length of the Sen1 fragment increases and vice versa for Ctf4 (fig 5.1b). This was confirmed by quantification of the relative IP signal, presented as a ratio of either Mrcl or Ctf4 IP versus the TAP IP (fig 5.1c). These pulldowns were then repeated in strains with deletion of either CTF4 or MRC1, to confirm whether one partner still co-purifies with Sen1 in the absence of the other.

**Figure 5.2** The affinity of Sen1 N-terminal for Ctf4 is unaffected by deletion of MRC1, however the binding of Mrcl to Sen1 N-terminal increases in the absence of CTF4. Sen1 N-terminal fragments (2-931) and (2-1901) were grown at 24°C in YPRaf and arrested in G1. Cells were shifted to YPGal for 35 mins to induce expression of the constructs while being maintained in G1. Cells were harvested to perform IPs using magnetic TAP beads a) IPs of
Sen1 (2-931) and (2-1901) in the absence of either Ctf4 or Mrc1 were electrophoretically separated and probed for Mrc1 and Ctf4 binding. b) Immunoblot analysis of whole cell extract and IPs of Sen1 (2-931) in a wt, mrc1Δ or ctf4Δ background. c) Quantification of the immunoblot signal shown in (b), where the ratio of Ctf4 or Mrc1 signal versus the TAP signal is normalised against the wild type. Strains used in these experiments: CS1957, CS1942, CS3186, CS3187, CS3281, CS3188.

In agreement with the previous experiment (fig 5.1), these IPs again show that Sen1 (2-931) has a greater affinity for Ctf4 compared to Sen1 (2-1901), while the opposite is true for Mrc1 (fig 5.2a). In a background with deletion of one binding partner, the other is still able to bind, indicating that one is not associating indirectly with Sen1 through the other.

Interestingly, the affinity of Sen1 (2-931) for Mrc1 appears to increase in the absence of CTF4 (fig 5.2a), which was also observed in S phase cell extracts (Appanah et al., 2020). Conversely, the affinity of Ctf4 appears to be unaffected by deletion of MRC1 (fig 5.2a). To confirm this result, Sen1 (2-931) G1 IPs were repeated and the bands quantified. The relative signal is shown as a ratio of Ctf4 or Mrc1 versus TAP, normalised to the wild type. This revealed that Mrc1 binding is increased by ~60% in ctf4Δ cells versus wild type, while the level of Ctf4 binding remains similar to the wild type in an mrc1Δ background (fig 5.2 b,c). This raises the question of whether these two proteins are competing with one another for Sen1 binding.

5.3 Mapping the minimal interacting domains of Mrc1 and Ctf4 for Sen1 binding

5.3.1 Mapping the minimal interacting domain of Ctf4

In order to further characterise the mechanism of interaction, a series of truncated forms of both Mrc1 and Ctf4 were generated to map the minimal domains responsible for the association with Sen1.

As an important interaction hub within the replisome, the structure of Ctf4 has been of great interest. Bioinformatics, X-ray crystallography and electron microscopy have shown that Ctf4 consists of an N-terminal WD40 domain, which is thought to mediate protein-protein interactions (Gambus et al., 2009) and a C-terminal β-propeller domain.
that is fused to an α-helical bundle (fig 1.6, 5.3) (Simon et al., 2014). Ctf4 exists in vivo as a trimer, where self-association is mediated by the β-propeller domain. The interactions with DNA polymerase α and the CMG are a result of these proteins docking onto the C-terminal helical extensions which project from the trimer (Simon et al., 2014).

![Figure 5.3 Schematic of the various N-terminally tagged Ctf4 fragments.](image)

We aimed to determine which of these domains is responsible for the tethering of Sen1 (via the interaction with its N-terminal) to the replisome. Consequently, fragments of Ctf4 were designed to span individual or combinations of these domains, with a 3HA tag fused to their N-terminal (fig 5.3). These constructs were then cloned at the ectopic LEU2 locus under control of the GAL1 promoter.

As the Sen1 (2-931) fragment appears to bind Ctf4 with the highest affinity (fig 5.1, 5.2), the Ctf4 fragments were crossed into a strain carrying GAL1-TAP-Sen1 (2-931) to obtain diploid cells carrying both constructs. To achieve a sufficient volume of cells for subsequent immunoprecipitation, 250mls of asynchronously cycling cultures were grown to a density of 1.0x10⁷ cells/ml, before shifting to YPGal for 2 hours to induce expression of the constructs. The cells were then harvested and IPed using magnetic TAP beads. Immunoblot analysis was performed using an antibody targeted against the 3HA.
Figure 5.4 Mapping the minimal domain of Ctf4 necessary and sufficient to bind Sen1 N-terminal. a) 250ml cultures of diploid cells carrying Sen1 (2-931) with the different Ctf4 fragments were grown at 24°C to a density of 1.0x10^7 cells/ml in YPRaf. Cells were then induced for 2 hours in YPGal, before the asynchronous cultures were harvested and IPed using TAP beads. b) Immunoblot analysis of Sen1 (2-931) ability to bind the various different Ctf4 fragments. The * indicates non-specific recognition of the TAP by the HA antibody. Arrows indicate the Ctf4 fragments. b) Schematic of the ability of the various Ctf4 fragments to bind Sen1 (2-931). Strains used in this experiment: CS3563, CS3573, CS3574, CS3575, CS4110, CS4108.

Previous data indicated that the N-terminal WD40 domain of Ctf4 is not responsible for Sen1 binding (residues 2-383, R. Appanah, G. De Piccoli, unpublished). Interestingly, all of the positive fragments in these initial IPs spanned the β-propeller domain, raising the possibility this domain may mediate the binding (fig 5.4a,b). Only
Ctf4 (783-927) comprising the α-helical domain appeared unable to bind to Sen1 (fig 5.4a,b). Although this fragment was less well expressed than the others, even at longer exposures, no IP signal was detected. IPs of a candidate fragment crossed with GAL1-TAP_empty confirmed that the 3HA tagged fragments do not interact non-specifically with the TAP tag in the absence of the Sen1 construct (fig S.2).

In these cells, while the fragments are overexpressed under control of the strong GAL1 promoter (from the ectopic LEU2 locus), full length Ctf4 is also still expressed from its endogenous loci at a comparably lower physiological level. As the β-propeller domain is responsible for the formation of Ctf4 trimers, the positive IPs were repeated in a ctf4Δ background to ensure that binding was not a result of the 3HA tagged fragments self-associating with and binding to Sen1 through endogenously expressed full length Ctf4. Asynchronous cultures of haploid cells carrying Sen1 (2-931), Sen1 (2-931) ctf4Δ or the various Ctf4 fragments in a ctf4Δ background were induced and harvested. The Sen1 and Ctf4 lysates were then mixed in 1:1 ratio for TAP pulldown to compare the binding of the fragments with or without the presence of endogenous full length Ctf4 (see fig 5.5a for schematic). All of the fragments tested were expressed at similar levels, as shown by the whole cell extracts (fig 5.5b). In a ctf4Δ background, Ctf4 (351-927) appeared to IP the strongest with Sen1 (2-931), followed by a weaker interaction with Ctf4 (2-782). In comparison, Ctf4 (426-927) and Ctf4 (426-782), which extend from the β-propeller, IPed very weakly; the interaction was barely detectable, even at longer exposures. This discrepancy, where binding of these fragments in an endogenous CTF4+ background was more easily observed in the previous IPs (fig 5.4a), could a be result of this experimental set up, where 1:1 mixing of the lysates meant that the samples were diluted by one half.
Figure 5.5 Identification of Ctf4 fragments that retain the ability to bind Sen1 N-terminal in a ctf4Δ background. a) Schematic of the IPs. 1L cultures of haploid cells carrying Sen1 (2-931) in a background with or without deletion of endogenous CTF4, and 250ml cultures of the different Ctf4 fragments in a ctf4Δ background were grown at 24°C in YPRaf to a density of 1×10⁷, then induced for 2 hours in YPGal. The cells were harvested, followed by lysis and clarification of the extracts. Each Sen1 extract was split into 4 aliquots, and an equal volume of each Ctf4 fragment was mixed with the Sen1 (2-931) and Sen1 (2-931)
Ctf4 (351-927) and Ctf4 (2-782) uniquely contain the residues 351-426 compared with the other fragments (fig 5.5c). Thus, in ctf4Δ cells where there is no interference from the endogenous full-length protein, residues 351-426 may be important for binding Sen1 (2-931), not the β-propeller as previously hypothesised. With the aim to create a mutant of Ctf4 that is no longer able to bind Sen1, this region was screened for conserved residues. Conservation was assessed by performing multiple sequence alignments of the S. cerevisiae Ctf4 sequence with the closest orthologues in other yeasts as well as mice and humans (fig 5.6).

![Alignment of Ctf4 with its orthologues in other eukaryotes](image)

**Figure 5.6 Alignment of Ctf4 with its orthologues in other eukaryotes.** Mutations were designed against conserved residues within the proposed minimal interacting fragment of Ctf4. This alignment was performed using the Praline software.
In an attempt to disrupt the interaction between Ctf4 and Sen1, mutants were designed within the identified conserved regions. The conserved amino acids at the described locations (table 5.1, fig 5.6) were mutated interchangeably to either glycine or alanine.

<table>
<thead>
<tr>
<th>Mutant</th>
<th>Mutated residues</th>
</tr>
</thead>
<tbody>
<tr>
<td>ctf4-1</td>
<td>L351G A352G V355A V356G</td>
</tr>
<tr>
<td>ctf4-2</td>
<td>D376A S377G E278A S379G D380A L381G</td>
</tr>
<tr>
<td>ctf4-3</td>
<td>E385A N387A D388G D389G N391A K392A D394G</td>
</tr>
<tr>
<td>ctf4-4</td>
<td>E403A A404G N405A A406G E407A D408A V409A F410A</td>
</tr>
<tr>
<td>ctf4-5</td>
<td>Y426A F428A E429G D4230A E4231G E4232A D4233G I4235G D4236A D4237A</td>
</tr>
<tr>
<td>ctf4-6</td>
<td>K447A K448A</td>
</tr>
<tr>
<td>ctf4-7</td>
<td>S456G H459A S463G</td>
</tr>
</tbody>
</table>

A strategy was employed whereby the mutant DNA was commercially synthesised, then cloned into a plasmid carrying the GAL1-3HA-Ctf4 (351-927) sequence, previously shown to interact strongly with Sen1 (2-931) (fig 5.5). The mutants were transformed into yeast and integrated at the ectopic LEU2 locus. The ctf4Δ allele was then crossed into these cells to eliminate the wild type endogenous protein. Expression of the constructs was confirmed by TCA protein extraction (data not shown), and each clone verified by sequencing.

Each mutant was screened by IP to determine whether they maintained the ability to bind Sen1 (2-931). Following the same strategy as described in fig 5.5a, asynchronous...
cultures of induced cells carrying either GAL1-TAP-Sen1 (2-931) or the various 3HA tagged Ctf4 mutant fragments were mixed in a 1:1 ratio, and IPed using magnetic TAP beads. Unfortunately, probing for the 3HA tag revealed that none of the mutations disrupted the interaction with Sen1 (fig 5.7). Further work will be required to identify the region of Ctf4 important for binding to Sen1.

### 5.3.2 Mapping the minimal interacting domain of Mrc1

The strategy used to map the association of Ctf4 with Sen1 was also used to identify the region of Mrc1 responsible for binding. A series of Mrc1 constructs, truncated at either the N-terminal, C-terminal or both, fused to an N-terminal 3HA under control of the GAL1 promoter were cloned at the ectopic LEU2 loci (fig 5.8). However, in this case, these fragments were crossed with cells carrying Sen1 (2-1901), as this was previously identified as the fragment with the highest affinity for Mrc1 (fig 5.1, 5.2).

**Figure 5.8 Schematic of the various N-terminally tagged Mrc1 fragments.** Fragments were cloned under the GAL1 promoter at the ectopic LEU2 locus.

Asynchronous cultures of the diploids were induced and harvested for IP, as described in section 5.3.1. Probing the samples for 3HA revealed that all of the fragments were expressed to a reasonably similar extent, as shown by the whole cell extracts (fig 5.9). The IPs showed that Mrc1 (2-219) was negative for binding. All other fragments co-purified with Sen1 (2-1901) to varying extents. Mrc1 (567-1096) was the strongest interacting fragment, with affinity to similar to the full-length protein (fig 5.9). Considering both N- and C-terminally truncated fragments were positive for binding,
of which some do not have any overlapping region, this raised the possibility that Mrc1 is able to bind to Sen1 (2-1901) through both its N- and C-terminal.

Figure 5.9 Mapping the minimal domain of Mrc1 necessary and sufficient to bind Sen1 N-terminal. 250ml cultures of diploid cells carrying Sen1 (2-1901) with the different Mrc1 fragments were grown at 24°C to a density of 1.0x10^7 cells/ml in YPRaf. Cells were then induced for 2 hours in YPGal, before the asynchronous cultures were harvested for IPs using TAP beads. The ability of the a) C-terminal and b) N-terminal Mrc1 fragments to bind Sen1
(2-1901) was analysed by immunoblotting. Arrows indicate the Mrc1 fragments. c) Schematic of the ability of the various Mrc1 fragments to bind Sen1 (2-1901). Strains used in this experiment: CS3591, CS3568, CS3567, CS3588, CS3566, CS3587, CS3569, CS3570, CS3589, CS3571.

IPs of the positive fragments were then repeated in an mrc1Δ background (experimental setup as in fig 5.5a), to test whether binding is still observed in the absence of the endogenous full-length protein. In addition, after considering these data; a new fragment was generated, Mrc1 (418-843), to investigate whether any binding is retained following loss of both the extreme N-terminal (2-418) and C-terminal residues (843-1096), both of which were found to bind.

All of the previously tested positive fragments co-purified with Sen1 (2-1901) in an mrc1Δ background, and interestingly, deletion of the endogenous full-length protein appeared to somewhat increase the binding of the N-terminal 3HA tagged fragments, suggesting there could be some intramolecular competition (fig 5.10). The Mrc1 (418-843) fragment did not co-precipitate, which suggests that indeed, both the N- and C-terminal of Mrc1 are able to bind to Sen1, though it appears the N-terminal does so with higher affinity in an mrc1Δ background.
Figure 5.10 Identification of Mrc1 fragments that retain the ability to bind Sen1 N-terminal in a mrc1Δ background. 1L cultures of haploid cells carrying Sen1 (2-1901) in a background with or without deletion of endogenous MRC1, and 250ml cultures of the different Mrc1 fragments in a mrc1Δ background were grown at 24°C to a density of 1x10⁷, then induced for 2 hours in YPGal. The cells were harvested, followed by lysis and clarification of the extracts. Each Sen1 extract was split into 4 aliquots, and an equal volume of each Mrc1 fragment was mixed with the Sen1 (2-1901) and Sen1 (2-1901) mrc1Δ lysates. The mixed extracts were incubated with TAP beads for 2 hours at 4°C, before washing with 50mM KCl buffer and eluting. Immunoblot analysis of the cell extracts and IPs are shown in (a) and (b). The * indicates non-specific recognition of the TAP by the HA antibody. Arrows indicate the Mrc1 fragments. c) Schematic of the ability of the various Mrc1 fragments to bind Sen1 (2-1901). Strains used in this experiment: CS1942, CS3187, CS4083, CS4042, CS4081, CS4022, CS4376, CS3313.

5.3.3 Full length Sen1 retains some affinity for Mrc1 during G1, and Sen1 lacking its N-terminal domain retains some affinity for DNA polymerase epsilon during G1

Interestingly, new data has also shown that full length Sen1 retains some affinity for Mrc1 during G1, which is comparatively stronger compared with G1 IPs of Sen1 lacking its C-terminal (fig 5.11). This adds a further level of complexity and leads to the question of whether Mrc1 may also be able to bind a region in the C-terminal of Sen1, in addition to the N-terminal replisome binding site. Indeed, multiple Mrc1 binding sites throughout the Sen1 protein could be a possible explanation for the higher affinity of Sen1 (2-1901) for Mrc1, compared with the shorter Sen1 (2-931) fragment (fig 5.1 & 5.2).

Figure 5.11 Full length Sen1 has some affinity for Mrc1 during G1. a) 1L cultures of cells carrying TAP tagged Sen1 or Sen1 (2-1901) inserted at the chromosomal SEN1 locus were grown at 24°C to a density of 0.7x10⁷ in YPD, then arrested in G1 for harvest. IPs were performed at 50mM salt using magnetic TAP beads, and the samples were analysed by immunoblotting. Strains used in this experiment: CS74, CS2222, CS2201.
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IPs of G1 and S phase cell extracts carrying either Sen1 N-terminal (Sen1 (2-931)) or an N-terminally truncated version of Sen1 (Sen1 (931-2231)) were probed for various replisome components to assess binding. As expected, no interaction with Ctf4 was observed in G1 or S phase extracts of Sen1 (931-2231), and candidate components of the core replisome only co-purified with the N-terminal domain of Sen1 during S phase (fig 5.12a).

Assessing Mrc1 binding to the 931-2231 fragment was inconclusive in this first IP, as the TAP tagged Sen1 (931-2231) fragment runs at a similar molecular weight to Mrc1, and so some of the observed signal could be a result of non-specific recognition of the TAP by the Mrc1 antibody (fig 5.12a). Repetition of these IPs showed that the Mrc1 signal in the Sen1 (931-2231) IP was unaffected by deletion of MRC1, thus this signal appears to be a result of non-specific recognition of the TAP and so may not be indicative of Mrc1 binding (fig 5.12b). Interestingly, we observed that Sen1 (931-2231) co-precipitates with Pol2 and Dpb2, subunits of DNA polymerase epsilon, outside of the context of the replisome during both G1 and S phase (fig 5.12a,b). Pol ε and Mrc1 interact throughout the cell cycle, and it appears that Pol ε binds Sen1 (931-2231) independently from Mrc1 and the replisome, as its binding is still observed in mrc1Δ cells.

![Figure 5.12 Sen1 (931-2231) binds to Pol ε outside of the context of the replisome](image)

Figure 5.12 Sen1 (931-2231) binds to Pol ε outside of the context of the replisome a) 1L cultures of various TAP tagged Sen1 fragments under control of the GAL1 promoter were grown to a density of 0.7x10^7 cells/ml at 24°C in YPRaf. Cells were then arrested in G1 by the
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addition of alpha factor for 3 hours before shifting to YPGal supplemented with 7.5µg/ml alpha factor for 35 mins to induce expression of the constructs. At this stage, G1 cells were harvested for IP. The remaining cultures were washed twice with YPGal to remove any trace of alpha factor, released into S phase at 24°C for 30 mins in fresh YPGal, then harvested for IP using TAP beads. These strains were assessed for binding of various replisome components via immunoblot analysis. b) IPs of S phase extracts of Sen1 (2-931) and (931-2231) with or without Mrc1 were carried out as in (a). Strains used in these experiments: CS1957, CS3281, CS1943, CS4377.

In these IPs, we also observed a strong interaction between Sen1 (931-2231) and RNAPII (Rpo21), during both G1 and S phase (fig 5.12a). It has previously been reported that Sen1 N-terminal is responsible for the interaction with RNAPII (Ursic et al., 2004, Chinchilla et al., 2012), however a recent study also detected a robust interaction between RNAPII and Sen1 lacking its N-terminal domain (Han et al., 2020), which in agreement with this IP, suggests that regions outside of Sen1 N-terminal can also mediate an interaction with RNAPII.

5.4 Investigating how the interaction between Sen1, Ctf4 and Mrc1 is regulated by the cell cycle

As detailed in the introductory section 1.9.5, previous work within the lab observed that Sen1 only co-IPs with the core replisome during S phase, predominantly through Ctf4 and Mrc1, and possibly also through other currently unidentified components.

It is possible that this cell cycle regulation is the result of either an S-phase dependent conformational change of Sen1; for example, a region of the C-terminal could block binding of the N-terminal outside of S phase. Indeed, it has recently been reported that the C-terminal domain of Sen1 contains a Nrd1-interacting motif that mimics phosphorylated CTD; and as the N-terminal domain recognises Ser5P-CTD, the N- and C-terminal can mediate intramolecular interactions (Han et al., 2020). This conformational change may be driven by post-translational modifications; interestingly, it has been reported that Sen1 is highly phosphorylated (Swaney et al., 2013, Bodenmiller et al., 2010, Helbig et al., 2010), and when immunoblotting for Sen1, the band is often observed as a smear rather than a sharp band. It could be that phosphorylation is a requirement for the interaction between Sen1 and the replisome, and as this is S phase specific, potential candidates could be the S phase kinases CDK/DDK. Alternatively, the binding of Ctf4 and Mrc1 could be a result of an S phase specific conformation of these proteins, where perhaps Sen1 binding sites are
exposed as a result of their conformation within the context of the replisome. Moreover, the association may be controlled by the binding or degradation of a regulatory factor.

First, to distinguish whether Sen1 itself, or something within the extract is responsible for mediating the binding, a 2 step IP was performed. In this experiment, TAP-tagged Sen1 was collected during G1 and S phase. A sld3-7-td background, which at 37°C, cannot initiate chromosome replication (as Cdc45 cannot be recruited to origins) was used (fig 5.13a). This renders the first step ‘cleaner’, as no additional replisome components should co-purify with Sen1 without replisome formation. Therefore, any components pulled down during the second step are not the result of a residual interaction from the first pulldown. The G1 or S phase conformations of Sen1-TAP were bound to magnetic beads and washed with a high salt buffer. Finally, the washed, Sen1-bound beads were incubated with G1 or S phase extracts of Ctf4 and Mrc1 tagged with 9MYC (fig 5.13b).

Interestingly, the binding of Mrc1-9Myc and Ctf4-9Myc to Sen1 appears to depend on the extract being in S phase, independently of whether Sen1 was collected during G1 or S phase. This suggests that it is likely the association does not depend on some self-regulatory mechanism or intrinsic feature of Sen1, such as a conformation where the C-terminal blocks the N-terminal during G1. In agreement with the previous data, affinity for Mrc1 is maintained regardless of the cell cycle phase (fig 5.13c).

As the cell cycle specific association does not appear to depend on a distinct conformation of Sen1, it is possible that an S phase specific post-translational modification occurring at replication forks is required for the binding of Sen1 and its partners. Alternatively, a conformational change of Ctf4 or Mrc1 may occur in the context of the replisome during S phase that exposes their Sen1 binding sites in a manner that supports its association.
Figure 5.13 The interaction between Sen1 and the replisome appears to depend on the extract entering S phase. a) Schematic of the sl3-7-td allele, which prevents origin firing and replisome formation. b) Schematic of the IP shown in (c). 1L cultures of cells carrying the SEN1-TAP, sl3-7-td and GAL1-UBR1 alleles were grown to a density of 0.7x10^7 in YPRaf, then arrested in G1 by the addition of alpha factor for 3 hours. Following this, cells were maintained in G1 by further addition of alpha factor to the media. The cells were first resuspended in YPGal for 35 mins to induce expression of Ubr1, then shifted to 37°C for 1
hour to degrade the degron tagged Sld5. G1 cells were harvested at this stage, or the cultures were washed twice with fresh YPGal to remove any trace of alpha factor and released for 20 mins at 37°C to harvest during S phase. G1 and S phase cells carrying Mrc1 or Ctf4 tagged with 9MYC were collected by arresting exponentially growing cells in YPD for 3 hours. G1 cells were harvested at this stage, or the cultures were washed and released for 30 mins to collect the S phase cells. Two step IPs were then performed as in (b), where magnetic TAP beads were incubated with the Sen1 lysates for 2 hours before washing with 700mM KoAC buffer so only the TAP tagged Sen1 remained bound. The G1 or S Sen1 beads were then incubated with either G1 or S phase Ctf4 and Mrc1 extracts, before washing at 50mM salt. Immunoblot analysis of the cell extracts and IPs described in (b) are shown. Strains used in this experiment: CS2794, CS2801, CS3955.

In an attempt to understand whether formation of the replisome is required for a downstream event that promotes binding, or if the conformation of the replisome itself modulates the interaction; we tried to disassemble the replisome during S phase, to test whether Sen1 is still able to bind Ctf4 and Mrc1. To this aim, we fused the core replicative helicase component MCM7 with an auxin degron. The construct was then crossed into a strain carrying the TAP-SLD5 allele, and IPed to test the ability of the degron to destabilise the replisome. A 2L culture of cells was first grown in YPRaf and arrested in G1, before shifting to YPGal, maintaining G1 arrest for 35 mins to induce expression of the TIR1 auxin receptor. Cells were then released into YPGal supplemented with 0.2M HU to arrest the cells during S phase. The S phase arrested cells were then split into two 1L cultures, where one was supplemented with 0.5mM auxin (in 70% ethanol) for 1 hour to degrade the mcm7-IAA, while the other was mock treated (equal volume of 70% ethanol was added). After 1 hour, the cells were harvested for IP. Encouragingly, in the presence of auxin; Cdc45, Pol2 and Pol1 no longer co-purified with Sld5, and the association with Mcm3 was greatly reduced (fig 5.14a). In addition, dilution spotting of the strain on YPGal supplemented with auxin revealed the cells were extremely sick (fig 5.14c). Therefore, the degron was crossed into a strain carrying SEN1-TAP. As before, cells were harvested during S phase, with or without auxin, and IPed to assess replisome binding. Unfortunately, when combined with SEN1-TAP; although dilution spotting showed growth in the presence of auxin was similar to that of SLD5-TAP MCM7-IAA cells, IPs revealed that the destabilisation of the replisome was no longer convincing. The experiment was repeated several times to exclude any experimental artefact and gave the same result each time. Although dilution spotting of the strain showed the cells were extremely sick, we speculate that the conformation within the replisome in cells carrying a TAP-SLD5 allele might
favour the accessibility to the degron, thus causing a more efficient degradation of Mcm7 in the \textit{TAP-SLD5} strain, sufficient to degrade most replisomes within 1 hour.

![Diagram](image)

**Figure 5.14 Using the auxin degron system to destabilise the replisome during S phase.**
2L cultures of cells carrying core replicative helicase component \textit{MCM7} tagged with a 3x mini auxin degron and the \textit{GAL1-TIR1} receptor were grow in \textit{YP Raf} at 24°C to a density of 0.7x10^7 cells/ml. Cells were then arrested by the addition of alpha factor for 3 hours, before shifting to \textit{YP Gal} supplemented with alpha factor for 35 mins to induce expression of the Tir1. Cells were subsequently released in \textit{YP Gal} supplemented with 0.2M HU to arrest the cells in S phase. The culture was split into two; 0.5mM auxin was then added to one culture for 1 hour to degrade IAA tagged Mcm7 and destabilise the replisome, while the other was mock treated. IPs were performed using TAP beads to assess replisome component binding. a) Immunoblot analysis of TAP-Sld5 IPs using this system, which show loss of replisome components Cdc45, Mcm3, Pol1 and Pol2 following the addition of auxin. b) Immunoblot analysis of Sen1-TAP IPs using this system. Strains used in these experiments: CS4400, CS4402.

We next decided to use an alternative approach and test whether phosphorylation, for example by an S phase specific kinase (CDK/DDK), is responsible for the association. All of the previous IPs were carried out in the presence of the phosphatase inhibitors sodium fluoride and sodium β-glycerophosphate to ensure the phosphorylation state of the proteins was preserved. To examine if phosphorylation is important for Sen1 replisome association, \textit{SEN1-TAP} cells were arrested in S phase by the addition of HU
and harvested for IP. The lysate was incubated with TAP beads, then washed with 50mM KoAC buffer. The beads were then either: mock treated, treated with lambda phosphatase (to dephosphorylate any proteins bound to the beads), or lambda phosphatase supplemented with phosphatase inhibitors. One tube per condition was boiled immediately, while another tube was once again washed with 50mM KoAC buffer before boiling (fig 5.15a). Our hypothesis was that, if the binding of Sen1 to the replisome were dependent on phosphorylation, binding to the replisome should have been lost following treatment with the phosphatase and extensive washes.

Probing for RNAPII using the Pol2RA phosphoantibody, which recognises both hyper- and hypo-phosphorylated RNAPII indicated successful dephosphorylation of the extract, as no signal was detected in the phosphatase treated IP. Importantly, the co-purification of Mrc1, Ctf4 and candidate replisome components Pol2 and Cdc45 with Sen1 during S phase was not affected by dephosphorylation (fig 5.15b). Thus, the observed cell cycle regulation does not appear to be dependent on phosphorylation by a kinase.
Figure 5.15 The S phase specific interaction between Sen1 and the replisome is not regulated by a kinase. a) Schematic of the dephosphorylation IP. 1L cultures of cells carrying the SEN1-TAP allele inserted at the SEN1 chromosomal locus were grown in YPD at 24°C to a density of 0.7x10^7 cells/ml. Cultures were then arrested by the addition of alpha factor for 3 hours. Following successful arrest, cells were washed with fresh YPD and released for 30 mins to harvest during S phase. IPs of these cells were performed, where the clarified extract was split into six aliquots, each added to 100µl of TAP beads. Following a 2-hour incubation at 4°C, the beads were washed with 50mM KoAC buffer, and the tubes were split into pairs. Pairs were either treated with 400U of lambda protein phosphatase, 400U of lambda protein phosphatase supplemented with phosphatase inhibitors (50mM NaF, 20mM NaVO₄), or mock treated for 30 mins at 30°C. After removing the supernatant from the beads, one tube per pair was boiled immediately in 50µl of 1x laemmli buffer, and the other washed three times with 50mM KoAC buffer before boiling. b) Immunoblot analysis of IPs described in (b). The * indicates non-specific recognition of the TAP. Strains used in this experiment: CS1941.
Chapter summary

Experiments described in this chapter show that the N-terminal domain of Sen1 is able to bind to Ctf4 outside of S phase, unlike the full-length protein. Analysing the binding of this Sen1 fragment to its replisome partners Ctf4 and Mrc1 during G1 found that in the absence of Ctf4, the affinity for Mrc1 is increased. This raises the possibility that these two proteins may compete for the binding of individual Sen1 molecules. Interestingly, during G1 and S phase (outside of the context of the replisome) a fragment of Sen1, lacking its N-terminal, was found to interact with DNA polymerase ε. IPs of Sen1 fragments during G1 also showed that full length Sen1 has a greater affinity for Mrc1 compared to the N-terminal fragment (which contains the Mrc1 replisome binding site). The interaction of Sen1 C-terminal with Pol ε may account for the observed cell cycle independent binding between full length Sen1 and Mrc1, as Mrc1 and Pol ε form a complex throughout the cell cycle. Thus, the increased Mrc1 signal during G1 in full length Sen1 IPs may be an indirect result of this association. Further experiments showed that the cell cycle dependent regulation of Sen1 binding to Ctf4 and replisomes does not depend on Sen1 itself, but instead appears to be regulated by the cell extract. Finally, the binding is not a result of a phosphorylation event during S phase.
Chapter 6: Discussion

6.1 *sen1*-3 mutants are sensitive to the accumulation of R loops

6.1.1 Sen1 and the RNase H enzymes

In addition to its role in the termination of RNAPII transcription, the DNA:RNA helicase Sen1 has been demonstrated to remove R loops (Mischo et al., 2011, Costantino and Koshland, 2018). We have shown a mutant version of Sen1 that fails to be recruited at the replisome cannot sustain cell growth in absence of RNase H1 and H2 (fig 3.1). These enzymes are also both involved in the metabolism of R loops and display some functional overlap with one another in this respect (Lockhart et al., 2019). Thus, we hypothesised that the anchoring of Sen1 to the replisome may be essential to facilitate its fast recruitment or local enrichment to sites where its R loops resolving activity is required, namely when these structures are encountered by elongating replication forks (fig 6.1).

Interestingly, increasing the global levels of *sen1*-3 by overexpressing it under control of the strong, constitutive *ACT1* promoter suppresses the synthetic lethality of *sen1*-3 *rnh1Δ rnh201Δ* triple mutant cells (fig 3.3). As Sen1 is usually maintained at relatively low levels (Ghaemmaghami et al., 2003), it appears that increasing the level and consequently the activity of *sen1*-3 can lead to its presence at forks in the absence of the specific replisome anchoring mechanism. This also suggests that it could be recruited independently from its interaction with the replisome to any R loop collision sites, however this would likely occur with much slower kinetics (fig 6.1). Congruently, the overexpression of wild type Sen1 using the *ACT1-SEN1* allele suppresses the HU sensitivity of *rnh1Δ rnh201Δ* cells (fig 3.3). However, though the *ACT1-sen1*-3 allele restores cell viability, in contrast, it is not able to suppress the HU-sensitivity of RNase H double deletion, which has been linked to the formation of R loops as well as defective ribonucleotide excision repair (Lockhart et al., 2019). The inability of overexpressed *sen1*-3 to bind replisomes also sensitises *rnh1Δ rnh201Δ*
cells to MMS induced-DNA damage (fig 3.3). Recent slot blot analysis has shown that the levels of R loops are increased in both wild type and \( rnh1\Delta rnh201\Delta \) cells as a result of treatment with MMS (Lockhart et al., 2019). Additionally, at non-permissive temperatures, \( ACT1\text{-}sen1\text{-}3 rnh1\Delta rnh201\Delta \) cells accumulate in G2/M and show greater activation of the checkpoint kinase Rad53, suggesting an increase in the levels of DNA damage in this background (fig 3.4, 3.5).

**Figure 6.1** Schematic of the role of Sen1 at replication forks in the absence of the RNase H enzymes. Both the \( SEN1 \) and \( ACT1\text{-}SEN1 \) alleles are able to compensate for the absence of RNase H1 and H2 activity at replication forks. However, \( rnh1\Delta rnh201\Delta \) cells are inviable
when combined with the sen1-3 allele. Overexpression of sen1-3 is able to rescue the lethality suggesting that increasing its levels can compensate for its loss from forks, or that it can be recruited more slowly to any collision sites, independently from the replisome tethering mechanism. However, the cells are sensitive to MMS and HU, suggesting that anchoring Sen1 to replication forks is particularly important under conditions of DNA damage or replication stress. Persistent fork stalling at sites of unresolved R loops, while sen1-3 or another redundant factor is recruited more slowly, can lead to DNA damage.

Overall, these data indicate that under normal circumstances, the activities of Sen1 and the RNase H enzymes are able to compensate for the lack of one another at forks (fig 6.1). However, although ACT1-sen1-3 suppresses the triple mutant lethality, at higher temperatures or in response to HU or MMS exposure, the cells rely on the tethering of Sen1 to replisomes to maintain viability (fig 3.3). This may confer a kinetic advantage, where under conditions of DNA damage or replication stress, the defects observed in the triple mutant could result from slower recruitment and enrichment of Sen1 at forks due to loss of the replisome tethering mechanism; leading to deficient removal of R loops in the absence of redundant RNase H activity. Alternatively, it could be the case that the tethering of Sen1 to replisomes becomes crucial for it to deal with some defect at forks that is a direct result of R loops accumulating in the absence of RNase H.

### 6.1.2 sen1-3 and other RNA metabolism mutants

We have also observed synthetic defects in another background with high endogenous levels of R loops. Combining the sen1-3 allele with mRNA biogenesis mutant hpr1Δ revealed that the double mutant is sensitive to both temperature and replication stress (fig 3.7). In addition, sen1-3 hpr1Δ cells show an increase in Rad52-GFP foci formation during late S phase, indicative of increased levels of recombination linked to DNA damage or fork stalling (fig 3.8). Although in these experiments the levels of Rad52-GFP foci appear lower in the hpr1Δ mutants compared with wild type and sen1-3 cells (which is surprising considering the increased levels of R loops), the FACS profiles show that the hpr1Δ cells progress slower and less synchronously through the cell cycle. Correspondingly, the foci accumulate slower in the hpr1Δ mutants but persist through to later time points. Indeed, transcription defects have been observed in HPR1 null cells (Chávez and Aguilera, 1997), and these could affect the synchronous transition from G1 to S phase by interfering with cell cycle
progression. Conversely, in the synchronous wild type and \textit{sen1-3} single mutant cells, the increase in foci observed during late S phase/G2 is quickly resolved (fig 3.8). Finally, the phenotype is likely weakened by the fact that this experiment was carried out at permissive temperature due a complete failure of \textit{SEN1} and \textit{sen1-3 hpr1Δ} cells to arrest and bud synchronously at non-permissive temperature. At 35°C and 37°C, dilution spotting experiments clearly show \textit{sen1-3 hpr1Δ} cells are synthetic defective compared to the wild type control, while this is less clear at 28°C (fig 3.7).

Analysing the level of Rad52-GFP foci is widely used as a molecular marker for HR-mediated repair of DSBs and could also signal HR-mediated restart of stalled replication forks (Lisby et al., 2001, Alabert et al., 2009). However, though no direct evidence exists, it is possible that undamaged replication forks could be transiently recognised by HR factors such as Rad52, even during normal S phase. Indeed, the anti-recombinase Srs2 acts to remove Rad51 nucleofilaments from ssDNA (the formation of which is mediated by Rad52), which under normal circumstances could lead to toxic recombination events (Krejci et al., 2003). Therefore, we also used a direct-repeat system to analyse the levels of recombination in the cells directly. In agreement with the increased Rad52-GFP foci, \textit{sen1-3 hpr1Δ} cells show significantly greater levels of direct-repeat recombination compared with their \textit{SEN1} counterpart, which increases with the length of the intervening transcript, suggesting some transcription dependence (fig 4.10). This reflects \textit{sen1-1} cells, which also show a link between the intervening transcript length and recombination of direct-repeat substrates (Misco et al., 2011). Importantly, overexpression of \textit{RNH1} to digest any R loops was able to suppress the growth defects and level of Rad52-GFP foci formation in \textit{sen1-3 hpr1Δ} cells back to the level of the single \textit{hpr1Δ} mutant (fig 3.7, 3.8). This suggests that the absence of Sen1 tethering to replication forks is toxic in a \textit{hpr1Δ} background as a result of R loops accumulation or stabilisation. This increased genomic instability is also demonstrated by the fact that \textit{sen1-3 hpr1Δ} cells are totally defective in the maintenance of mini chromosomes (Appanah et al., 2020). Defects in the maintenance of plasmids can be linked to chromosome resolution defects, whereby increased recombination, defects in origin firing, incomplete DNA replication or defective chromosome segregation can result in plasmid loss. In this case, overexpression of \textit{RNH1} moderately suppresses the defects of the double mutant \textit{sen1-3 hpr1Δ} cells,
suggesting that an accumulation of R loops is partly responsible for chromosome loss in this background (Appanah et al., 2020).

In contrast to the Rad52-GFP experiments, analysing the levels of R loops directly revealed that while they are elevated in cells where both SEN1 and senl-3 are combined with hpr1Δ, there was no significant difference in DNA:RNA hybrid signal between the two (fig 3.9). It is possible that the discrepancy may arise due to limitations in the sensitivity of these assays, where the S9.6 antibody could fail in the detection of labile or short R loops. These types of R loops may be responsible for the increased level of recombination observed in senl-3 hpr1Δ cells, shown to be specifically reduced by RNase H digestion (fig 3.8a). In addition, once again, the budding defects of hpr1Δ cells required these experiments to be carried out at permissive temperature, thus likely weakening any phenotype.

Genome-wide mapping of R loop-prone loci has observed that not all R loops formed are automatically toxic, congruent with the idea some play important physiological roles. Only a subset of R loops actually result in DNA damage and the accumulation of Rad52 (Costantino and Koshland, 2018). It is possible that though the levels of R loops are similarly increased in SEN1 and senl-3 hpr1Δ cells, the levels of Rad52-foci are elevated in the senl-3 background because certain R loops are more efficiently converted to damage when Sen1 is absent from forks, perhaps as they are cleared with slightly different kinetics than if it was already present.

In different genetic backgrounds, R loops may accumulate on different areas of the genome or have distinct biochemical features, some of which may require the presence of Sen1 at forks, while others could be cleared just as efficiently by redundant factors. In agreement with this idea, one study has shown that in a rnh1Δrnh201Δ background, cells depleted of Sen1 or Top1 accumulate hybrid induced damage on different areas of the genome (Costantino and Koshland, 2018). I have observed that unlike hpr1Δ or rnh1Δrnh201Δ cells, other R loops accumulating strains did not show any synergistic synthetic growth defects in combination with senl-3. These included deletion of; TOP1, RRM3, PIF1, SGS1 and SRS2, which resolve R loops at various different loci (fig 3.10). As senl-3 does not exacerbate any defects in these backgrounds; it is likely
that in these cases, another redundant factor can resolve R loops at those particular sites, or sen1-3 could be recruited to these sites via another mechanism with kinetics sufficient for their timely resolution. Finally, the presence of Sen1 at forks may only be critical if the levels of R loops within the cells reaches a certain threshold, such as in rnh1Δ rnh201Δ cells, after which other pathways do not have sufficient kinetics to compensate for its absence.

Future experiments should be carried out in order to clarify further whether loss of Sen1 from forks results in the enrichment of deleterious R loops, and at what areas of the genome this may occur. One possible experiment could be to carry out DNA:RNA immunoprecipitation using the S9.6 antibody followed by sequencing (DRIP-seq) in SEN1 and sen1-3 cells, to identify if R loops are enriched as a result of sen1-3. In addition, it would be particularly interesting to look at telomeres, in light of the tetrad analysis carried out to look at the functional redundancy of Sen1 at forks. The suppression of defects in rnh1Δ rnh201Δ mph1Δ and hpr1Δ cells by ACT1-SEN1 suggests that its presence at forks may be particularly important at telomeres (fig 3.11).

Another potential experiment could adopt the strategy developed by the Koshland lab and look genome-wide for differences in accumulation of lethal R loop associated damage (Costantino and Koshland, 2018). The ChIP-profile of DNA repair protein Rad52 in a hpr1Δ background with either wild type SEN1 or sen1-3 could be compared at the previously identified R loop-prone loci (Wahba et al., 2016, Costantino and Koshland, 2018). Looking for unique Rad52 accumulation at sites surrounding DNA:RNA hybrids may provide further information regarding whether the absence of Sen1 from forks leads to increased conversion of R loops to DNA damage, and at which regions of the genome this occurs. This analysis would also be interesting in a background without the RNase H enzymes, however as they are lethal in combination with sen1-3, an approach to efficiently degrade Rnh1 and Rnh2 would be required.

Work has suggested that head-on collisions between the transcription and replication machinery are particularly deleterious in the context of R loops. In yeast, a study has suggested that R loops form independently from any collisions, but they can lead to stabilisation of RNAPII, blocking oncoming forks in the HO orientation (Garcia-
Rubio et al., 2018). However, in bacteria and human cells, studies have suggested that R loops may actually form as a result of these HO collisions (Hamperl et al., 2017, Lang et al., 2017). Either way, the R loops at these sites present a threat to genome stability and it would be interesting to understand whether sen1-3 mutants are defective for R loops removal at TRC sites using simultaneous DRIP-seq and ChIP analysis of replisome components. Finally, it would be interesting to examine whether there is any correlation between the location of any sen1-3 dependent R loop-induced damage (mapped using the Rad52-seq method) being closer to an origin that would encounter the R loop head-on rather than co-directionally, as has been described in Sen1 depleted cells (Costantino and Koshland, 2018).

7.2 Sen1 and the S phase checkpoint

MRC1, CTF18 and RAD53 were among the factors identified while screening for genes that genetically interact with the sen1-3 allele (fig 4.1, 4.3). Rad53 is the main effector kinase of both the DDC and DRC, while Mrc1 and Ctf18 are key mediators of the DRC. It may be the case that when replisomes collide with either R loops or transcription bubbles, the absence of Sen1 from forks leads to more prolonged fork stalling, as it is not immediately present at collision sites to remove the offending obstacle. Instead, sen1-3 or another redundant factor needs to be recruited, likely with slower kinetics. By removing the checkpoint mediators/effectors, this could lead to increased genome instability, whereby the checkpoint response is required in the sen1-3 background to preserve the integrity of stalled forks, or deal with the consequences of the defects accumulating in sen1-3 cells. In addition, sen1-3 is also mildly sensitive to replication stress in combination with tof1A and rad50A (fig 4.3), which have been implicated in activation of the DRC and DDC, respectively, as well as playing independent roles in promoting fork stabilisation and re-start (Foss, 2001, Delamarre et al., 2020, Tittel-Elmer et al., 2012).

Surprisingly, however, though Mrc1, Ctf18 and Rad53 appear to be important for genome stability in sen1-3 cells, we did not detect similar defects in combination with deletion mutants of genes involved in canonical activation of the S phase checkpoint response (fig 4.5). This included Mec1 and Tel1. How to explain this? One possibility is that, in the absence of the sensor kinases Mec1 and Tel1, the defects caused by the
The sen1-3 allele might be resolved in an alternative manner by cells at the end of DNA replication. In the presence of Mec1, however, sen1-3 might trigger its activation that requires an intact checkpoint response to promote viability; in the absence of the downstream effectors and mediator, the activation of Mec1 might become toxic for the cell. This hypothesis might explain why a hypomorphic allele of MEC1 (mec1-100) might still show synthetic defects with sen1-3 (fig 4.3), while the full deletion appears to be epistatic (although further analysis using the appropriate amount of HU and MMS might be required to fully assess the epistasis). Thus, Mec1 sensing any defects and being unable to elicit a full checkpoint response could be more deleterious for the cells than it not sensing them at all. Alternatively, the synthetic defects observed between sen1-3 and mrc1Δ, ctf18Δ and rad53Δ might not be linked to their function in the checkpoint response. In fact, mrc1Δ, an allele that cannot be phosphorylated by Mec1 so is deficient in its checkpoint function, did not exacerbate the defects (fig 4.5). Moreover, all of these proteins also have important functions outside of the checkpoint, which could be important in the sen1-3 background, particularly as hyperphosphorylation of Rad53 is not observed in sen1-3 cells (fig 3.5).

Mrc1 has been assigned a DNA replication role whereby its presence in the replisome is important for forks to achieve the top speed for DNA synthesis (Hodgson et al., 2007, Yeeles et al., 2017). It has been suggested that Mrc1 couples the CMG helicase and leading strand polymerase in close proximity for optimal replication speeds via interactions with the catalytic domain of Pol ε and the region of MCM where the leading strand exits the CMG after being unwound (Baretic et al., 2020). Though the biochemical function of Mrc1 during DNA synthesis needs further clarification, it could be that its role in promoting efficient DNA synthesis is important in the sen1-3 background. It has also been suggested that Mrc1, which bridges Pol ε at the rear of the replisome to Tof1/Csm3 at the front, may somehow help the cells to coordinate leading strand synthesis with any oncoming blocks sensed by Tof1/Csm3 (Baretic et al., 2020). Finally, Mrc1 has also been directly implicated in helping prevent instability resulting from transcription-replication conflicts, outside of checkpoint. This has been termed the “Mrc1 transcription-replication safeguard mechanism”, where it was shown during cellular stress (which induces a massive transcriptional response in the cell), phosphorylation of Mrc1 leads to the slowing down of replication
fork progression to reduce the frequency of TRCs and transcription associated recombination (Duch et al., 2018).

Ctf18 localises to forks via its interaction with Pol ε as part of RFC\textsuperscript{Ctf18}. Outside of the checkpoint, it has been shown to be important for the establishment of sister chromatid cohesion and nuclear organisation by positioning telomeres in proximity to the nuclear periphery (García-Rodríguez et al., 2015, Stokes et al., 2020, Hiraga et al., 2006). Ctf18 also has a separate role during DNA replication, perhaps helping to promote fork restart following stalling, a function which interestingly may be shared by Mrc1 (Gellon et al., 2011, Stokes et al., 2020). In a sen1-3 background, it is possible that cells rely on damage-free restart of forks that stall as result of the defects. Finally, Rad53 limits the level of histones within the cell independently from its checkpoint activity, which prevents any deleterious effects as a result of their excess accumulation (Gunjan and Verreault, 2003). However, whether the defects in sen1-3 are associated with the checkpoint or other functions of these proteins is currently not clear.

7.3 Obstacles other than R loops are toxic in sen1-3 mutants

Both the sen1-3 ctf18Δ and mrc1Δ double mutants showed growth defects, altered DNA replication dynamics and increases in recombination during late S/G2, as indicated by Rad52-GFP foci formation (fig 4.3, 4.6, 4.7). Taken together, this suggests that the defects arise during DNA synthesis. As we observed in sen1-3 rnh1Δ rnh201Δ and sen1-3 hpr1Δ cells that the synthetic defects could be somewhat reversed by overexpression of RNHI (fig 3.7, 3.8), we wanted to understand whether the defects in the S phase checkpoint mutants combined with sen1-3 were linked to R loops. We used sen1-3 mrc1Δ cells as a candidate strain, and interestingly overexpression of RNHI was unable to suppress the growth defects and increased foci in these cells (fig 4.8, 4.9). Additionally, higher levels of plasmid loss in sen1-3 or sen1-3 mrc1Δ cells are not rescued by RNHI overexpression (Appanah et al., 2020). This suggests that Sen1 has another role at replication forks that promotes DNA replication and genome stability independently from any role it may also play in the removal of R loops.

As Sen1 has an important role in the termination of RNAPII transcription at NNS target genes, as well as some protein coding genes (Porrua and Libri, 2013, Han et al.,
an attractive possibility is that Sen1 may terminate actively transcribing or stalled RNA Pol II at sites of replication fork collisions to allow forks to resume replication. Some mechanisms exist within the cell to try and reduce collisions; for example, replication fork barriers in highly transcribed rDNA (which are conserved from yeast to humans) prevent replication from occurring in a direction where it would collide head on with transcription. However, on other areas of the genome collisions are inevitable and, in eukaryotes, it is currently not well understood how replication forks negotiate their way past any elongating transcription complexes. It has been shown *in vitro* that ahead of bacterial replication forks, the Mfd protein allows stably stalled replication forks to continue replication by displacing RNA Pol II from the DNA. Interestingly, similar to Sen1 in yeast, Mfd is part of the bacterial transcription-coupled nucleotide excision repair pathway and possesses low processivity DNA translocase activity (Pomerantz and O'Donnell, 2010, Le et al., 2018). It is possible that in cells where Sen1 is not present at the replisome to quickly remove transcribing RNA Pol II, the replication fork stalls more persistently, and thus it relies on the fork protection complex and checkpoint/repair genes for their stabilisation and eventual restart once the polymerase is removed (fig 6.2).
Figure 6.2 Speculative model for the action of Sen1 at sites of head-on transcription-replication conflicts. Sen1 may travel with replication forks for its fast recruitment to sites of transcription-replication conflicts. This reduces replication fork stalling and deleterious recombination events. When Sen1 is not readily available at forks via its replisome tethering mechanism, prolonged fork stalling or collapse may occur as a result of the requirement for alternative slower mechanisms to remove the obstacle. These cells become reliant on S phase checkpoint components and DNA repair proteins to maintain viability and promote replication fork restart.

Interestingly, preliminary metagene-analysis data from our collaborators has shown that there are differences in the occupancy profiles of RNAPII across both CUTs and protein coding genes in exponentially growing SEN1 and sen1-3 cells. In particular, the occupancy of RNAPII is significantly increased at the 5’ end of genes near the transcription start site in exponentially growing sen1-3 cells (fig 6.3). At the 5’ end of genes, replication forks are likely to encounter promoter proximal paused RNAPII.
molecules. Importantly, the difference between *SEN1* and *sen1*-3 cells is not observed in G1 arrested cultures (Libri lab, unpublished).

Further experiments are required to investigate whether Sen1 helps replication forks negotiate their way past elongating or stalled transcription complexes. Ideally, these experiments would not use any RNAP mutants, as any effects on the transcriptional program of the cell could lead to defects independently from TRCs. However, obtaining a robust and quantitative analysis of any changes in RNAPII occupancy is complicated, as DNA replication dynamics and the orientation and activity of genes needs to be integrated into the analyses. In addition, as the differences likely occur only during S phase, sharp differences in the RNAPII peaks may be hard to detect when averaging millions of cells, even if synchronised. Finally, as the delay caused by *sen1*-3 may only be short-lived, either due to alternative slower recruitment of *sen1*-3 or recruitment of another redundant factor, the resolution of this method may not be sufficient to observe any differences during S phase.

A single molecule study, although technically challenging, could address this question by using purified yeast proteins to assess the effect of *sen1*-3 on TRCs *in vitro*. A reconstituted replication fork and transcription machinery could be oriented either head-on or co-directionally to one another on a template DNA duplex. In the presence of ATP, the rate of transcription and replication could be monitored in real time by measuring the fluorescence of incorporated dNTPs and rNTPs. Analysing the length of the newly synthesised DNA and RNA at the timescale of seconds would allow us
to understand further the effect of losing the Sen1 replisome tethering mechanism on fork progression and RNA transcription when TRCs occur.

If Sen1 helps forks to negotiate past RNAPII transcription, we would also like to understand the mechanism of how this may occur. Key questions would be whether Sen1 uses its reported torpedo activity (Han et al., 2017) to push the RNAP off of the DNA in the case of head-on collisions, and whether it could push stalled polymerases forward when collisions occur in the codirectional orientation, promoting the RNAP to continue transcribing ahead of the fork (fig 6.4). The aforementioned *in vitro* system could be used to track fluorescent-tagged RNA polymerase in the presence of Sen1 and Sen1-3 to determine whether it remains bound to the template DNA.

**Figure 6.4 Schematic of the ways in which Sen1 could help replication forks to negotiate their way past the transcription machinery.** At site of Head-on collisions, we speculate that Sen1 may act to torpedo oncoming RNAPII off of the DNA. As Sen1 is able to push stalled RNAPII, it could act at sites of co-directional collisions in one of two ways. It could either terminate any elongation complexes encountered by the replisome or could ‘push’ stalled polymerases forward to complete transcription of the gene ahead of the replication fork.
7.4 Analysis of Sen1 N-terminal binding with Ctf4 and Mrc1

Sen1 binds to replisomes mainly via Ctf4 and Mrc1, though other binding partners may also exist. Three single amino acid substitutions within the N-terminal domain of Sen1 \((W773A\ E774A\ W777A)\) eliminates the ability for it to interact with these proteins and travel with replication forks during S phase. There are two possible explanations as to how the mutation of three closely spaced residues within Sen1 can disrupt its binding with multiple factors. First, the mutated region could be the site at which both Ctf4 and Mrc1 bind directly. Alternatively, Ctf4 and Mrc1 may actually have separate binding sites within Sen1, but mutation of the aforementioned residues alters the conformation of a larger portion of the protein in such a manner that both are disrupted.

There are also a number of possibilities that could explain why Sen1 has multiple different partners within the replisome. First, these may act co-operatively to tether a single molecule of Sen1; where binding with more than one replisome component serves to strengthen the affinity of the interaction. It is also conceivable that each partner binds Sen1 with different affinities, and that they could compete with one another. Alternatively, each partner may be able to bind separate molecules of Sen1 at the same time, thus tethering multiple copies to the replisome (fig 6.5). In some scenarios, for example during collisions with either R loops or transcription bubbles; this could help Sen1 to deal with the different possible orientations, making it more efficient in carrying out its function at these sites. Otherwise, recruitment by different subunits of the replisome could be redundant; where there are several possible options simply to ensure the presence of Sen1 at the fork, particularly if one site is occluded for some reason.
Figure 6.5 Schematic of the potential ways in which Sen1 may bind replisomes. Sen1 has multiple replisome binding partners, where it associates with Ctf4 and Mrc1, as well as other potential factors which are currently unidentified. It is possible that these factors work together to cooperatively bind a single molecule of Sen1 to the replisome with high affinity, or they may compete with one another for Sen1 binding. Another possibility is that each partner associates with separate Sen1 molecules, thus tethering several to the replisome at once.

In this thesis, I have observed that the affinity of Sen1 N-terminal for Mrc1 increases in the absence of Ctf4 during G1 (fig 5.2), which has also been confirmed in S phase cell extracts (fig 1.16) (Appanah et al., 2020). This data goes some way toward supporting the hypothesis they bind Sen1 independently, as it appears Mrc1 may compete with Ctf4. Conversely however, the binding of Ctf4 is not affected by the absence of Mrc1 (fig 5.2). Moreover, IPs, with or without crosslinking, have shown that the replisome association of Sen1 is reduced in the absence of either of the proteins (Appanah et al., 2020). This data is more in line with the idea that there is no competition for Sen1 binding and that Ctf4 and Mrc1 may act co-operatively.

In order to answer the important question of whether the proteins are competing with one another, we aimed to reconstitute the interaction between Sen1, Mrc1 and Ctf4 outside of yeast extract, thus in the absence of any other eukaryotic proteins. We used E. coli as an expression vector in an attempt to purify the minimal interacting fragments of the three proteins. However, we were only able to successfully express fragments of Ctf4 in E. coli. Unfortunately, the expression of various fragments of Mrc1, as well as Sen1 (Daniel Garbazski, personal communication), was unsuccessful; despite attempts to optimise the purification protocol to solubilise the protein (data not
shown). Future experiments should attempt to express fragments of Mrc1 and Sen1 using another host, e.g. baculovirus, to obtain the recombinant protein. This would then allow us to answer several key questions. First, we could confirm whether the proteins are able to interact directly with one another by assessing whether they co-purify in the absence of any other eukaryotic proteins. This would eliminate the possibility that a currently unidentified factor is also involved in the interaction as part of a complex. Second, we could fractionate the mixed protein lysates using a gel filtration column and analyse the fractions by western blot. This would allow us to determine whether a single complex of the three proteins is formed, or whether two subcomplexes of Sen1-Mrc1 and Sen1-Ctf4 are formed. Finally, we could also titrate the concentrations of either Ctf4 or Mrc1 and look at the effects via IPs and immunoblotting, to understand whether they may be competing with one another for Sen1 binding. If so, it is likely that increasing the concentration of one protein would affect the binding and thus co-precipitation of the other.

Critically, structural biology techniques will also be required to ultimately understand how Sen1 interacts with the replisome. One possibility could be to try and elucidate the cryo-EM structure of a fork associated replisome with Sen1. As Sen1 may transiently bind and dissociate from the replisome, this should be carried out in the presence of a cross-linking agent to obtain a 3D reconstitution of the interaction. This would help elucidate whether single or multiple copies of Sen1 are tethered to the replisome and get a picture of the replisome orientation of its partners binding sites.

### 7.5 Sen1 retains some affinity for Mrc1 and Pol ε during G1

The observation that full length Sen1 is able to bind Mrc1 during G1, while it does not interact with Ctf4 outside of S phase is of great interest. We wondered whether Sen1 could possess multiple binding sites for Mrc1 throughout the protein, as during G1, the affinity for Mrc1 increases from the N-terminal (2-931), (2-1901) fragments and full length Sen1, respectively (fig 5.1, 5.11). If this were true, this raises the possibility that binding at one site during G1, perhaps in the C-terminal of Sen1, could help with the recruitment of Sen1 to forks, where molecular hand off to its separate N-terminal site in the context of the replisome could be responsible for its tethering during S phase. Indeed, Mrc1 appears to have two separate Sen1 binding sites, where analysing
the minimal interacting fragments of Mrc1 with Sen1 (2-1901) found that non-overlapping regions of its N- and C-terminal are able to support Sen1 binding (fig 5.9, 5.10). This is reminiscent of the binding of Mrc1 to Pol2, where independent interaction domains in both the N- and C-terminal of each protein dynamically interact depending on their phosphorylation state, possibly to regulate the binding of Mrc1 to other factors (Lou et al., 2008). A mechanism such as this could be responsible for the apparent cell cycle regulation of Sen1 binding to Ctf4 and the replisome. However, analysing IPs of Sen1 (2-931) vs. (931-2231) for Mrc1 binding were inconclusive, as a band that appears to be non-specific recognition of the TAP is present at the same molecular weight as Mrc1 (fig 5.12b). For this experiment, we attempted to maximise the separation of the two bands by using the TEV protease to cleave the TAP (leaving the tag bound to the beads) and immunoblotting the TEV eluates for Mrc1 and calmodulin binding protein (the remaining part of the tag following cleavage). However, the signal was too weak to be detected due to both the efficiency of cleavage and the volume of buffer required to for the cleavage reaction. These experiments should be repeated using a different tag in order to confirm whether or not Sen1 (931-2231) is unable to bind to Mrc1.

Interestingly, these IPs showed that during both G1 and S phase, there is an interaction between Sen1 (931-2231) and DNA polymerase epsilon, which is both independent from replisomes and from Mrc1 (fig 5.12). Mrc1 and Pol ε are known to associate with one another throughout the cell cycle (Lou et al., 2008), however the interaction of Sen1 (931-2231) with Pol ε is maintained in mrc1Δ cells. Future experiments should determine whether the increased interaction of full length Sen1 with Mrc1 during G1 is a direct result of their binding, or whether the signal is increased due to an indirect result of the association between Sen1 (931-2231) and Pol ε. Further work also needs to be carried out to determine the functional significance of the interaction between Sen1 (931-2231) and Pol ε. Speculatively, it is possible that an interaction between Sen1 (931-2231) and Pol ε may help to recruit Sen1 to the proximity of replisomes where it then binds to Mrc1 and Ctf4 via its N-terminal domain.
6.5 Mapping the interaction from the side of Ctf4 and Mrc1

Experiments regarding the minimal interacting domains of Ctf4 and Mrc1 for Sen1 are currently inconclusive. Successfully mapping the interaction sites would go some way towards helping us to understand the mechanism of interaction. Analysing the binding pattern of various Ctf4 fragments by IP indicated that the possible region mediating the interaction with Sen1 N-terminal is encoded by residues 351-426 (fig 5.5). Surprisingly, however, mutation of conserved residues within this region did not break the interaction. It is possible that the mutated amino acids are not important for binding, thus did not disrupt it. Alternatively, several of the mutated regions may be important for binding; where disrupting a combination of these sites is required to break the interaction. It is also possible that another region of the protein might contribute to the binding. In the absence of endogenous Ctf4, other fragments spanning the beta-barrel showed a comparably very weak signal for Sen1 binding at long exposures (fig 5.5). Perhaps residues within that area are important for binding, but residues (351-426) are important for the stability of the interaction. As residues (351-426) were deduced as key by virtue of it being a unique overlapping region of larger strongest binding fragments, creating the smaller (351-426) fragment and assessing it by IP would help to understand whether this is indeed the region responsible or not. Further mutants could then be designed accordingly, or different combinations of the mutants could be tested.

Non-overlapping N- and C-terminal fragments of Mrc1 were identified as able to bind Sen1 (2-1901). Mutations of any conserved residues within these regions were not designed or tested yet, as final experiments were being carried out with the aim of understanding whether a region within the C-terminal/more than one binding site for Mrc1 exists within Sen1, which would further complicate matters. Once it has been confirmed whether Sen1 has Mrc1 binding sites outside of its N-terminal domain (fig 5.12), future work should look for conserved regions within the minimal domains and target them for mutagenesis.
6.5.1 The importance of breaking the association between Sen1 and replication forks from the side of the replisome

As the sen1-3 mutant retains wild type affinity for RNAPII and does not appear to be deficient in its transcription termination function (section 1.9.5,6) (Appanah et al., 2020), we hypothesise that the phenotypes observed in sen1-3 cells are a result of losing the mechanism whereby it is specifically tethered to replisomes. However, we cannot currently exclude that the sen1-3 mutation is affecting other unknown factors. Further work is needed to provide more evidence that the phenotypes observed in sen1-3 cells are a direct result of its loss from forks.

Mapping the minimal interacting domains of Sen1, Mrc1 and Ctf4; allowing us to design mutations that break the interaction with Sen1 from the side of the replisome, would allow us to repeat experiments to examine whether these mutants phenocopy sen1-3. Another approach would also be to reattach sen1-3 to the replisome and analyse whether this suppresses the observed defects. We have already tried using tags comprising either the CIP (Ctf4-interacting peptide; responsible for tethering pol alpha/the CMG to the replisome), or the TPR domain (which fuses SCF to the replisome); however, these attempts were unsuccessful. Interestingly, the Dia2-TPR domain interacts with a region within the C-terminal of Ctf4 (348-927), and the interaction of Sld5/Pol1-type CIP box requires the alpha helical bundle (Morohashi et al., 2009, Villa et al., 2016). The data generated in this thesis investigating the minimal interacting fragments of Ctf4 and Sen1 suggests the alpha helical region of Ctf4 is not responsible for Sen1 binding. It is possible that these tags may not be able recapitulate Sen1 replisome tethering in such a conformation that; for example, supports its engagement with the required substrates.

If future work shows that 1) sen1-3 successfully re-attached to the replisome can suppress the observed phenotypes of sen1-3, or that 2) when the interaction is successfully abrogated from the side of the replisomes these cells phenocopy sen1-3, this would prove that the observed phenotypes are indeed specific to the loss of Sen1 activity at replication forks.
6.6 The binding of Sen1 to the replisome depends on the cell cycle phase of the extract, not Sen1

As a fragment comprising the first 931 residues of Sen1 is able to bind Ctf4 during G1 but the full-length protein cannot interact with it outside of S phase, this suggests that something within the last 1300 residues may be responsible for mediating the interaction with the replisome. There are a number of possibilities regarding how this could occur (fig 6.6).

From the side of Sen1, firstly, the interaction could be regulated by a cell cycle specific post-translational modification of Sen1. Interestingly, it is a highly phosphorylated protein, with a number of identified phosphorylation sites, many of which are in the C-terminal within the last 1300 residues (Bodenmiller et al., 2010, Swaney et al., 2013). Thus, phosphorylation of Sen1, perhaps by an S phase kinase at a site within the last 1300 amino acids, is an attractive possibility. Alternatively, a currently unidentified regulatory factor may inhibit or promote Sen1 binding to the replisome by either binding or dissociating from Sen1 in a cell cycle dependent manner (fig 6.6). A recent study has also shown that Sen1 is capable of intramolecular interactions \textit{in vitro}, where the N-terminal expressed in yeast co-purifies with recombinant Sen1 C-terminal (Han et al., 2020). It is possible that Sen1 may exist in different conformations in G1 and S phase, whereby the replisome binding site(s) for Ctf4 and Mrc1 in the N-terminal are blocked by the C-terminal of the protein during G1 (fig 6.6).

IPs were carried out to test whether the observed cell cycle dependence of the binding depends on some intrinsic feature/ conformation of Sen1. Sen1 was isolated from G1 and S phase extracts to capture the protein in any phase specific conformation/ post-translationally modified state (our IPs are carried out in the presence of phosphatase inhibitors). Following a high salt wash, G1 and S phase extracts of tagged Mrc1 and Ctf4 were added to the Sen1 bound beads (fig 5.13b). As observed previously, Mrc1 binding was detected independently of the cell cycle phase. However, Ctf4 was able to bind both G1 and S phase forms of Sen1, as long as the Ctf4/Mrc1 cell extract was isolated during S phase (fig 5.13c). This suggests that in fact, it is not Sen1 itself that precludes Ctf4 binding in G1, but an event that occurs within cell extracts during S...
There are numerous ways in which the apparent cell cycle dependent regulation of Sen1 binding to Ctfr and Mrcl could occur. From the side of Sen1, it is possible that during G1, intramolecular interactions between the N- and C-terminal of the protein block the N-terminal replisome binding sites. An S phase dependent conformational change may expose these, thus allowing binding. Alternatively, a post translational modification of Sen1 may also responsible for regulating the binding. Finally, the presence or absence of a regulatory factor may be involved in either blocking or promoting the binding. From the side of the replisome, during S phase, post-translational modification of Sen1 replisome binding partners may promote its binding. Alternatively, the orientation of Sen1 partners within the context of the replisome may be the only conformation in which the proteins can support Sen1 binding.
phase. Possibilities include a post-translational modification of its binding partners specifically at replisomes to promote binding. Alternatively, the conformation of its binding partners within the context of the replisome could expose their binding surfaces in such a way that supports the interaction.

Though this data suggests that the binding regulation doesn’t depend on Sen1 itself, there are several caveats to this experiment. While it appears unlikely that a regulatory factor blocks association of Sen1 with Ctf4 and Mrc1, we cannot exclude that adding the Sen1 to extracts with replisomes could cause a regulatory factor to dissociate. For example, the affinity of Sen1 for Mrc1 and Ctf4 might be much higher in the context of the replisome and thus displace some other regulatory factor. In addition, as other modifying factors are also present in the S phase extract, we cannot exclude that Sen1 itself undergoes a post-translational modification specifically at replication forks to promote its binding.

An approach was taken to try and disrupt the replisome during S phase; in order to determine if the conformation of Sen1 binding partners within the context of the replisome is specifically required to support the interaction, or whether it is an event that occurs downstream of replisome formation. We hypothesised that if the binding of Sen1 to Mrc1 and Ctf4 was lost following disassembly of the replisome during S phase, a specific conformation of these proteins within that context exposing their Sen1 binding sites is required. Alternatively, if the binding was maintained, it could be an event downstream of replisome formation, such as a post-translational modification at forks that is required. Unfortunately, tagging the core helicase component Mcm7 with an auxin degron did not efficiently break apart the replisome in SEN1-TAP cells to assess this any further (fig 5.14b). Future experiments could look at tagging other core replisome components with the aim of destabilising it during S phase in SEN1-TAP cells.
6.7 The interaction between Sen1 and the replisome does not depend on phosphorylation

As the binding between Sen1 and the replisome appears to be regulated by the cell extract, an obvious candidate is the S phase kinases CDK and DDK, which become active during early S phase to phosphorylate their target proteins. Both Mrc1 and Ctf4 have also been identified as part of the budding yeast phosphoproteome (Li et al., 2007, Albuquerque et al., 2008, Holt et al., 2009). However, IPs in the presence of phosphatase had no effect on the ability of Sen1 to bind to the replisome during S phase (fig 5.15). Thus, we conclude that phosphorylation of Sen1 or its binding partners at the fork does not appear to regulate the interaction. It is possible that other post-translational modifications may be responsible, such as SUMOylation, and further experiments could be carried out to test their effects.

6.8 Conservation of Sen1 binding to the replisome

The catalytic domain of Sen1 is highly conserved among eukaryotes; within this region there is approximately 30% sequence homology between yeast Sen1 and its human orthologue Senataxin (Leonaitė et al., 2017). The presence of an extended N-terminal domain connected to the helicase domain is also common to all orthologues. However, though the primary sequence of the N-terminal is conserved among other yeasts and marine vertebrates, including S. pombe, Zebrafish and Xenopus, a high degree of divergence at the primary amino acid level has occurred in mammals (Bennett and La Spada, 2015). Arguably however, as this domain has been retained as part of the protein, this suggests that it may have some conservation of function, as it is likely any mutations affecting essential activities or interactions of the N-terminal have not been selected for throughout the course of evolution.

Like S. cerevisiae Sen1, the N-terminal domain of human Senataxin also serves to mediate protein-protein interactions. In HeLa cells, Senataxin has been shown to interact with RNAPII, however this occurs via the RPB1, RPB2 and RPB3 subunits, rather than via the CTD as in yeast (Yüce and West, 2013). In addition, Senataxin also appears to have retained its role in coupling the nuclear exosome to RNAPII transcription, where SUMOylation of the N-terminal domain allows it to bind to the
Rrp45 subunit of the exosome, resulting in its recruitment to sites of R loop forming TRCs and transcription-induced DNA damage (Richard et al., 2013, Richard and Manley, 2014). Conversely, unlike budding yeast Sen1, no interaction with either RNAPI or RNAPIII was detected, suggesting the activity of Senataxin may be restricted to RNAPII genes in humans (Yüce and West, 2013). In addition, Senataxin does not appear to interact with Rad2 and no evidence exists to suggest it plays a role in transcription coupled-nucleotide excision repair (Bennett and La Spada, 2015).

It is not currently known whether Senataxin is recruited/tethered to active replication forks in human cells in a manner similar to Sen1, however several lines of evidence suggest that it plays an important role for the accurate duplication of chromosomes. Senataxin depleted cells are more sensitive to DNA damaging agents (Lavin et al., 2008), and like Sen1, it interacts with several DNA repair proteins. In human cells, interactors identified include RAD50 and Mre11, involved in responding to double strand breaks (Yüce and West, 2013). Senataxin has also been demonstrated to form nuclear foci during S/G2 phase, the levels of which are increased in response to replication stress induced by treatment with the replicative polymerase inhibitor aphidicolin; as well as DNA damage caused by various genotoxic agents. Moreover, these foci co-localise with the DNA damage response proteins 53BP1 and γH2A. In light of our data which suggests one of the functions of Sen1 at forks may be to resolve R loops at sites of TRCs; it is interesting that in human cells, formation of these nuclear Senataxin foci during S phase depends on transcription, and is increased or decreased by exacerbating or reducing the levels of R loops within cells, respectively. This suggests that in human cells, Senataxin may also act to clear R loops at sites of TRCs to prevent the deleterious consequences that result from their persistence (Yüce and West, 2013). Future studies should examine if Senataxin tethering to replisomes is conserved in human cells and if so, by what mechanism it occurs. Analysing any potential conservation of Sen1’s role at forks would be interesting in light of Senataxin involvement in human disease. Finally, the various paralogues of Senataxin should also be investigated. These include RENT1 and IGHMBP2, which like Senataxin have also been linked to neurological disease, as well as Aquarius and ZNFx1 (Barmada et al., 2015, Guenther et al., 2009, Bennett and La Spada, 2015, Sollier et al., 2014, Chen et al., 2004).
6.9 The deregulation of Senataxin function and human disease

Fifty mutations in the SETX gene are known to result in two progressive neurodegenerative disorders. The most common is the juvenile onset (3-30yrs) inherited recessive disorder Ataxia with oculomotor apraxia type 2 (AOA2). This disease is progressively debilitating as a result of damage to the part of the brain that controls movement (cerebellar ataxia) with characteristic defects in voluntary eye movements (oculomotor apraxia) (Moreira and Koenig, 1993). Inserting the conserved AOA2-causing mutations within the helicase domain into yeast showed a common outcome was deregulation of Sen1 transcription termination function (Chen et al., 2014b). Of the AOA2-causing mutations in the N-terminal domain (which cannot be introduced into yeast due to the primary sequence divergence), three have been shown to prevent SUMOylation of Senataxin. This stops it from targeting the nuclear exosome to sites of DNA damage, as it can no longer bind Rrp45 (Richard et al., 2013). This is particularly interesting in light of data which has shown that during S phase, the nuclear co-localisation of Rrp45 and Senataxin during replication stress has been linked to the formation of co-transcriptional R loops and TRCs (Yüce and West, 2013).

The second, unrelated disease, juvenile amyotrophic lateral sclerosis (ALS4) is far rarer and is a result of dominant mutations. Two of the identified disease-causing mutations are within the N-terminal of Senataxin, and two are within the helicase domain. Its clinical features include early onset and slow progression, with severe muscle wasting and degeneration of motor neurones in the brain and spinal cord. One study examined the most common variant, L389S, via yeast two hybrid of a human brain expression library, comparing the interactome with that of wild type Senataxin. A specific interaction between L3896 and the antisense transcript of the noncoding RNA BCYRN was reproducibly detected. This raised the question of whether aberrant interactions could interfere with normal protein function, leading to disease (Bennett et al., 2013).

One study generated Setx knockout mice in an attempt to examine whether R loops could contribute to neuropathy. In this model, male infertility and germ cell apoptosis
was observed as a result of R loops accumulation in the *Setx<sup>−/−</sup>* mice. Surprisingly, contrary to these proliferating cells, no R loops were observed in post-mitotic nerve cells, which have high transcriptional activity (Yeo et al., 2014). It is important to note however, this murine model did not exhibit any phenotypes related to ataxia or neurodegeneration, therefore does not rule out the contribution of R loops to degeneration of post-mitotic neurones in humans (Bennett and La Spada, 2015). How mutations within Senataxin actually lead to the pathophysiology of these diseases remains an interesting topic for future study. Although most of the clinical characteristics of ALS4/AOA2 are associated with post-replicative neurons, investigating whether any R loops linked defects are present in the patients actively replicating cells would be of interest.

Finally, there is some indirect evidence which has led to the tentative suggestion that dysfunction of Senataxin could contribute to the development of some cancers (Zhao et al., 2010, Ruiz-Ballesteros et al., 2005). It has also been linked to the DNA damage response proteins BRCA1 and BRCA2, mutations of which are common across multiple cancers. The BRCA pathway is involved in both the stabilisation of stalled forks by protecting them from nucleolytic cleavage, as well as playing a role in promotion of HR mediated repair at sites of DNA damage (reviewed (Byrum et al., 2019)). It has been shown that Senataxin interacts with BRCA1 at R loop dependent terminator sites, where they act together to resolve R loops. High levels of R loop dependent DNA damage leading to insertion or deletion mutations is observed when the interaction between Senataxin and BRCA1 is disturbed. Interestingly, these types of genome rearrangements are seen near BRCA1 R loop binding sites in BRCA1 tumours (Hatchi et al., 2015, Brambati et al., 2020).
Conclusions and future perspectives

Based on current literature and the work presented in this thesis, the proposed role of Sen1 at replication forks is illustrated by the model shown in figure 6.7. The anchoring of Sen1 to replisomes looks to be important for the resolution of R loops only under certain conditions; for example, collisions with R loops that either have distinct biochemical features or are located at certain areas on the genome. As it appears Sen1 is also important to promote fork progression in other circumstances, outside of any R loops resolving activity, we suggest that it could travel with forks to terminate stalled RNA polymerases at sites of transcription replication conflicts. Sen1 acts with both Nrd1 and Nab3 as part of the NNS complex for termination, neither of which travel with the fork (Appanah et al., 2020). However, in vitro, the helicase activity of Sen1 alone is sufficient to dissociate RNAPII from DNA, and its presence at forks uniquely positions it to resolve TRCs (Porrua and Libri, 2013). We suggest the growth defects, increased recombination and genome instability of sen1-3 mutants is linked to more persistent fork stalling at sites of replisome collisions, while sen1-3 or another redundant factor is recruited more slowly, independently from the replisome to remove the blockage (fig 6.7). The stalled forks are more susceptible to cleavage and collapse, or could be recognised as deleterious recombinogenic intermediates, where unscheduled recombination leads to genome instability. Correspondingly, sen1-3 cells are more reliant on certain genes involved in replication fork progression and stability as well as mediators/effectors of the S phase checkpoint. Taken together, it appears that sen1-3 cells require these factors to maintain stability of the stalled forks and promote their restart, likely following collision events between forks and R loops or transcription complexes. Future experiments should be carried out to clearly show whether Sen1 acts at sites of TRCs to dissociate RNAPII from the DNA. Finally, the data in this thesis goes some way towards beginning to elucidate the mechanism of Sen1 interaction with replication forks. We have shown that the apparent cell cycle regulation of full length Sen1 binding to Ctf4 and the replisome, specifically during S phase, does not depend on the conformation of Sen1, or on phosphorylation. The future experiments described in chapter 6 should be carried out to further understand the mechanism of association.
Conclusions and future perspectives
Figure 6.7 Speculative model for the role of Sen1 at replication forks. The tethering of Sen1 to the replisome by Ctf4 and Mrc1 results in its fast recruitment to sites where its biological activity is required, namely sites where replication forks encounter barriers that impede their progression and lead to fork stalling. Sen1 may be involved in the removal of R loops at these sites, or in the termination of RNAPII transcription, thus allowing the forks to continue. In the absence of the Sen1 replisome tethering mechanism, the forks may rely on redundant factors or recruitment of the sen1-3 allele by an alternative mechanism, which likely occurs with comparatively slower kinetics. This increases the chance of defects occurring as a result of prolonged fork stalling, leading to increased DNA damage and recombination. When Sen1 is absent from the replisome, cells rely on various S phase checkpoint and fork stability genes to promote replication re-start and maintain the stability of the genome.
Figure S.1 sen1-3 displays no defects in combination with deletion of various genes involved in DNA replication and repair. Dilution spotting assays were carried out, where serial dilutions of the described strains were spotted onto various different media and grown at different conditions. Plates were imaged and analysed for growth every 24 hours. Strains used in these experiments: CS2808, CS2810, CS4372, CS4374, CS4378, CS4380, CS4382, CS4384, CS2959, CS2961, CS2963, CS2965, CS2967, CS2969, CS4296, CS4299, CS3782, cS3790, CS2897, CS2898.
Figure S.2 3HA tagged Ctf4 fragments do not interact non-specifically with the TAP tag. Asynchronous cultures of diploid cells carrying either GAL1-TAP_empty or GAL1-Sen1 (2-931) with or without endogenous CTF4 combined with the candidate 3HA tagged Ctf4 fragment (426-782) also under control of the GAL1 promoter were induced for 2 hours and harvested for IP to assess binding of the fragments. Strains used in this experiment: CS4037, CS4108, CS4107.
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SUMMARY

DNA replication and RNA transcription compete for the same substrate during S phase. Cells have evolved several mechanisms to minimize such conflicts. Here, we identify the mechanism by which the transcription termination helicase Sen1 associates with replisomes. We show that the N terminus of Sen1 is both sufficient and necessary for replisome association and that it binds to the replisome via the components Ctf4 and Mrc1. We generated a separation of function mutant, sen1-3, which abolishes replisome binding without affecting transcription termination. We observe that the sen1-3 mutants show increased genome instability and recombination levels. Moreover, sen1-3 is synthetically defective with mutations in genes involved in RNA metabolism and the S phase checkpoint. RNF111 overexpression suppresses defects in the former, but not the latter. These findings illustrate how Sen1 plays a key function at replication forks during DNA replication to promote fork progression and chromosome stability.

INTRODUCTION

The maintenance of genome stability requires the complete and faithful duplication of DNA in every cell cycle. Yet several obstacles impede the progression of replication forks (RFs), and these must be removed to avoid stalling and increased chromosome instability. A significant barrier to RF progression is transcription. First identified in bacteria, collisions between RFs and transcription bubbles also represent a major obstacle for DNA synthesis in eukaryotes, leading to defects in chromosome maintenance and an increase in levels of recombination (Ji and Alberts, 1996; Helmrich et al., 2011, 2013; Prado and Aguilera, 2005; Kim et al., 2010; Hamperl et al., 2017; Tran et al., 2017). In order to complete the full duplication of the chromosomes, replisomes must therefore overcome transcriptional barriers, removing both the DNA-bound RNA polymerase subunits and any DNA-RNA hybrids formed during transcription. These hybrids, usually limited to eight base pairs, occur naturally during RNA transcription and are typically removed when the RNA polymerase is disengaged from the DNA (Aguilera and Garcia-Muse, 2012; Westover et al., 2004).

At specific chromosomal loci, extended DNA-RNA hybrids can also form behind the site of RNA synthesis, through the re-annealing of nascent RNA to the template DNA and the displacement of the non-template DNA. These structures, named R-loops, form preferentially at highly transcribed genes with a high GC skew and can extend up to 1 kb in higher eukaryotes (Aguilera and Garcia-Muse, 2012; Skourtis-Stathaki et al., 2014). Formation of R-loops is favored by head-on collisions between RFs and actively transcribing complexes (Hamperl et al., 2017; Lang et al., 2017), and their non-physiological accumulation, coupled to chromatin modification, is deleterious for genome stability (Garcia-Pichardo et al., 2017). Several pathways minimize the formation and stability of R-loops. For instance, the promotion of transcription processivity (Hazelbaker et al., 2013), transcription termination (Kim et al., 2004; Luke et al., 2009), timely processing, export or degradation of nascent mRNA (Huetas and Aguilera, 2003; Pfiffer et al., 2013), or preventing torsional stress that arises during transcription (El Hage et al., 2010, 2014) all minimize R-loops’ levels. Nevertheless, once formed, R-loops must be removed. A key role in R-loop removal is fulfilled by the RNRase H enzymes that specifically digest RNA molecules within DNA-RNA hybrids (Cerletti and Crouch, 2009). In addition, several helicases can unwind DNA-RNA hybrids in vitro, including SgS1 (Chang et al., 2017) and Pif1 (Boulé and Zakian, 2007). One such helicase, Sen1, is believed to play an essential role in the removal of R-loops from the DNA in yeast (Mischo et al., 2011).

Sen1 is an Upf1-like helicase that plays a key role in transcription termination (Jankowsky, 2011; Steinmetz et al., 2006; Uras et al., 1997; Pornra and Libri, 2013). Sen1 binds to the free 3’ ends of either RNA or DNA substrates and unwinds both double-stranded DNA (dsDNA) and DNA-RNA hybrids (Fan et al., 2017; Leonaïté et al., 2017; Martin-Tumasz and Brow, 2015; Pornra and Libri, 2013). In vitro analysis shows that Sen1 has high activity but limited processivity on DNA/RNA hybrid substrates (Fan et al., 2017). Mechanistically, when Sen1 engages with nascent RNA exiting from a stalled RNA polymerase II (RNAPII), the helicase seemingly exerts a force on the polymerase to “push” it, either overcoming the stalling of RNAPII or disengaging it from the template DNA (Pornra and Libri, 2013; Han et al., 2017). In vivo data also suggest that Sen1 is capable of removing RNAPII from the DNA it is bound to, thus terminating transcription (Steinmetz et al., 2006; Schaughency et al., 2014; Hazelbaker et al., 2013). In fact, a mutation in the catalytic domain of Sen1 (sen1-1) confers defects in transcription termination at non-permissive temperatures, leading to extensive readthrough...
of several transcription units (Steinmetz et al., 2006), accumulation of R-loops, and increased recombination (Mischo et al., 2011). Because of these defects, the viability of sen1Δ cells depends on several repair factors (Mischo et al., 2011; Alzu et al., 2012). Moreover, depletion of Sen1 leads to slow DNA replication and the accumulation of abnormal structures on 2D gels (Alzu et al., 2012; Brambati et al., 2018).

Given its relatively low abundance and processivity (Mischo et al., 2016; Han et al., 2017), Sen1 needs to be recruited at, or close to, sites where it can enact its biological function. Sen1 is recruited to the termination sites of cryptic-unstable transcripts (CUTs) and small nucleolar RNAs (snoRNAs) by binding to Nab3 and Nrd1, which both dock onto nascent RNA (Arigo et al., 2006; Porrúa et al., 2012; Creamer et al., 2011). Nrd1 also interacts with Rpo21p (the largest subunit of RNRPII) early in the transcription cycle (Vasiljeva et al., 2008), thus restricting Sen1-dependent termination to short transcription units (Gudipati et al., 2008). Sen1 also promotes termination of some genes downstream of the polyadenylation site, acting with Rat1 (Mischo et al., 2011; Rondón et al., 2009), possibly by directly binding Rpo21 via its N-terminal domain (Chinchilla et al., 2012). Finally, it is likely that Sen1 is recruited at other genomic sites in a transcription-independent fashion. The human ortholog of Sen1 (Senataxin) co-localizes with S3BP1 to sites of DNA damage in a checkpoint-dependent manner (Yüce and West, 2013). Moreover, in S. cerevisiae, Sen1 co-localizes with replisome components and sites of bromodeoxyuridine (BrdU) incorporation (Alzu et al., 2012). However, the mechanism through which Sen1 is recruited at RFs has yet to be described. The significance of recruiting Sen1 to RFs is also poorly understood, as it has been impossible thus far to determine whether the defects in DNA replication upon inactivation of Sen1 are an indirect consequence of deregulated transcription termination, of a failure in R-loop removal, or the direct result of an important function of Sen1 at RFs. Here, we show that Sen1 binds the replisome during S phase through its N-terminal domain, maps its binding site, generate a mutant that breaks this interaction, and explore the consequences of the loss of the helicase from RFs on chromosome stability.

RESULTS

**Sen1 Interacts with the Replisome via Its N-Terminal Domain**

The replisome is a complex and dynamic machine that relies on multiple interactions between its constituent proteins (Bell and Labib, 2016; Burgers and Kunkel, 2017). As part of a mass spectrometry (MS) screen to identify factors transiently or weakly associated to the core replisome, we observed that Sen1 co-purifies with the CMG helicase in S. cerevisiae (Figure S1A). To verify the MS data, we immunoprecipitated (IPed) Sen1 from extracts of yeast cells synchronized in G1, S, and G2. We observed that Sen1 interacted with replisome components only in S phase (Figure 1A). Immunoprecipitation (IP) of the GINS component
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Sld5 corroborated this observation (Figure S1B). Sen1 interacts with replisomes independently of either Nrd1 or Nab3 (Figures S1C and S1D) and independently of ongoing transcription (Figures S1E and S1F), as previously observed (Azu et al., 2012). To further explore this interaction and its biological function, we mapped the interaction sites both in the replisome and Sen1.

Sen1 contains an extended N-terminal domain and an essential and conserved helicase domain (Leonardi et al., 2017). To identify a region of Sen1 that is sufficient for binding replisomes, we generated TAP-tagged constructs of Sen1, expressed under an inducible GAL1 promoter (Figure 1B). All fragments containing the helicase domain folded correctly and rescued sen1-1 lethality at non-permissive temperatures, despite constructs containing the last 330 amino acids of the protein being highly labile (Figures S1G and S1H). We then assessed the ability of the various fragments to interact with the replisome and observed that the N-terminal domain (residues 2-931) of Sen1 was both sufficient and necessary for association with replisomes (Figures 1C and 1D). Similarly, Sen1 (2-931) co-purified specifically with replisomes isolated from S phase cells by IP of Mcm3 (a subunit of the CMG helicase) (Figures S1I and S1J). Thus, Sen1 (2-931) contains an interaction site for replisome components.

**Sen1 Binding to the Replisome Depends on Ct4f and Mrc1**

To identify specific proteins to which Sen1 binds within the replisome, we compared the G1 and S phase interactome of Sen1 (2-931) via MS analysis. As expected, Sen1 (2-931) IPed with replisomes in S phase (Figure 2A). Interestingly, Ct4f and GINS co-purified with the bait in G1 as well. This was confirmed by immunoblotting (Figures 2B and 2C). Because Ct4f and GINS interact throughout the cell cycle (Gambus et al., 2009), we next analyzed whether Sen1 binds preferentially to one of the components. The interaction between Ct4f and Sen1 in G1 was unaffected by inactivating GINS via the psf1-1 allele (Figure 2B; Takayama et al., 2003), but GINS no longer IPed with Sen1 (2-931) in G1 in the absence of Ct4f (Figure 2C). These data indicate that Sen1 (2-931) binds to Ct4f in the absence of other replisome components.

Interestingly, Sen1 (2-931) retained some affinity to the replisome in the absence of Ct4f (Figure 2C, right panel), independently of DNA (Figure S2A). This suggests that Sen1 interacts with at least another subunit of the replisome. To screen for such factors, we analyzed whether any component of the replisome binds to Sen1 (2-931) in cells progressing into S phase in the absence of origin firing. We used td-sld3-7 cells that cannot initiate chromosome replication at 37°C following inactivation and degradation of td-sld3-7 (Kamimura et al., 2001; Kanemaki and Labib, 2006; Figure S2B). In control cells, Sen1 (2-931) co-purified with all tested replisome components in S phase (Figure 2D). In td-sld3-7 cells, Sen1 IPed predominantly with Ct4f and GINS but also weakly with the replisome component Mrc1. Strikingly, Sen1 (2-931)’s affinity for Mrc1 increased in a td-sld3-7 ct4fΔ background. We confirmed this in cells arrested in G1 as well (Figure 2E). These observations suggest that both Ct4f and Mrc1 are binding partners of Sen1 in the replisome. Deletion of either replisome component leads to a decrease in replisome association to Sen1, even following crosslinking to capture weak interactions (Figures S2C and S2D). Because ct4fΔ mrc1Δ cells are inviable (Gambus et al., 2009), we generated a ct4fΔ mrc1Δ-aid strain, with the auxin-degron fused to Mrc1 (Nishimura et al., 2009) to allow rapid depletion of the protein. The association of Sen1 with the replisome was greatly reduced, although not entirely abolished, in cells with no Ct4f and Mrc1 (Figures 2F–2H). These data indicate that, although other accessory binding partners might exist within the replisome, Sen1 mainly binds via Ct4f and Mrc1.

**sen1-3 Fails to Bind the Replisome and Is Sensitive to Increased Levels of DNA:RNA Hybrids**

Deletion of the N-terminal domain of Sen1 causes pronounced defects in cell growth (Figure S3A). Thus, to investigate the role of Sen1 at RFs, we sought to generate a separation of function allele that is specifically defective for binding to replisomes. By generating truncations of the N-terminal domain, we identified that Sen1 (410–931) was the fragment with the highest affinity for replisomes although Sen1 (622–931) was the smallest construct still able to bind (Figures 3A–3C). By comparison with yeast orthologs of Sen1 (Figure S3B), we identified conserved residues within this region and targeted them for mutagenesis, creating hemagglutinin (HA)-tagged alleles of Sen1 that were expressed under the strong ACT1 promoter in sen1Δ cells. All the tested mutations supported cell growth, but one allele, combining mutations W773A, E774A, and W777A (henceforth referred to as sen1-3) was uniquely defective for interaction with replisomes (Figures 3D and S3C). Similar results were obtained when the sen1-7-3 mutation was

---

**Figure 2. Sen1 Binds the Replisome Components Ct4f and Mrc1**

(A) MS analysis of the proteins co-purifying with Sen1 (2–931) was conducted in S and G1 phases.

(B) IB analysis of the proteins IPed with Sen1 (2–931) and an empty control in strains carrying the psf1Δ or psf1-1 allele. Cells were arrested in G1, shifted to 37°C for 1 h (G1), and then released into S phase for 20 min at 37°C (S).

(C) Sen1 (2–931) binding of GINS in G1 depends on Ct4f. IB analysis of the proteins IPed with Sen1 (2–931) and an empty control, with or without Ct4f. Cells were arrested in G1 and released in S phase for 20 min at 30°C. Ct4f and TAP-Sen1 (2–931) have similar sizes and run closely in gel electrophoresis.

(D) IB analysis of the proteins interacting with TAP-Sen1 (2–931) in the presence or absence of origin firing and Ct4f. Cells were treated as described in Figure S2A. G1 samples were collected before galactose induction.

(E) Wild-type, mrc1Δ, or ct4fΔ cells expressing TAP-Sen1 (2–931) were arrested in G1. IB analysis of cell extracts and IPs is shown. (F) Wild-type, ct4fΔ, mrc1Δ, and ct4fΔ mrc1Δ-aid strains were arrested in G1, treated for 1 h with 0.5 mM aminothiazol-5-acyl acid (AIA) final concentration, and released in S phase. IB analysis of cell extracts and IPs is shown.

(H) Experiments were conducted as in (F). Wild-type, ct4fΔ, and ct4fΔ mrc1Δ-aid strains, carrying an untagged or a Sen1-TAP allele, were used. Asterisk indicates a non-specific band.
introduced at the endogenous SEN1 locus (Figures 3E and 3F), even following crosslinking (Figure S2D). Importantly, Sen1-3 retained wild-type affinity for RNP II (Rpo21). Hence, Sen1-3 is an allele that abrogates the interaction between Sen1 and replisomes.

Next, we assessed whether the sen1-3 mutation affects transcription termination, similarly to sen1-1 cells (Misho et al., 2011). We assayed the efficiency of termination at two model Nrd1-Nab3-Sen1 target genes, coding for a snoRNA (SNR13) and a CUT (NEI.025C) (Theebaut et al., 2006; Uric et al., 1997). Because termination defects lead to longer RNAs that can be targeted by the nonsense-mediated decay, strains lacking UPF1 were also tested (Culbertson and Leeds, 2003). Cells with the sen1-3 allele presented no defects in transcription termination, unlike sen1-1 at 37°C (Figures 4A and S3E). Defects in transcription termination were also analyzed genome-wide by mapping the distribution of RNAPII via the sequencing of nascent RNAs using CRAC (crosslinking and analysis of cDNA) (Granneman et al., 2009; Candelli et al., 2018). Metagene analysis using a set of validated CUTs (Table S1) shows very similar RNAPII profiles between SEN1 and sen1-3 cells, although a clear general termination defect is observed upon depletion of Nrd1 (Figures 4B and S3F). These data indicate that sen1-3 is proficient in terminating RNAPII transcription.

We then analyzed how the loss of Sen1 from replisomes affects cells. SEN1 and sen1-3 cells displayed comparable cell
Figure 4. The sen1-3 Allele is Proficient in RNAPII Termination but Is Essential in the Absence of RNase H Activity
(A) sen1-3 cells are proficient for transcription termination. qRT-PCR analysis of RNAs derived from the strains indicated is shown. The ratio of the readthrough fraction (position RT) over the total amount of SWR3 RNA is shown (triplicate biological repeats). n.s., not significant.
(B) Metagene analysis of RNAPII density detected by CRAC on CTDs. Average read counts are plotted on regions aligned to both the transcription start site (TSS) (left) and the transcript end site (TES) (right) of the CTDs (reads count in Table S1). The profiles of RNAPII density following hrd1 deletion (hrd1-AID + aux) are included for comparison (dataset from Candelli et al., 2018). hrd1-AID strain behaves as a hypomorphic allele.
(C) Examples of the meiotic progeny of the indicated diploids strains are shown.
(D) Serial dilution spotting of the indicated strains is shown. mh1-1 mh201Δ is abbreviated as mhΔΔ.
(E) Serial dilution spotting of the indicated strains is shown. Cells (YRH) carry GAL-RNH1 inserted ectopically.

(legend continued on next page)
growth kinetics and sensitivity to both hydroxyurea (HU) and methyl methanesulfonate (MMS). One possibility might be that Sen1 at RFs is redundant with the enzymatic activity of other factors, such as the RNases H1 and H2 enzymes. We crossed mh1.1 mh201.1 cells with SEN1 or sen1-3 strains and analyzed their meiotic progeny. Although single deletion of either RNH1 or RNH201 combined with sen1-3 did not present any synthetic defects, sen1-3 mh1.1 mh201.1 cells were inviable (Figure 3C), similarly to mh1.1 mh201.1 sen1-1 mutants (Figure S2G). Overexpression of sen1-3 under the strong ACT1 promoter suppresses the synthetic lethality of sen1-3 with mh1.1 mh201.1, suggesting that higher levels of Sen1 activity can compensate for lack of the specific replisome-tethering mechanism. Yet these cells display growth defects at 37°C, with cells accumulating in G2/M and triggering checkpoint activation (Figures S3H–S3J). Moreover, ACT1-sen1-3 is unable to suppress the hyper-sensitivity of mh1.1 mh201.1 to HU and is defective for MMS sensitivity (Figure 4D). Altogether, these findings suggest that Sen1 at RF might either be redundant with RNases H1 and H2 or become essential to deal with the DNA-RNA hybrids accumulating in the absence of RNase H1.

To explore whether increased levels of DNA-RNA hybrids lead to synthetic defects in sen1-3 cells, we generated hpr1.1 sen1-3 cells. Hpr1 is a component of the THO complex involved in the processing and export of mRNA (Chávez et al., 2000). hpr1.1 mutants accumulate R-loops and show defects in transcription elongation (García-Benitez et al., 2017; Chávez and Aguilera, 1997; Chávez et al., 2009). hpr1.1 sen1-3 double mutants showed growth defects at higher temperatures and increased sensitivity to replication stress (Figure 4E). To explore whether defects arise during DNA replication, we analyzed the kinetics of Rad52 foci formation in cells released in S phase. The experiment was conducted at permissive temperatures (28°C) as hpr1.1 cells failed to synchronously bud at 35°C and 37°C. We observed that sen1-3 causes a small but statistically significant increase in recombination in late S phase, although hpr1.1 sen1-3 cells showed synthetic defects and an increase in recombination (Figures 4F and S4A–S4D). Interestingly, the increased rates of recombination and growth defects in hpr1.1 sen1-3 cells were suppressed by overexpression of RNH1 (Figures 4E and 4F), thus suggesting that DNA-RNA hybrids are toxic in these mutants.

To directly test the levels of DNA-RNA hybrids, we visualized them in chromosome spreads (Wahba et al., 2011). As previously observed, both mh1.1 mh201.1 and hpr1.1 mutants showed high levels of DNA/RNA hybrids (Figures 4G and S4E; Chan et al., 2014). Surprisingly, we did not observe any increase in the levels of DNA/RNA hybrids in hpr1.1 sen1-3 cells. Similar results were observed by slot-blot analysis (Figure S4F). Given that phenotypic suppression by RNase H overexpression is accepted as a marker for R-loops, these results suggest that the suppression of hpr1.1 sen1-3 by overexpression of RNH1 might occur by removing short or labile DNA/RNA hybrids, not readily detectable by the 58.6 antibody used in our analysis.

**sen1-3 Cells Are Defective in Replication Fork Progression and Genome Stability in the Absence of MRC1**

Because both sen1-1 and sen1-3 are synthetically lethal in the absence of RNH1 and RNH201, we wanted to explore whether other pathways, essential for maintaining cell viability in sen1-1 (Alzu et al., 2012; Mischo et al., 2011), are also important in sen1-3. Only a subset of deletion mutants described to negatively affect viability in sen1-1 cells showed robust defects in cell viability in sen1-3 cells (summarized in Figure 5A). Namely, we observed temperature sensitivity and increased sensitivity to DNA-damaging agents when sen1-3 was crossed with either mtr1.1, ctl18.1, or rad53.1 smn1.1 (Figure 5B).

Mrc1, Cfl18, and Rad53 are key components of the S phase checkpoint, and all three mutants confer temperature sensitivity in sen1-3 cells. To further explore the defects of mtr1.1 sen1-3 mutants, we analyzed the DNA replication dynamics of cells arrested in G1 and then released in S phase at 37°C. The mtr1.1 sen1-3 cells show a delay during DNA replication and accumulation of cells arrested in G2/M (Figure 5C). Correspondingly, we observed an increase in Rad52-GFP foci accumulating during the later stages of DNA replication, both in the mtr1.1 sen1-3 and ctl18.1 sen1-3 cells released in S phase at 37°C (Figures 5D and 5E). In addition, mtr1.1 sen1-3 and ctl18.1 sen1-3 cells showed an increase in cells carrying multiple foci of Rad52 (Figure S5A). Similar to what is seen in Figure 4F, we also observed a small but statistically significant increase in Rad52 foci in sen1-3 mutants compared to wild-type. To determine whether DNA-RNA hybrids contribute to the phenotypes observed in sen1-3 mtr1.1, we repeated the experiments following the overexpression of RNH1. This failed to suppress the growth defects and the increase in recombination during S phase (Figures 5F, 5G, and S5B). Similar results were obtained when overexpressing the human ortholog of RNH1 (Figures S5C and S5D; Wahba et al., 2011; Bonnet et al., 2017).

To analyze whether the increased recombination observed during replication in sen1-3, mtr1.1 sen1-3, and hpr1.1 sen1-3 compared to SEN1 leads to an increase in genomic instability, we measured the rate of direct-repeat recombination using plasmids carrying partially overlapping fragments of the LEU2 gene separated by 39 or 3,900 nt (plasmids pL and pLYVNS, respectively) (Mischo et al., 2011; González-Aguilera et al., 2009). We observed, as previously described, that recombination increased with the length of the transcript. Moreover, although mtr1.1 sen1-3 showed a modest increase in recombination compared to mtr1.1 for both plasmids, hpr1.1 sen1-3 showed greater increases in the rate of recombination (Figure 4H). Furthermore, we tested for defects in mini-chromosome maintenance by transforming a single-copy plasmid carrying an ADE2 gene and scoring for the rate of plasmid loss in the absence of selective pressure by measuring the rate of white colonies (carrying the plasmid) and red (without the plasmid). Cells carrying the sen1-3 allele showed higher levels of plasmid loss,

---

(F) The indicated strains, carrying a RAD52-GFP allele with or without the GAL-RNH1 construct, were grown as shown in Figures S4A–S4D. Samples were taken at the indicated time points, fixed, and analyzed for the presence of Rad52 foci (triplicate biological repeats). n.s., not significant; “*” p < 0.05; “**” p < 0.01.

(G) The indicated strains were grown to exponential phase at 28°C; DNA-RNA hybrids were analyzed by immunofluorescence of chromosome spreads (triplicate biological repeats). Samples were treated in parallel with RNase H.
### Figure A

A diagram showing various protein interactions.

### Figure B

<table>
<thead>
<tr>
<th>Condition</th>
<th>2 days</th>
<th>3 days, 28°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>SEN1</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
<tr>
<td>sen1-3</td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td>SEN1 mrc1Δ</td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
</tr>
<tr>
<td>sen1-3 mrc1Δ</td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td>SEN1 cfr1Δ</td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
</tr>
<tr>
<td>sen1-3 cfr1Δ</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
<tr>
<td>SEN1 rad53Δ</td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
</tr>
<tr>
<td>sen1-3 rad53Δ</td>
<td><img src="image15.png" alt="Image" /></td>
<td><img src="image16.png" alt="Image" /></td>
</tr>
</tbody>
</table>

### Figure C

Graph showing growth at 57°C for various conditions.

### Figure D

Bar graph showing the percentage of Ube6 in different conditions.

### Figure E

Images showing rad53Δ and cfr1Δ strains.

### Figure F

Images showing protein expression at different temperatures.

### Figure G

Graph showing the percentage of Ube6 in different conditions.

### Figure H

Graph showing the percentage of Ube6 in different conditions.

### Figure I

Graph showing the percentage of Ube6 in different conditions.

(legend on next page)
exacerbated in the absence of MRC1 and HPR1 (Figures S1 and S2E). Strikingly, sen1-3 hpr1Δ completely failed to retain the plasmid. The addition of a second origin of replication did not rescue the chromosome maintenance defects, and overexpression of RNN1 only partially suppressed the defects in hpr1Δ sen1-3 cells (Figure S5F).

**DISCUSSION**

Here, we have shown that Sen1 is a bona fide partner of the yeast replisome. The N-terminal domain mediates binding to replisomes, mainly via Ctf4 and Mrc1. Additional binding partners of Sen1 are likely because Sen1 shows some residual interaction with replisomes in the absence of Ctf4 and Mrc1. It is not yet clear whether multiple Sen1 molecules are recruited to RFs by independently binding separate subunits of the replisome with different affinities or whether multiple replisome components coordinate to bind a single Sen1 to increase its strength of interaction. IPs of the N-terminal domain of Sen1 suggest a competition between Mrc1 and Ctf4 for Sen1 as Mrc1 binding increases in ctf4Δ cells (Figures 2D and 2E). This supports the multiple independent binding hypothesis. However, deletion of either CTF4 or MRC1 decreases overall binding of Sen1 to the replisome (Figures 2F, 2H, S2C, and S2D), compatible with a cooperative recruitment of Sen1. Interestingly, the mutation of three amino acids in sen1-3 abolishes binding to both Ctf4 and Mrc1. Thus, the mutated residues either correspond to the direct interaction site for both Ctf4 and Mrc1 or they cause a change in conformation of a larger section of Sen1, thus affecting two distinct binding surfaces for Ctf4 and Mrc1. Both hypotheses are compelling, and further work is needed to determine which is correct.

The sen1-3 allele is a separation of function mutant that breaks the interaction with the replisome without affecting the binding to RNApoly or transcription termination (Figures 3E, 4A, and 4B). However, we cannot exclude that sen1-3 might affect other Sen1 interactions beyond the replisome. In addition, minimal levels of interaction with replisomes might be retained in sen1-3 cells, thus weakening the severity of the phenotype observed. Nevertheless, this allele provides us with a tool to dissect the function of the helicase at RFs without affecting its catalytic activity and the bulk of its transcription functions.

It has been previously proposed (using the sen1-7 allele or Sen1 deletion) that Sen1’s presence at RFs is required to quickly remove the R-loops accumulating and interfering with RF progression (Iturralde et al., 2012; Brambati et al., 2018; Mischo et al., 2011). In our experimental setting, however, loss of Sen1 from RFs did not show increases in DNA:RNA hybrids or dramatic defects in RF progression (Figures 4G and 5C). In fact, the loss of Sen1 from the replisome only leads to modest defects (small increases in post-replicative recombination and instability of mini-chromosomes; Figures 4F, 5D, and 5J). This suggests that when Sen1 is proficient in transcription termination, there might be enough redundancy at the RFs to deal with DNA:RNA hybrids. However, we observe lethality or severe growth defects when the sen1-3 allele is present in genetic backgrounds with high endogenous levels of R-loops, such as mth1Δ mth2ΔΔ1Δ and hpr1ΔΔ1Δ. This suggests the importance of Sen1 in dealing with DNA:RNA hybrids at RFs. Surprisingly, we do not observe an increase in DNA:RNA hybrids levels in sen1-3 and in hpr1Δ sen1-3 cells (Figures 4G, S4E, and S4F). Moreover, although increased levels of R-loops have been described for top1Δ (El Hage et al., 2010), pif1Δ (Boulé and Zakian, 2007; Tran et al., 2017), sgs1Δ (Chung et al., 2017), or mlp1ΔΔ1Δ (Garcia-Benitez et al., 2017), these deletions do not show defects in cell viability or DNA damage sensitivity in combination with sen1-3 (Figure 5A). This suggests that not all increases in R-loops might be necessarily toxic in sen1-3 cells. One possibility is that different mutations might lead to dissimilar levels or distinct biochemical features of the R-loops. Moreover, different genetic backgrounds might lead to the accumulation of DNA:RNA hybrids at different sites of the genome (as recently observed; Costantino and Koshland, 2018). Therefore, Sen1 association with the replisome might become critical for the timely resolution of some DNA:RNA hybrids in specific circumstances.

The recruitment of Sen1 at RFs also appears to promote DNA replication independently of R-loops. In fact, in sen1-3 cells, overexpression of RNN1 fails to suppress the higher levels of recombination observed in sen1-3 (Figures 4F and 5D). Given the prominent role of Sen1 in transcription termination described in the literature, it is tempting to speculate that Sen1 might reprogram transcriptional and stalled RNA polymerases at RFs (Han et al., 2017; Poria and Libri, 2013). Alternatively, Sen1 might
be required to remove other barriers to fork progression, or ARH1 overexpression might not be sufficient to remove DNA/RNA hybrids present at RF with kinetics similar to Sen1, thus leading to increased fork stalling. In either case, we observe that cells rely on the functions of Mrc1 to promote fork progression and minimize DNA recombination in a sen1-3 background (Figures 5B–5G). Interestingly, we observe that three key mediators and effectors of the S phase checkpoint (MRC1, CTF18, and RAD53) genetically interact with sen1-3. We did not observe any synthetic defects between sen1-3 and either mec1Δ smt1Δ, tel1Δ, or mec1Δ smt1Δ tel1Δ (not shown). This raises the possibility that Mrc1, Ctf18, and Rad53 might be involved in the response to defects arising in sen1-3 cells independently of Mec1 and Tel1. Alternatively, the synthetic defects observed are the consequence of other deficiencies in these cells, independent of the S phase checkpoint response. For example, Mrc1 has a key role in RF progression (Yeeles et al., 2017; Hodgson et al., 2007; Duch et al., 2018).

Given that eukaryotic orthologs of Sen1 contain an extended non-catalytic N-terminal sequence (the function of which is still largely unknown), it will be interesting to investigate further whether Senataxin or any of its paralogs (Aquarius, IGHMBP2, RENT1, and ZNFx1) associate with replicosomes in higher eukaryotes.
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**STAR METHODS**

**KEY RESOURCES TABLE**

<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Antibodies</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anti-mouse-HRP</td>
<td>Cell Signaling Technology</td>
<td>#7076; RRID:AB_330924</td>
</tr>
<tr>
<td>Anti-sheep-HRP</td>
<td>Sigma</td>
<td>A3415; RRID:AB_258076</td>
</tr>
<tr>
<td>Anti-Cdo45</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Csm3</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-CtH4</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Optb2</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-FLAG</td>
<td>Sigma</td>
<td>F3165; RRID:AB_295629</td>
</tr>
<tr>
<td>Anti-HA (12CA5)</td>
<td>Sigma</td>
<td>11583816001; RRID:AB_514505</td>
</tr>
<tr>
<td>Sheep IgG</td>
<td>Sigma</td>
<td>S1265; RRID:AB_261431</td>
</tr>
<tr>
<td>Anti-Mcm3</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Mcm4</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Mcm5</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Mcm6</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Mrc1</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-MYC</td>
<td>Sigma</td>
<td>M4439; RRID:AB_439694</td>
</tr>
<tr>
<td>Anti-Ndc1</td>
<td>Libri Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Nab3</td>
<td>Libri Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Paf1</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Pob3</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Pot1</td>
<td>Labib Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Po2</td>
<td>De Piccoli Lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-Rad53</td>
<td>Abcam</td>
<td>ab166859; RRID:AB_2801547</td>
</tr>
<tr>
<td>Anti-Rpo21</td>
<td>Novus Biologicals</td>
<td>NB200-5985S; RRID:AB_2252678</td>
</tr>
<tr>
<td>Anti-Sld5</td>
<td>K. Labib</td>
<td>N/A</td>
</tr>
<tr>
<td>Anti-TAP-HRP</td>
<td>Sigma</td>
<td>P1291; RRID:AB_1079562</td>
</tr>
<tr>
<td>Anti DNA/RNA hybrids S9.6</td>
<td>Kerafast</td>
<td>ENH001; RRID:AB_2687463</td>
</tr>
<tr>
<td>Cy3-conjugated anti-mouse</td>
<td>Jackson laboratories</td>
<td>#115165003; RRID:AB_2336880</td>
</tr>
<tr>
<td>Anti-dsDNA</td>
<td>Abcam</td>
<td>ab27156; RRID:AB_470967</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chemicals, Peptides, and Recombinant Proteins</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>e-factor</td>
<td>Pepooicals</td>
</tr>
<tr>
<td>Ac/TEV protease</td>
<td>Thermo-Fischer</td>
</tr>
<tr>
<td>Calmodulin</td>
<td>Sigma</td>
</tr>
<tr>
<td>Complete protease inhibitor cocktail</td>
<td>Roche</td>
</tr>
<tr>
<td>Dithiothreitol</td>
<td>Sigma</td>
</tr>
<tr>
<td>Dynabeads</td>
<td>Invitrogen</td>
</tr>
<tr>
<td>Ethidium bromide</td>
<td>Sigma</td>
</tr>
<tr>
<td>Hydroxyurea</td>
<td>Sigma</td>
</tr>
<tr>
<td>Methyl methanesulfonate</td>
<td>Sigma</td>
</tr>
<tr>
<td>Propidium iodide</td>
<td>Sigma</td>
</tr>
<tr>
<td>Protease Inhibitor Cocktail</td>
<td>Sigma</td>
</tr>
<tr>
<td>Sodium fluoride</td>
<td>Thermo-Fischer</td>
</tr>
<tr>
<td>Zymolyase</td>
<td>Zymo research</td>
</tr>
<tr>
<td>RNase H</td>
<td>Invitrogen</td>
</tr>
</tbody>
</table>

(Continued on next page)
<table>
<thead>
<tr>
<th>EXPERIMENTAL MODELS: ORGANISMS/STRAINS</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rothstein's lab</td>
<td>N/A</td>
</tr>
<tr>
<td>Lab strain</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>This study</td>
<td>N/A</td>
</tr>
</tbody>
</table>

(Continued on next page)
<table>
<thead>
<tr>
<th>REAGENT/RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cerevisiae (from W303) CS2140MATa TAP-MCM3 (kanMX) leu2-3,112::GAL1-3-HA-SEN1 (501-931) (LEU2) pep4Δ::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2150MATa TAP-MCM3 (kanMX) leu2-3,112::GAL1-3-HA-SEN1 (501-931) (LEU2) pep4Δ::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2184MATa td-MYC-sen1-1 (KTRP1) GAL1-UBR1 (HIS3MX) leu2-3,112::GAL1-TAP-SEN1 (2-1109) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2188MATa td-MYC-sen1-1 (KTRP1) GAL1-UBR1 (HIS3MX) leu2-3,112::GAL1-TAP-SEN1 (2-2231) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS22451MATa td-MYC-sen1-1 (KTRP1) GAL1-UBR1 (HIS3MX) leu2-3,112::GAL1-TAP-SEN1 (2-2331) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2458MATa MATa SEN1/SEN1 (931-2231) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2582MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (931-2231) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2584MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2602MATa leu2-3,112::GAL1-TAP-SEN1 (2-931) (LEU2) pep4Δ::ADE2 ctf4Δ::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2607MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) WT73A E774A W777A (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2609MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) D850A E851G V852A L853G L854A (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2611MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) V856A R859A R862A (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2615MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) D876G D877G V880G (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2617MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) V746G D747G P748G I749G (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2623MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) L656A S657A K658A M659A L660 (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2635MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) L656A S657A K658A M659A L660A (LEU2) NRD1-9MYC (HIS3MX) pep4Δ::ADE2 TAP-MCM3 (kanMX)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2638MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) W773A E774A W777A (LEU2) NRD1-9MYC (HIS3MX) pep4Δ::ADE2 TAP-MCM3 (kanMX)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2640MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) D850A E851G V852A L853G L854A (LEU2) NRD1-9MYC (HIS3MX) pep4Δ::ADE2 TAP-MCM3 (kanMX)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2642MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) V746G D747G P748G I749G (LEU2) NRD1-9MYC (HIS3MX) pep4Δ::ADE2 TAP-MCM3 (kanMX)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2666MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) (LEU2) NRD1-9MYC (HIS3MX) pep4Δ::ADE2 TAP-MCM3 (kanMX)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2670MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) (LEU2) NRD1-9MYC (HIS3MX) pep4Δ::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2716MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) D876G D877G V880G (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2718MATa sen1::URA3-CP leu2-3,112::ACT1-1-HA-SEN1 (2-2231) T782G I783G Y784G (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cerevisiae (from W303) CS2734MATa mh1:::hphNT mh201:::HisSMX</td>
<td>Lab strain</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2735MATa mh1:::hphNT mh201:::HisSMX</td>
<td>Lab strain</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2791MATa tdl-sid-3-7 (kanMX) GAL1-UJR1 (HisSMX) leu2-3,112::GAL1-TAP-SEN1 (2-931) (LEU2+) pep4::::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2808MATa SEN1-TAP (kanMX)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2810MATa sen1-1::TAP (kanMX)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2883MATa SEN1-TAP (kanMX) pep4::::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2854MATa sen1-3::TAP (kanMX) pep4::::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2859MATa SEN1-TAP (kanMX) pep4::::URA3 mph1::::hphNT</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>C. S. cerevisiae (from W303) S2861MATa sen1-3::TAP (kanMX) pep4::::URA3 mph1::::hphNT</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2903MATa tdl-sid-3-7 (kanMX) GAL1-UJR1 (HisSMX) leu2-3,112::GAL1-TAP-SEN1 (2-931) (LEU2) pep4::::ADE2 ctf10::::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2938MATa SEN1-TAP (kanMX) tpr1::::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2941MATa sen1-3::TAP (kanMX) tpr1::::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2945MATa SEN1-TAP (kanMX) smn1::::HisSMX rad53::::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2947MATa sen1-3::TAP (kanMX) smn1::::HisSMX rad53::::ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2955MATa SEN1-TAP (kanMX) ctf18::::kTRP1</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS2957MATa sen1-3::TAP (kanMX) ctf18::::kTRP1</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3167MATa leu2-3,112::GAL1-TAP-SEN1 (2-931) (LEU2) pep4::::ADE2 psf1-1 (fs)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3166MATa leu2-3,112::GAL1-TAP-SEN1 (2-931) (LEU2) pep4::::ADE2 mph1::::hphNT</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3321MATa leu2-3,112::GAL1-RNH1 (2-348) (LEU2) SEN1-TAP (kanMX) mph1::::hphNT</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3322MATa leu2-3,112::GAL1-RNH1 (2-348) (LEU2) sen1-3::TAP (kanMX) mph1::::hphNT</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3499MATa SEN1-TAP (kanMX) pep4::::ADE2 ctf14::::kanMX mph1::::HisSMX ADH1-OsTIR1 KitTRP1::::URA3</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3545MATa sen1::::URA3-CP leu2-3,112::ACT1-3HA-sen1-3 (2-2231) (LEU2) mph1::::hphNT mh201::::HisSMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3547MATa sen1::::URA3-CP leu2-3,112::ACT1-3HA-sen1-3 (2-2231) (LEU2) mph1::::hphNT mh201::::HisSMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3562MATa SEN1-TAP (kanMX) pep4::::ADE2 ctf14::::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3662MATa SEN1-TAP (kanMX) mph1::::hphNT leu2-3,112::GAL1-RNH1 (2-348) (LEU2+)</td>
<td>This study</td>
<td>N/A</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>S. cerevisiae (from W303) CS3702MATa TAP-SLD5 (kanMX) S7-1MYC (hphN7) pep4::URA3 ADE2 ctn1::kanMX mec1-3AA (His5MX) ADH1- OsTRP1 (KTRP1, URA3)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3702MATa TAP-SLD5 (kanMX) leu2-3,112::GAL1-RNH1 (2-348) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3736MATa sen1-3-TAP (kanMX) leu2-3,112::GAL1-RNH1 (2-348) (LEU2)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3796MATa sen1-3-TAP (kanMX) mad2::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3798MATa sen1-3-TAP (kanMX) mad2::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3903MATa leu2-3,112::GAL1-RNH1 (2-348) (LEU2) S7-1MYC (hphN7) pep4::URA3-CP ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS3907MATa leu2-3,112::GAL1-RNH1 (2-348) (LEU2) S7-1MYC (hphN7) pep4::URA3-CP ADE2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS4296MATa sen1-3-TAP (kanMX) ctn1::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS4298MATa sen1-3-TAP (kanMX) ctn1::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS5312MATa NRD1-TAP (kanMX) pep4::ADE2 ctn1::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) CS5314MATa NRD1-TAP (kanMX) pep4::ADE2 ctn1::kanMX</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) DLY2057MATa sen1-1 (h70) Lab strain</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>S. cerevisiae (from W303) DLY2081MATa upf1::TAP::kTRP1 Lab strain</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>S. cerevisiae (from W303) DLY3111MATa sen1-1 (h70) upf1::TAP::kTRP1</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) DLY3190MATa SEN1-TAP (kanMX) upf1::TAP::kTRP1</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>S. cerevisiae (from W303) DLY3191MATa sen1-3-TAP (kanMX) upf1::TAP::kTRP1</td>
<td>This study</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Oligonucleotides

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>DL377ATGCTCCAGGTATTTGCGCA</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>DL378ACACTTGTGGTGAACGATAG</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>DL474GGAAGAGCTGTGTAGAAGG</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>DL475GCCAGAGTTCATTACCAACCG</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>DL481TAAATGGCCAGGCCGCTTG</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>DL482CCAGGTACTGCACAGCCAGG</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>DL1119AGTGAAGATCTAGCTGCTA</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>DL1120CCGGTGCTCTGTTGCGCTCA</td>
<td>This study</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Recombinant DNA

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>pYMM-N24</td>
<td>Janke et al., 2004</td>
<td>Euroscarf</td>
</tr>
<tr>
<td>pCS14pRS305-GAL1-TAP-Ø</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS25pRS305-GAL1-3HA-Ø</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS26pRS305-GAL1-3HA-SEN1 (2-931)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS30pRS305-GAL1-TAP-SEN1 (2-931)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS31pRS305-GAL1-TAP-SEN1 (2-1103)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS32pRS305-GAL1-TAP-SEN1 (931-2231)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS33pRS305-GAL1-TAP-SEN1 (1095-2221)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS39pRS305-GAL1-TAP-SEN1 (2-2221)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS40pRS305-GAL1-TAP-SEN1 (2-1901)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS42pRS305-GAL1-3HA-SEN1 (2-822)</td>
<td>This study</td>
<td>N/A</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>REAGENT or RESOURCE</th>
<th>SOURCE</th>
<th>IDENTIFIER</th>
</tr>
</thead>
<tbody>
<tr>
<td>pCS543pRS305-GAL1-3HA-SEN1 (410-931)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS59npRS305-GAL1-3HA-SEN1 (501-931)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS61ipRS305-GAL1-3HA-SEN1 (822-931)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS118pRS305-ACT1-3HA-SEN1 (931-2231)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS120pRS305-ACT1-3HA-SEN1 (2-2231)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS123pRS305-ACT1-3HA-SEN1 (2-2231); W775A E774A W777A</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS124pRS305-ACT1-3HA-SEN1 (2-2231); L658A S665A K858A I859A L660A</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS125pRS305-ACT1-3HA-SEN1 (2-2231) D850A E851G V852A L853G L854A</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS127pRS305-ACT1-3HA-SEN1 (2-2231) D876G D877G V880G</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS129pRS305-ACT1-3HA-SEN1 (2-2231) T746G D747G P748G I749G</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS129pRS305-ACT1-3HA-SEN1 (2-2231) T782G I783G Y784G</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS188pRS305-GAL1-RNH1 (2-348)</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS196pRS424-GPD-btaRNASEH1 (2-286)</td>
<td>From Palanca’s lab</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS197pRS315-AD2</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pCS198pRS315-AD2-ARS306</td>
<td>This study</td>
<td>N/A</td>
</tr>
<tr>
<td>pLpRS316-leu2-l3F-3Rbp-leu2-d5</td>
<td>From Aguilera’s lab</td>
<td>N/A</td>
</tr>
<tr>
<td>pLYAN6pRS316-leu2-l3F-3900bp-leu2-d5</td>
<td>From Aguilera’s lab</td>
<td>N/A</td>
</tr>
</tbody>
</table>
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Further information and requests for resources and reagents should be directed and will be fulfilled by the Lead Contact, Dr Giacomo De Piccoli (g.de-piccoli@warwick.ac.uk). All unique/stable reagents generated in this study are available from the Lead Contact with a completed Materials Transfer Agreement.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

*Saccharomyces cerevisiae* is the experimental model used in this study. All strains are isogenic to W303, and are listed in the Key Resources Table.

METHOD DETAILS

Yeast Strains and Growth Conditions

All yeasts were grown in YP medium supplemented with either glucose (YPD) or galactose (YPGAL) or raffinose (YPRAF) to a final concentration of 2% (w/v). For solid media, the same formulation was used, but with a final concentration of 1% (w/v) agar. Yeasts were grown at 24, 28, 30 and 37°C, depending on their viability at the different temperatures and as required by the experimental design. For all experiments, the control and test strains were subjected to the same conditions, including temperature.

For cell spotting experiments, cells were grown on non-selective media until colonies were judged to be sufficiently big. Five discrete colonies from individual strains were added to sterile deionised water to create a cell suspension. From this suspension, serial dilutions (0.5 x 10^6, 0.5 x 10^7, 0.5 x 10^8 and 0.5 x 10^9 cells/ml) were generated. 10 μl of each suspension was pipetted onto the appropriate media and grown for up to 5 days at the required temperatures.

To assess the genetic interaction between two or three genes, parents carrying the appropriate alleles were first crossed. Analysis of the meiotic progeny was conducted by inducing sporulation of the diploid strains in sporulation medium for 3-5 days at 24°C. Asci
were treated with a 1:10 dilution of β-glucoronidase from *Helix pomatia* (Sigma) for 30 minutes, followed by tetrad dissection onto a YPD plate using a Singer MSM490 micromanipulator. Plates were incubated for 3-4 days at the appropriate temperature.

For the plasmid recombination assay, eight independent clones carrying the appropriate plasmid (p, or pLYSNS) were each plated in medium lacking leucine (to select for recombination) or lacking uracil (marker for the presence of the plasmid) at 24°C. The experiment was repeated in triplicate. For plasmid loss assays, cells were transformed with the required plasmid (pCS197 or pCS198) and plated on minimum medium lacking leucine and incubated at 24°C. Colonies were left to grow until single isolated colonies were sufficiently big. Five to seven colonies for each strain were then picked, resuspended in sterile water and counted. Around 200-150 cells were then plated onto YPD and incubated at 24°C until red/white coloring was clearly visible. Cells were then incubated at 4°C for three days. We considered white and sectored colonies as white while only fully red colonies were scored as red. The experiment was repeated twice. The plasmid loss assay with or without GAL-RNH1 was conducted in a similar manner, except that cells were grown and transformed in medium containing galactose and selected in medium lacking adenine (LEU2 is the reporter gene for the GAL1-RNH1 construct). Colonies were grown for longer periods of time before colonies were sufficient size big and were plated onto non-selective medium containing galactose.

**Cell cycle experiments**

Cells were diluted from an inoculum to a density of 0.35 × 10⁷ cells/ml in a suitable volume and left to grow to a final density of 0.7 × 10⁷ cells/ml. The cells were then synchronized in G1 by adding α-factor to a final concentration of 7.5 μg/ml. After the first 90 min, α-factor was added every 30 min to a 3.25 μg/ml final concentration to maintain the cells in G1. When the cultures were shifted to 37°C, cells were spun down and resuspended in pre-warmed medium containing 7.5 μg/ml α-factor. Cells were released from the arrest by washing the cells twice with medium without α-factor. In all experiments in which cells were collected for IPs, cells were grown at 24°C and released into S phase for 30 min, unless stated otherwise in the figure legend. For expressing constructs under the GAL1 promoter, strains were grown in YPRAF, arrested in G1 using α-factor, upon which YPGAL was substituted for YPRAF. Alternatively, YPGAL was used throughout the experiment (appropriate for constructs that were able).

**Harvesting cells for IP**

Harvested cells were immediately cooled to 4°C by washing with an ice-cold solution of HEPES-KOH (pH 7.9), followed by a wash in a solution of 100 mM HEPES-KOH (pH 7.9), 50 mM potassium acetate, 10 mM magnesium acetate and 2 mM EDTA-KOH, still at 4°C. After the wash, the solution was discarded and the cells were re-suspended in a fresh quantity of the same solution supplemented with protease and phosphatase inhibitors, so that the ratio of wet mass of the cells to the final mass of the suspension was either 1:4 (for 250 mL cultures) or 4.5:1 (for 1 L cultures). The re-suspended cells were immediately flash-frozen by pipetting into a flask holding liquid nitrogen. The frozen cells were kept at −80°C until use for IP. Before freezing, some cells were fixed in 70% (v/v) ethanol to test that cells did not progress through the cell cycle during sample preparation.

For cells with inducible constructs, cultures were grown as described above in YPRAF. After the cells were arrested in G1, the culture was substituted with YPGAL (supplemented with α-factor) to induce transcription from the GAL1 promoter. Harvesting of G1 cultures can be performed prior to or after induction according to the experimental setup. After 35 min or 1 h of induction, the cells were released in S phase as described above and harvested either 30 min (24°C) or 20 min (30°C or 37°C) post-release. For temperature-sensitive strains or strains tagged with a temperature-degron (e.g. psf1-TD, sid-3-TD and mh1-TD MH2014D ACT1-SEN1-TD), the strains were grown and synchronized in G1 at 24°C as described above. Once synchronized and, (optionally) constructs transcriptionally induced, the cells were shifted to 37°C for 1 h. α-factor was added every 20 min to maintain the cells in G1 to a final concentration of 7.5 μg/ml for 1 h. Synchronicity was monitored visually by using a microscope and by harvesting a 1 mL sample of the culture by fixing in 70% (v/v) ethanol for flow-cytometric analysis. The cells were then washed and released in S phase. The cells were harvested 20 min after release, including for the psf1-TD strains that do not actually undergo DNA replication at 37°C as the GINS complex is destabilized. For crosslinking IPs, cells cultures were incubated with formaldehyde for 25 min and treated as in *De Piccoli et al.* (2012).

**Western Blots**

Protein samples (TCA-precipitated and non-treated cell extracts, as well as IPs) were run on 5, 6, 7, 8 or 10% polyacrylamide gels. The protein bands were then transferred onto nitrocellulose or PVDF membranes. The proteins bands were then probed with the appropriate primary antibodies for 1 h in a solution of 5% (w/v) skimmed milk in TBST, washed thrice for 5 min in fresh TBST, probed with the appropriate HRP-bound secondary antibody (if any, refer to Key Resources Table) and washed thrice again for 5 min in fresh TBST. The membrane was then treated with the western blotting reagents and the resulting chemiluminescent signal was captured using either film or a digital camera (G:BOX, Chemi XRG, Syngene).

**IP**

IPs were conducted as previously described (*De Piccoli et al.*, 2012). In brief, cells previously harvested were lysed using a mechanised pestle and mortar at −80°C (Sprex Sample Prep, 6870). 1 g of lysate is considered equivalent to 1 mL. To 1 volume of thawed lysate, 1/4 volume of a solution of 50% (v/v) glycerol, 100 mM HEPES-KOH (pH 7.9), 50 mM potassium acetate, 50 mM magnesium acetate, 0.5% (v/v) Ilegal® CA-630, 2 mM EDTA supplemented with protease and phosphatase inhibitors was added. Pierce
Universal Nuclease was added to a final concentration of 0.4 U/µl and samples were left on a rotating platform at 4°C for 30 min. After incubation, the sample was clarified by stepwise centrifugation at 18,700g and then at 126,600g. The supernatant was isolated, 50 µL of which was added to 100 µL of 1.5 x Laemmli buffer (cell extract). The remaining cell extract was incubated with 100 µL of TAP-beads for 2 h (M-270 Dynabeads® Epoxy beads bound to an anti-sheep IgG). Beads were washed with solutions of 100 mM HEPES-KOH (pH 7.9), 50 mM potassium acetate, 50 mM magnesium acetate, 2 mM EDTA, 0.1% (v/v) Igepal® CA-630 thrice. After washing, 100 µL of 1 x Laemmli buffer was added to the 100 µL of TAP-beads and boiled for 4 min. Crosslinking IPs were conducted as in De Piccoli et al. (2012).

When scaling up was necessary (using 11 of cells instead of 250 ml), a few changes were implemented to the protocol. Notably, the concentration of the Pierce Universal Nuclease was increased four-fold to a final concentration of 1.6 U/µl and incubation with the nuclease was increased from 30 to 46 min.

**MS Analysis of IPs**

The samples were processed as above. Following the washes, TAP-Sen1 (2-931) protein was released by using the ActEV® protease at 24°C for 2 h. Thereafter, the resultant CBP-Sen1 (2-931) (CBP: calmodulin-binding protein) and its specific interactors were incubated with pre-washed calmodulin beads at 4°C for 2 h. After washing, 30 µL of 1 x Laemmli was added to the calmodulin beads and boiled for 4 min. The samples from the four biological replicates were pooled together, flash-frozen on dry ice and stored at −80°C. The samples were then run on commercially sourced 4%-12% acrylamide gel for a short distance (~1 cm). The gel was then cut in thin slices and processed and analyzed by MS Bioworks, USA.

**Counting of Rad52-foci to assess DNA damage**

Cells carrying the RAD52-GFP allele were first grown in liquid medium and synchronized in G1. Cells were released and harvested at different times after release, corresponding to different phases of the cell cycle. Paraformaldehyde was added to the cell suspensions to a final concentration of 3% for 10 min, and the samples were incubated at room temperature for 10 min. The cells were then washed with PBS at room temperature. Finally, the samples were re-suspended in fresh PBS and kept at 4°C overnight.

Less than 24 h after fixation (to minimize signal lost due to alteration of the GFP protein), the samples were re-suspended in 500 µL of fresh PBS to which the DNA stain DAPI was added to a final concentration of 1 µg/ml. The samples were incubated at room temperature for 10 min to allow for staining of the DNA. The cells were then washed with PBS to improve the signal-to-noise ratio of the DAPI staining. The cells were then brought to a suitable dilution prior to pipetting on a glass slide onto which a coverslip is applied. Images of cells were acquired (brightfield, ~510 nm emission (GFP), ~460 nm (DAPI)) using a Personal DeltaVision (Applied Precision). The images were analyzed using ImageJ and the number of Rad52-foci were counted. An average of three experiments is shown in the figures.

**Chromosome spreads and microscopy**

Chromosome spreads were performed as previously described (Wahba et al., 2011; Grubb et al., 2015). Exponentially growing asynchronous cultures were grown in YPD at 28°C. 2x10⁶ cells were harvested and spheroplasted (0.1M potassium phosphate (pH 7.4), 1.2 M sorbitol, 0.5 mM MgCl₂, 40 mM DTT, 20 U zymolyase at 30°C for 1 h or until >90% of cells lysed following addition of 2% saccarosyl. Cells were then washed and resuspended in ice cold 1 M sorbitol (pH 6.4), 0.1 M MES, 0.5 mM MgCl₂, 1 mM EDTA to stop spheroplasting reaction. 20 µL of cell suspension was placed onto a slide, followed by 40 µL of fixative (4% paraformaldehyde (w/v), 3.4% sucrose (w/v)), then lysed using 80 µL of 1% lpsol (w/v) for 2 min, followed by addition of 80 µL of fixative and spread across the surface of the slide to dry overnight. Slides pre-treated with RNase H were incubated with 4U of RNase H diluted in 400 µL of Sml/m MLA for 1 h at 37°C prior to immunostaining. Slides were immunostained for DNA:RNA hybrids using mouse monoclonal antibody 5.96 (Kerataf) diluted 1:2000 (0.25 µg/ml) in blocking buffer (5% BSA, 0.2% milk, 1XPBS) for 1 h. The secondary antibody, Cy3-conjugated goat anti-mouse (Jackson laboratories) was diluted 1:2000 in blocking buffer and incubated in the dark for 1 h. Indirect immunofluorescence was observed using a DeltaVision 1 microscope with a 100 x /NA 1.4 objective. Image analysis was performed using ImageJ and Adobe Photoshop. An average of three experiments is shown in the figures.

**Quantification of R-loops**

Cells growing in liquid culture was harvested and re-suspended in lysis solution (100 mM NaCl, 10 mM Tris-HCl pH 8.0, 1 mM EDTA, 3% (w/v) SDS). To a volume of cell suspension, an equal volume of phenol/chloroform/isoamyl alcohol (25:24:1)(Acros Organics) and another volume of nuclease-free deionised water were added. The cells were then lysed mechanically using glass beads and DNA was isolated by incubating the soluble cell extract to ethanol to a final concentration of 70% (v/v). The DNA was washed with fresh ethanol and re-suspended in nuclease-free TE supplemented with 50 µg/ml RNase A and incubated at 37°C for 1 h only.

The concentration of genomic material was estimated by measuring absorbance at 260 nm. For each sample, 1 µg/µl, 0.5 µg/µl and 0.25 µg/µl dilutions of DNA was prepared, using nuclease-free water. 2 µL of each dilution was treated with either 1U of RNaseH (Invitrogen, #18021071) or 1 U of RNaseH1 and 1 U of RNase III (Invitrogen, #AM22929) with similar results at 37°C for 1h. As a control, untreated samples were also incubated at 37°C for 1 h. The remaining DNA was then added to 200 µL of 2 X SSC hybridization buffer (0.3M NaCl, 30mM trisodium Citrate, pH 7.0) and transferred to a pre-equilibrated hybrid-N+ nylon membrane (GE healthcare, #RP203B) under vacuum. The DNA was cross-linked to the membrane using UV prior to blocking in either 5% (w/v) milk (anti-R
loops) or 5% (w/v) BSA (anti ds-DNA) at 24°C for 1 h. The membranes were then incubated overnight in 5% milk supplemented the primary antibody at 4°C overnight. After three washing in TBST for 30 min, the membrane was incubated with anti-mouse IgG-HRP at 24°C for 1 h. The membranes were treated with ECL, and chemiluminescent signal was visualized using a camera (G:BOX, Chemi XRG, Syngene).

Reverse transcription followed by quantitative PCR
Cells were grown to exponential phase and incubated at permissive (24°C) or non-permissive temperatures (37°C) for 3 h to induce the sent1-1 phenotype before collection. Analysis was performed in parallel in an upf1Δ background for detecting elongated RNA species derived from termination failure that might be degraded in the cytoplasm. The ratio of the read-through fraction over the total amount of SNR13 RNA is shown as a proxy of transcription termination levels. The mean of three experiments is shown. Error bars represent the standard deviation. Cells were grown in logarithmic phase, and 6 OD_{600} worth of cells were pelleted. Total RNAs were extracted by resuspending cell pellets in 1 volume of acidic phenol (pH 4.3) supplemented with 1 volume of AES Buffer (50 mM Sodium Acetate pH 5.5, 10 mM EDTA, 1% SDS). Mixtures were incubated at 70°C with agitation (1,400 rpm) for 30 min in a thermomixer (Eppendorf), before being centrifuged at 20,000 g at 4°C for 10 min. Aqueous phases were recovered and subjected to one extra round of hot acidic phenol extraction, followed by one round of chloroform extraction. Total RNAs were finally precipitated with absolute ethanol and sodium acetate pH 5.5, washed once with 70% Ethanol, dried on a SpeedVac (Thermo) and resuspended in 30 μL of RNase-free H2O. 60-120 μg of total RNAs were recovered routinely.

Reverse transcription was performed using random hexamer-primers annealing at multiple loci in the S. cerevisiae genome and with oligos dT. 4 μg of total RNAs were mixed to 200 ng of random hexamers and 0.5 μM of oligos dT in a 20 μL reaction containing 50 mM Tris-HCl pH 8.3, 75 mM KCl, 3 mM MgCl2 and 5 mM DTT. Samples were first incubated for 15 min at 70°C to allow RNA denaturation. Then temperature was slowly decreased to 37°C to allow annealing of primers. Lastly, synthesis of cDNAs was performed by adding 200 units of MLV-reverse transcriptase for 45 min at 37°C.

To assess the amount of cDNAs reverse transcribed, quantitative PCR (qPCR) was carried out using two different primer pairs for each target (SNR13, NEL250c, ACT1). These allowed the amplification of a product covering either ~300 bp of the 3′ end of ACT1 (DL377/DL378 primer pair) or ~70 bp in the read-through region of SNR13 (DL1119/DL1120 primer pair) or ~140 bp in the body of NEL250c (DL474/DL475 primer pair) or ~70 bp in the read-through region of NEL250c (DL481/DL482 primer pair). qPCR was performed in a 10 μL reaction by mixing 2 μL of the reverse transcribed cDNAs to 5 μL of LightCycler® 480 SYBR Green I Master and 2.5 pmol of both the forward and the reverse primer.

Cross-linking and analysis of cDNA (CRAC)
The CRAC protocol used in this study is derived from Granneman et al. (2009) with a few modifications as described in Candelli et al. (2018). Raw data processing has been performed as described in Candelli et al. (2018). Metagene analysis has been performed as follows: for the CUTs presented in Table S1, we retrieved the polymerase reads count at every position around the features (3′ or 5′ end) and plotted the mean over all the values for these positions in the final aggregate plot. Analysis has been performed in the R Studio environment.

QUANTIFICATION AND STATISTICAL ANALYSIS
Where applicable, data was presented as the average ± standard deviation. t tests were used to compare population means. Statistically significant differences were indicated as such by indicating the value range of the p values.

DATA AND CODE AVAILABILITY
The published article includes all datasets generated or analyzed during this study. The raw data of the metagene analysis of the CUTs shown in Figure 4B are included in Table S1. This study did not generate any unique code.
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### Table A

<table>
<thead>
<tr>
<th>Protein ID</th>
<th>MW (kDa)</th>
<th>TAGGED (peptide N)</th>
<th>UNTAGGED (peptide N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTF4</td>
<td>104</td>
<td>365</td>
<td>0</td>
</tr>
<tr>
<td>MCM4</td>
<td>115</td>
<td>123</td>
<td>0</td>
</tr>
<tr>
<td>POL2</td>
<td>256</td>
<td>97</td>
<td>0</td>
</tr>
<tr>
<td>SEN1</td>
<td>253</td>
<td>96</td>
<td>0</td>
</tr>
<tr>
<td>TOP1</td>
<td>90</td>
<td>85</td>
<td>0</td>
</tr>
<tr>
<td>Dpb3</td>
<td>59</td>
<td>83</td>
<td>17</td>
</tr>
<tr>
<td>MCM3</td>
<td>108</td>
<td>61</td>
<td>0</td>
</tr>
<tr>
<td>Slud2</td>
<td>40</td>
<td>34</td>
<td>3</td>
</tr>
<tr>
<td>MCM6</td>
<td>113</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>Dpb2</td>
<td>61</td>
<td>27</td>
<td>6</td>
</tr>
<tr>
<td>Mrc1</td>
<td>124</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>MCM5</td>
<td>86</td>
<td>24</td>
<td>0</td>
</tr>
<tr>
<td>Hhf1</td>
<td>11</td>
<td>22</td>
<td>0</td>
</tr>
<tr>
<td>Top1</td>
<td>141</td>
<td>22</td>
<td>0</td>
</tr>
</tbody>
</table>

### Diagrams

#### B)
- Untagged vs. TAP-Sld5
- Sen1, Pol1, Mcm6, Mcm5, Cdc45, Csm3, Ctf4, Sld5
- Cell extracts vs. IPs of Gin5

#### C)
- Untagged vs. TAP-Sld5
- Pol1, Mcm5, Sen1, Nrd1
- Cell extracts vs. IPs of TAP

#### D)
- Untagged vs. TAP-MCM3
- Nab3, Nrd1, Sen1, Mrc1, Ctf4, Mcm5, Mcm3
- Cell extracts vs. IPs of MCM3

#### E)
- Untagged vs. TAP-Pol
- Cdc45, Ctf4, Mcm3, Pob3, Psl3, Cam3, Sen1
- Cell extracts vs. IPs of Sen1

#### F)
- Untagged vs. TAP-Pol
- Cdc45, Ctf4, Mcm3, Pob3, Psl3, Cam3, Sen1
- 25°C vs. 37°C

#### G)
- Galactose induction
- No induction vs. 2 min, 10 min, 20 min, 30 min

#### H)
- YPD vs. YPD-Gal
- 2°C vs. 37°C

#### I)
- TAP-MCM3
- Sen1 (2-931) vs. Pol2, Cdc45, Csm3, Psl3, Mcm3
- Cell extracts vs. IPs of TAP

#### J)
- MCM3 vs. TAP-MCM3
- 60 min, 30 min + SP, 30 min, G1, Asynch
Figure S1. The replisome binds Sen1 in S phase (related to Fig 1). A) Example of the mass spectrometry analysis obtained from the double purification of Sld5 and Mcm4. B) Cells carrying the SEN1-9MYC allele with a SLD5 or TAP-SLD5 allele were synchronously released from G1 into S phase for 30 min at 24°C. Cell extracts were incubated with anti-TAP beads and analysed by immunoblotting. C) Nrd1 does not interact with the replisome. NRD1 or NRD1-TAP cells were released from G1 arrest into S phase for 30 min at 24°C. Cell extracts were incubated with anti-TAP beads and analysed by immunoblotting. D) Mcm3 immunoprecipitates Sen1 but neither Nrd1 nor Nab3. MCM3 or TAP-MCM3 cells were arrested in G1 and released into S phase for 30 min at 24°C. Cell extracts were incubated with anti-TAP beads and analysed by immunoblotting. E) Sen1 interacts in vivo with the replisome independently of RNAPII transcription. Wild type or rpb1-1 cells, either carrying an untagged or TAP-tagged allele of SEN1, were arrested in G1 and released in medium containing 0.2 M HU for 75 min at 24°C. Cultures were then shifted to 37°C for 1 h. Inactivation of rpb1-1 cells at 37°C for 1 h has been shown to lead to a substantial loss of Rpb1-1 from chromatin (Zanton and Pugh, 2006; Kim et al., 2010), to a loss of elongation factors Spt5 and Spt16 (Tardiff, Abрузzi and Rosbash, 2007), to a loss of Sen1 recruitment at highly transcribed genes (Alzu et al., 2012) and to the termination of transcription (Nonet et al., 1987). Cells were then released for 25 min at 37°C in fresh medium so to allow the synthesis of the bulk of the DNA. Cell extracts were incubated with anti-TAP beads and analysed by immunoblotting. F) FACS analysis of the experiment in E). G) Cells carrying several different N-terminally tagged truncations of SEN1 under the GAL1 promoter were grown to exponential phase in YPRAF, divided in two cultures and transferred to either fresh YPRAF or to YPGAL for 2 h. Protein extracts were analysed by immunoblotting with an anti-HA antibody. H) (Top) Cells carrying a temperature-sensitive allele td-sen1-1 and different fragments of SEN1 under the GAL1-3HA promoter were plated, according to the schematic presented, on YPD or YPGAL and incubated at either 24°C or 37°C. (Bottom) schematic of the plated strains. I) The interaction of Sen1 (2-931) with TAP-Mcm3 during S phase is specific. Experiments carrying an untagged or a TAP-tagged allele of MCM3 were conducted as in Fig 1C. J) FACS samples from the experiment are shown.
Figure S2. Mrc1 and Ctf4 mediate Sen1 binding to the replisome (related to Fig 2). A) Cells carrying the GAL1-TAP-SEN1 (2-931) construct or the empty control were grown in YPGAL, arrested in G1 phase using α-factor and released in S phase for 20 min at 30°C. The samples were then used for IPs using TAP beads and treated with the indicated amount of nuclease or ethidium bromide (50 µg/ml). Ctf4 and TAP-Sen1 (2-931) have similar sizes and run closely in gel electrophoresis. B) (Left) Schematic representation of the system used in the experiment shown in Fig 2D; (Right) FACS profile of the experiment conducted. Cells were grown in YPRAF at 24°C, arrested in G1 and either harvested, or resuspended in YPGAL at 24°C for 35 min to induce the expression of Sen1 (2-931) and Ubr1, shifted to 37°C for 1 h to inactivate/degrade td-Sld3-7 and then released in S phase for 20 min at 37°C. C) Wild type, ctf4Δ and mrc1Δ cells, carrying a TAP-tagged or untagged allele of SEN1, were arrested in G1 and synchronously released in S phase for 30 min at 24°C. Cell extracts were incubated with anti-TAP beads and the immunoprecipitated material was analysed by immunoblotting. D) Immunoblotting analysis of cell extracts and IP material from anti-TAP beads. The experiment was conducted an in C), except cultures were incubated with formaldehyde before collection.
Figure S3. The N-terminal of Sen1 is important for cell growth and is conserved in yeasts (related to Fig 3 and 4). A) Tetrad analysis of a diploid yeast strain carrying the SEN1/sen1 (1-931Δ) alleles. Plates were imaged after 5 days of growth on YPD at 24°C. B) Alignment of Saccharomyces cerevisiae Sen1 domain interacting with the replisome (636-931) with its orthologues from Saccharomyces bayanus, Kluyveromyces lactis, Candida albicans and Schizosaccharomyces pombe dbl8 and sen1. The mutations used in the screen were selected to mutate conserved amino acids predicted to be on the surface (www.predictprotein.org). C) Analysis of the ACT1-3HA-SEN1 mutants. Tetrad analyses were conducted on diploids yeast strains carrying SEN1/sen1Δ, and ectopically integrated ACT1-3HA-SEN1 alleles at the leu2-3,112 locus. Plates were imaged after 3 days of growth on YPDA at 24°C. D) Sen1-3 show greatly reduced interaction with RFs. Wild type and sen1-3 cells were arrested in G1 and synchronously released for 30 min in fresh medium (S) or for 90 min in medium containing 0.2 M HU. At the indicated times, cultures were treated with formaldehyde before being collected. The cross-linked cell extracts and the immunoprecipitated material from anti-TAP beads were analysed by immunoblotting. E) (Top) Schematic representation of the gene analysed and the probes used to assess defects in transcription termination; (Bottom) RT-qPCR analysis of RNAs derived from the indicated strains. NEL025c is a non-coding region as described in (Wyers et al., 2005). Cells were grown to exponential phase and incubated for 3 h at the indicated temperature before being collected. The signal is presented as the expression level relative to the housekeeping gene ACT1 (triplicate biological repeats). F) Snapshots illustrating RNA Pol II density detected by CRAC on two NNS complex targets (one CUT and one snoRNA) in the indicated strains. An nrd1-AID strain grown in the presence or absence of auxin is included as a control for transcription termination (dataset from (Candelli et al., 2018)). G) sen1-1 is lethal in the absence of RNH201 and RNH1. Examples are shown of tetrad analyses conducted from yeast diploids strains with the SEN1/sen1-1 RNH1/rnh1Δ and RNH201/rnh201Δ genotype. Plates were imaged after 4 days of growth on YPD at 24°C. H) FACS analysis of the cell cycle progression in cells SEN1, sen1-3, ACT1-SEN1, ACT1-sen1-3, ACT1-SEN1 rnh1Δ rnh201Δ and ACT1-sen1-3 rnh1Δ rnh201Δ. Cells were grown to the exponential phase at 24°C, arrested in G1, shifted to 37°C for 1 hour in G1, and released in S phase at 37°C. The samples were collected at the indicated time points. I) ACT1-sen1-3 rnh1Δ rnh201Δ cells show activation of Rad53 during DNA replication at 37°C. Western blot analysis of samples taken from the experiment shown in H). J) Analysis of the protein levels of the alleles SEN1, sen1-3, ACT1-SEN1 and ACT1-sen1-3, all carrying a 3HA tag, and loading controls Mcm3 and Mcm6.
Figure S4. Analysis of the recombination and DNA:RNA hybrids in hpr1Δ and hpr1Δ sen1-3 (related to Fig 4). A-D) FACS analysis of the DNA replication dynamics and examples of the microscopy data of the experiments shown in Fig 4F are shown. Cells were grown to exponential phase in YPRAF at 28°C, arrested in G1, resuspended in YPGAL for 1 h and synchronously released in S phase in YPGAL (triplicate biological repeats). Scale bar = 5 µm E) Examples of the immunohistochemistry analysis of DNA:RNA shown in Fig 4G (triplicate biological repeats). Scale bar = 5 µm F) Analysis of R-loops ex vivo. Cells were grown to exponential phase, arrested in G1 and then synchronously released in S phase for 30 min at 24°C. DNA:RNA hybrids double-stranded DNA were recovered in nuclease-free water and 1, 0.5 and 0.25 µg/µl dilutions of nucleic acid samples were prepared. The samples were then either treated with a commercially-sourced RNase H (or mock-treated), transferred onto nylon membrane and probed against using either the S9.6 antibody (that recognise R-loops) or an anti-dsDNA antibody.
Figure S5. Overexpression of RNH1 does not suppress the defects in mrc1∆ sen1-3 (related to Fig 5). A) Samples from experiments show in Fig 5D were scored for the presence of two or more foci per cell. ** p<0.05, *** p<0.01. B) FACS analysis of the experiment shown in Fig 5G. C) hRNASEH1 overexpression does not suppress the defects observed in sen1-3 mrc1Δ cells. hRNASEH1 was overexpressed from a 2 micron multicopy plasmid under the strong GPD\textsuperscript{TDH3} promoter. SEN1, sen1-3, mrc1Δ and mrc1Δ sen1-3 cells were transformed with an empty or GPD\textsuperscript{TDH3}-hRNASEH1 plasmid. Eight independent clones were pooled together and used for dilution spotting in medium lacking histidine, so to maintain the selective pressure for the plasmid. The cells carrying GDP-hRNH1 grew more slowly and scans of their growth were taken at later times (Bottom panel). Serial dilution spotting (1:10) of the indicated strains is shown. D) hRNASEH1 overexpression does not suppress the increase in recombination in sen1-3 mrc1Δ. Cell cultures were grown overnight at 24°C in medium lacking histidine to the exponential phase. Cells were diluted, resuspended in YPD, and left to grow for the length of one cell cycle. Cells were arrested in G1, shifted to 37°C for 1 h still with α-factor, and released in S phase at 37°C. Cells were taken at the indicated times, fixed, and analysed (triplicate biological repeats). E) Examples of the plasmid loss phenotype observed in the strains shown in Fig 5I (plasmid with 1 origin). Scale bar: 5 mm. F) The indicated strains, either carrying the GAL1-RNH1 construct integrated at leu2-3,112 or not, were transformed with the pRS315-\textit{ADE2} plasmid. The experiment was performed as in Fig 5I, except that all media used contained galactose. n.s. = not significant, *** p<0.001.