Abstract:

Electrocardiograms (ECGs) are widely used to detect cardiovascular disease (CVD). Deep learning is a topic of interest in healthcare, in which timely detection of ECG anomalies can play a vital role in patient monitoring. However, automatic detection of CVD via ECGs is a complex problem, where state-of-the-art performance is achieved typically by the rule-based diagnosis models, which are inefficient to deal with large amount of heterogeneous data and requires significant analysis and medical expertise to achieve adequate precision in CVD diagnosis.

In this paper, we propose a two-stage multiclass algorithm. The first stage performs ECG segmentation based on Convolutional Bidirectional Long Short-Term Memory neural networks with attention mechanism. A second stage is based on a time adaptive Convolutional Neural networks applied to ECG beats extracted from first stage for several time intervals. ECG beats are converted to 2D images using Short-Time Fourier Transform to automatically discriminate normal ECG from cardiac adverse events such as arrhythmia and congestive heart failure and predict sudden cardiac death. Model accuracy was compared across different time scales. Data used to train and test the models were extracted from MIT/BIH-PhysioNet databases.

By using 4 minutes ECG, we achieved an accuracy of 100% to automatically detect congestive heart failure events, 97.9% for arrhythmia events, and 100% to predict sudden cardiac deaths. This offers unprecedented results by supporting domain-experts work, by computing signal characteristics via an automated complete system for CVD diagnosis. The achieved results showed to be promising compared to state-of-the-art algorithms used for similar purposes.
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**Highlights**

- We propose a two-stage multiclass algorithm to automatically predict CVD
- The first stage extracts ECG beats via Convolutional Bi-directional LSTM
- Each ECG beats are converted to 2D spectrograms using Short-Time Fourier Transform
- 2D-CNN deployed to time variant spectrograms for several time intervals
- High accuracy is achieved to automatically detect CHF, ARR and SCD
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1 Introduction

Since the twentieth century, electrocardiogram (ECG) analysis is the core of cardiovascular pathology diagnosis. The ECG signal reflects the electrical activity of the heart, and its waveform alteration or heart rhythm disorders are evidences of underlying cardiovascular problems [1]. These alterations may be progressive and can potentially lead to pathological changes in cardiac structure or function, which can eventually lead to clinically relevant cardiovascular disease (CVD) [2]. CVDs are one of the most common chronic and life-threatening group of disease and, therefore, one of the main causes of mortality [3].
Among CVDs, congestive heart failure (CHF) and myocardial infarction are complex clinical syndrome and poses a serious threat to human health. Those diseases can lead to sudden cardiac death (SCD) often initiated with a sustained arrhythmia (ARR) such as ventricular tachyarrhythmia, including ventricular tachycardia (monomorphic or polymorphic), ventricular flutter, or ventricular fibrillation [4]. Sudden cardiac death syndrome may be also due to a wide variety of different electrical and mechanical substrates, including but not limited to chronic coronary disease with prior myocardial infarction(s), valvular heart disease, and the long Q-T syndrome [5]. Therefore, it is of paramount importance to monitor ECG signals for early diagnosis of heart rhythm disorder (e.g., arrhythmia) and CHF for assessing their severity and early prediction of SCD. However, since the ECG perturbations may be subtle, it could be difficult for clinical experts to detect the differences of ECGs [2]. Early detection of ARR and CHF usually requires long-term ECG monitoring (more than 24 h), but to provide an effective treatment, ARR, CHF and SCD need to be diagnosed in a shorter time [6, 7].

Recently, there have been many developments and approaches for computer-aided ECG adverse events classification [8]. The fast development of Big Data and Internet of Things industry has brought improvements in medical devices, data acquisition and diagnosis, which can be assisted by computer-aided methods [9-11]. Most computer-aided ECG classification approaches are characterized by the pre-processing of ECG signal, heartbeat detection, feature extraction and selection, and lastly the classifier construction [1, 12]. In this article, we emphasized the need of a complete, reliable system for heartbeat detection, post-processing analysis and classification for automated detection of CVD in short time windows, by reducing the need of highly demanding signal processing and feature extraction/selection.

The pre-processing of the ECG signal and the heartbeat detection have been widely studied, and the heartbeat detection has achieved optimal results in the recent years [13]. There are two categories of extracting ECG-segment related features, i.e., i) ECG localization and ii) ECG segmentation. ECG localization algorithms are related to locate ECG related landmarks (such as starting, ending and peak points of P, QRS and T waves). On the other hand, ECG segmentation performs segmentation of the waves, resulting in extracting individual beats. Most of the existing techniques, used to detect ECG waves, are based on traditional signal processing methods such as wavelet transformation, low pass differentiation, and adaptive thresholding. However, these methods are less robust in detecting and featuring ECG segments across different heart conditions [14]. Deep learning approaches have shown promising results in order to detect and segment ECG beats [15]. Out of different deep learning architectures, Convolutional Neural Networks (CNNs) have been deployed to extract local features of ECG waves from the ECG signal and they have been quite successful in localization of the P,QRS and T waves [16]. Although several studies have proposed automatic ECG segmentation tools [13, 15-18], there is still space to improve the proposed algorithms.

Nevertheless, electrocardiogram signals and beats are sensitive to noise. Therefore, previous studies suggest the conversion of ECG signal into frequency domain prior to ECG classification algorithms. Commonly used methods for the frequency analysis of signals are short-time Fourier transform (STFT), discrete cosine transform (DCT), continuous wavelet transform (CWT), and discrete wavelet transform (DWT) [19, 20]. By transforming signal from time domain to frequency domain using the frequency analysis, the 1-D signal becomes a 2-D matrix, and it can be analyzed on multiresolution. Few studies have investigated ARR and CHF events by transforming ECGs signals and/or beats using frequency analysis [21-24].

Previous studies have developed computer-aided design systems with traditional machine-learning (ML) algorithms using ECG signals for ARR, and CHF diagnosis [25, 26]. However, traditional ML methods require hand-crafted features, which must be derived from trial and error to achieve optimal classification accuracy. For useful and accurate classification, it is necessary to determine which visual features best represent the ECG signal for extraction. Therefore, ECG signal classification without feature extraction should be examined further. In this scenario, deep learning algorithms have been explored to overcome the abovementioned issues [23, 25, 27-31]. In particular, CNN, an intricate structure which comprises many masked deep layers and parameters, has also been successfully used to detect heart disease among many
other medical disease [32-34]. CNN encompasses several stages including the convolution stage where features are extracted from the input signals, the rectified linear activation stage where non-linearity in the data is charted, the pooling stage where features and computational complexities are reduced, and the fully-connected layer that sorts the input data into various classes according to the data used for training [26].

In this study, we propose a complete system for 1) ECG segmentation using a time adaptive Convolutional Long Short-Term Memory (LSTM) neural network with attention mechanism to facilitate an ECG driven cardiovascular disease detector; 2) a time-adaptive CNN for ECG beats converted to spectrogram (2D image) using Short-Time Fourier Transform to detect cardiac adverse events such as ARR and CHF and to predict SCD. The attention mechanism is able to automatically segment ECG beats in different time windows based on both time variant and local ECG features while self-correlating the ECG sequences in order to facilitate a time adaptive ECG driven cardiovascular disease detector. On the other hand, time adaptive CNN can detect and predict different heart conditions based on spectrograms of ECG beats extracted for limited time interval.

To the best of our knowledge, this paper is the first to present a time adaptive detector for normal sinus rhythm (NSR), CHF, ARR and SCD, via ECG beats extracted through an automated approach and controlled by time. This system can lead to detection of different heart conditions across real-time settings.

2 Material and Methods
The block diagram of time adaptive ECG driven CVD detector is shown in Figure 1. There are two stages to perform automated CVD detection. The first stage performs automated ECG segmentation based on sequential deep learning architecture to determine number of beats adaptive through time. The second stage is based on multi-layered 2D-CNN architecture driven by 2D spectral images obtained after transforming 1D-ECG beats extracted from stage 1 into time-frequency plots.

![Figure 1. Block Diagram of Time Adaptive ECG driven CVD Detector](image)

The details of the time adaptive ECG driven CVD detector are provided in the following sections.

2.1 Dataset
We used one dataset for training/testing the ECG segmentation model in the first stage and four datasets for CVD model detector training/testing.
The automated ECG segmentation model was trained, validated and tested using PhysioNet’s QT database, a dataset of 105 2-lead ambulatory ECG recordings [35], with P, QRS and T waves clearly annotated. The records were chosen from existing ECG databases, including the MIT-BIH Arrhythmia Database, the European Society of Cardiology ST-T Database, and several other ECG databases collected at Boston’s Beth Israel Deaconess Medical Center (Supplementary Table 1). Further information can be accessed here https://physionet.org/content/qtdb/1.0.0/. Out of 105 subjects, 11 subjects were excluded as there were no annotations for either of P, QRS or T wave.

Experiments aimed to detect events such as NSR, CHF, ARR and predict SCD. However, CHF, atrial fibrillation and ventricular arrhythmia and sudden death may overlap in the same patients. Although we carefully explored the signals to identify potentials overlapping, these conditions were not mutually exclusive in the used datasets. Four publicly available datasets available from Physionet were used: 1) MIT-BIH Normal Sinus Rhythm Database including 18 long-term ECG recordings of normal healthy non-arrhythmic subjects (i.e., control group) (Females = 13; age range: 20 to 50) [36]; 2) BIDMC Congestive Heart Failure Database, including 15 long-term ECG recordings of subjects with severe CHF (i.e., NYHA classes III-IV) (Females = 4; age range: 22 to 63) [37]; 3) MIT-BIH Sudden Cardiac Death Holter database, including 18 patients with sustained ventricular tachyarrhythmia. We excluded six subjects with non-audited attributes. Most patients had an actual cardiac arrest (Females= 8; age range: 17 to 89) [36, 38]; 4) MIT-BIH Arrhythmia Database contains 48 half-hour excerpts of two-channel ambulatory ECG recordings, obtained from 47 subjects (F=22; age range: 23 to 89) [39]. Further information can be accessed here [36-39].

2.2 Stage 1: Automated ECG Segmentation Tool

The purpose of the automated ECG segmentation tool is to extract the individualized ECG beats to determine key features associated with the difference among multiple heart conditions. The accurate extraction of individualized heartbeats is subject to removal of the noise from the ECG signal. Before deploying the deep learning architecture, we performed noise removal from the signal as well as signal normalization. For training the automated ECG segmentation tool, we deployed QT database in which minimum samples among the examples are 3500 data points. Besides, sequential gaps in annotations across many examples also exist. The minimum data points from an example with annotation was 1300.

2.2.1 ECG Pre-processing

The pre-processing of the ECG was performed to remove noise and to standardize across all the training examples. Three pre-processing steps were performed:

i. Baseline Wander Removal. Baseline wander is low frequency noise in the ECG signal arising from breathing, electrically charged electrodes or subject movement resulting in a variable electrical isocline. In order to remove the baseline wander, there have been several techniques proposed [40]. We adopted wavelet-based technique which has been one of the successful techniques of baseline wander removal from the ECG signal [41]. Following this technique, we decomposed the ECG signal into low and high frequency components using Daubechies wavelet transform to level 8 and reconstructed the signal after removing the lowest frequency component. The results are shown in Figure 2. Wavelet transforms have performed significantly better compared to earlier techniques of Butterworth low frequency filtering [40].
ii. ECG splitting. In the second step, we performed the splitting of the ECG signal into equal size samples. This was performed to train the sequential deep learning architecture with segment labels. Considering the minimum number of data points with annotations we can get from QT database we selected a chunk of 1000 data points with 150 data points pre and post chunk for continuation in longer ECG signals; making a total of 1300 data points.

iii. Normalization. In the third step, we performed z-score normalization to standardize each ECG signal at zero mean and unit variance

2.2.2 Automated ECG Segmentation

Our approach is focused on segmenting the entire ECG beat; including P, QRS, T waves as well as gaps in between these waves. These require not only local features but also temporal features. Therefore, we opted to deploy the Recurrent Neural Networks (RNNs) which has the capability to model the sequence of events and predict the information based on occurrence of temporal events [42]. The chain like sequential structures of the RNN connected through time had been used in predicting temporal events based on information occurred previously through time such as speech recognition, natural language processing etc. Among various architectures of the RNNs, Long Short Term Memory (LSTM) architectures were designed to avoid long-term dependency problem occurring in traditional RNNs [43].

In order to acquire both local features as well as time variant features, we designed and deployed Convolutional Bi-directional LSTM architecture to train the segments based on information occurring in both past as well as the future context (Figure 3). We performed 4-class classification obtaining the segments as P, QRS, T, NW (No Wave). We trained the architecture on the ECG samples with 1300 data points obtained from two-lead ECGs, making the feature size of 2. The ECG segmentation tool architecture has 4 blocks:

i) **Convolutional Block**: The input is fed to the 1-D Convolutional block which consists of one-dimensional convolutional layer which convolves in temporal dimension with 32 filters and kernel size = 3 followed by 20% dropout. This can be expressed as equation with $x_{1d}$ as ECG sequence, $W_{1d}$ as 1-D convolutional weights (eq. 1):

![Figure 2. Effect of Baseline Removal with (a) Original ECG signal and (b) ECG signal with baseline wander removal](image)
\[ y_{1d} = \left[ Dropout(W)_{1d} \otimes x_{1d} + b \right] \]

ii) **LSTM Block**: We then add the LSTM block which is composed of Bi-directional LSTM (BiLSTM) architecture of 32 units empirically selected, resulting in output of 1300 x 64 as output form forward and backward LSTM units are concatenated together. We also add dropout layer with 20\% dropout followed by batch normalization in order to avoid overfitting problems during training. This can be expressed as (eq. 2):

\[ h_t = BN\left( Dropout\left( \left[ LSTM(y_{1d,t}, \vec{h}_{t-1}), LSTM(y_{1d,t}, \vec{h}_{t+1}) \right] \right) \right) \]

where \( \vec{h}_t \) are forward and backward LSTM outputs respectively at time \( t \); \( BN \) represent batch normalization.

iii) **Self Attention**: The self-attention layer is an attention mechanism which relates different position of ECG sequences in order to compute abstractive representation. This enables to train the correlation between ECG segment under consideration and the ECG segment occurring in time before/after. The attention weights can be calculated as (eq. 3):

\[ \sigma_{max}(z)_i = \frac{e^{dot(h_{t_i}, h_{t_i})}}{\sum_{j=1}^{J} e^{dot(h_{t_i}, h_{t_j})}} \]

where \( dot(h_{t_i}, h_{t_j}) \) is attention score which is the dot product of LSTM output by itself; \( \sigma_{max} \) the softmax function representing the attention weights.

iv) **Time Distributed Dense Layer**: The main function associated with the Time Distributed Dense Layer is to return the sequences with the segment labels compared to traditional Dense layers.

![Conv-BiLSTM Architecture with Attention Mechanism for Segmenting the ECG Signal](image)

Figure 3. Conv-BiLSTM Architecture with Attention Mechanism for Segmenting the ECG Signal

After the development of automated ECG segmentation tool, the next step is to deploy them across different ECG datasets associated with different heart conditions. We aimed to classify among four heart conditions i.e., class labels are NSR, CHF, ARR and SCD. The class labelling was performed on the individual basis i.e. all the ECG beats corresponding to the patient were characterised as either NSR, CHF, ARR or SD. Each dataset has different sampling frequency. The ECG segmentation model was built upon dataset with the sampling frequency of 250Hz. Therefore, we up-sampled the NSR Database.
MIT-BIH Normal Sinus Rhythm Database [36]) from 128Hz to 250 Hz and down-sampled ARR database (MIT-BIH Arrhythmia Database [39]) from 360 Hz to 250 Hz. The sampling frequency of CHF (BIDMC Congestive Heart Failure Database [37]) and SCD (MIT-BIH Sudden Cardiac Death Holter database [38]) is 250 Hz. After deployment of ECG segmentation tool, we extracted 1-second ECG beats from the ECG signal with peak of QRS wave at half of the second (i.e. ECG beat centred at QRS peak) for training consistency in the next stage.

2.3 Stage 2: Automated CVD Detector
The second stage is towards CVD detector (Figure 4) based on time adaptive spectrogram driven multiclass deep learning architecture to detect different heart conditions. The term 'time adaptive' reflects the nature of the model, which can monitor the ECG signal where we can control the duration of the time ECG should be monitored in real-time settings. In contrast to previous approaches, which focus on extracting features from 1-D signal, our approach focuses on time-controlled ECG beats which are then converted into time-frequency based 2-D spectrogram. Previously, spectrogram has been used to represent the entire ECG signal into 2-D image. In contrast, our work focuses on representing individualized ECG beats extracted from the ECG signal into 2-D image. Moreover, the model does not rely on one heartbeat from each patient but sequence of individualized heart beats where duration depends on classification performance. This methodology would be quite helpful in detecting heart conditions in real time signals. We then deployed time adaptive deep learning architecture to perform multiclass classification.

![Multilayer Convolutional Neural Network Architecture for CVD Detector](image)

**Figure 4. Multilayer Convolutional Neural Network Architecture for CVD Detector**

2.3.1 ECG Spectrogram
The spectrogram is the representation of the signal strength at different frequencies with the time variation. There have been different techniques to represent the time-series signal into spectrogram. Under this context, we deployed Short Time Fourier Transform (STFT) [44]. The STFT is sequence of Fourier transforms of a signal across short overlapping windows, which provides time-localized signal strengths where frequency of the signal varies over time. The equation of STFT of the ECG beat is given as (eq. 4):

\[
STFT[x[k]] = X_{STFT}[m, n] = \sum_{k=0}^{L-1} x[k]g[k-m]e^{-j2\pi nk/L}
\]  

(4)
where $x[k]$ is the sequence of discretized ECG beat into time domain; whereas the $g[k - m]$ is the window function at time axis $m$; $n$ is the frequency axis and $L$ are total number of data points in $x[k]$. We also set 50% overlapping window with hop size equal to 1. Here we select Hanning window whose equation (eq. 5) is mentioned as follows:

$$g[m] = 0.5 - 0.5 \cos(2\pi m/(M - 1)) \quad 0 \leq m \leq M - 1$$

where $M$ is the length of window function equal to 512. We finally obtained the $X_{STFT}$ size equal to 256 x 256. We represented the spectrogram by converting the absolute value of $X_{STFT}$ into decibel scale. The formula is as follows:

$$X_{STFT}^{db} = 20 \log_{10}(|X_{STFT}| / \max(|X_{STFT}|))$$

We calculated the STFT for each ECG beat obtained from two-lead ECG signal, resulting in feature size equal to 256 x 256 x 2. The STFT spectrograms of the ECG beats from each of 4 classes are shown in Figure 5.

![Figure 5. Spectrogram example of the ECG beats from each of the 4 classes](image)

### 2.3.2 Multilayer Convolutional Neural Network

CNNs have been previously deployed as they are able to extract features from the image at the micro-level [45]. The layers in the CNN architecture are locally connected to extract and convolve the features by applying filter of certain kernel size. In contrast to RNN architectures, the CNN architectures are able to extract localized static information from the signal [46]. We developed and deployed a multilayer CNN architecture where the numbers of ECG beats extracted from each subject are adaptive to time control as shown in Figure 4.

We labeled each ECG beat of the subjects according to their respective heart conditions, resulting in ECG beats occurring from same subject at different times as different instances. Each instance is represented by 256 x 256 x 2 spectrogram obtained from two-lead ECG signal after STFT transformation input to three-layer 2D-CNN architecture. Each CNN layer is equipped by a ReLU activation function and Maxpooling layer; defined by following equations (eq. 7, 8, 9):

$$y_{zd} = W_{zd} \otimes x_{zd} + b$$

where $y_{zd}$ is the output of the $d$th layer in the $z$th instance, $W_{zd}$ is the weight matrix, $x_{zd}$ is the input of the $d$th layer in the $z$th instance, and $b$ is the bias vector.
$$y_{2d_{act}} = ReLU(y_{2d})$$  \hspace{1cm} (8)$$

$$M_{x,y}(y_{2d_{act}}) = \max_{(a,b=0)} y_{2d_{act}}(Dx + a, Dy + b)$$  \hspace{1cm} (9)$$

where, $x$ is the input signal, $W$ are 2-D convolutional weights, $b$ the bias, $ReLU = \max(0,y)$ the activation function, $M_{x,y}$ the maxpooling with pooling size $P$ and stride $D$.

In the first CNN layer, we have 8 filters with kernel size = 4 x 4, $P = 2 \times 2$ and $D = 1 \times 1$, resulting output of 128 x 128 x 8. The second and third layers have 13 filters with kernel size = 2 x 2, $P = 2 \times 2$ and $D = 1 \times 1$; resulting 32 x 32 x 13 (Figure 4). We then add 50% dropout to avoid overfitting followed by Dense Layer. The output of the architecture would be $T \times S$ matrix where $T$ is total number of ECG beats and $S$ is total number of subjects. Each ECG beat is classified as either of NSR, CHF, ARR or SCD. The heart condition of the subject was determined by majority voting scheme which assigns the subject to heart condition based on majority of ECG beats being classified as either class within the specified time interval [28].

3 Training Protocol and Metrics

3.1 Multi class Classification Accuracy

The ECG segmentation and CVD detection/prediction accuracies evaluated across different heart conditions from PhysioNet’s QT database. We have evaluated both accuracies according to the following formula (eq. 10):

$$Acc = (TP + TN)/(TP + TN + FP + FN)$$  \hspace{1cm} (10)$$

where $TP$ = number of data points correctly identified as part of individual ECG waves in stage 1 or heart condition correctly identified in stage 2; $TN$ = number of data points correctly identified as not part of individual ECG waves or non-heart condition correctly identified in stage 2; whereas $FP$ and $FN$ are number of data points incorrectly identified in $TP$ and $TN$ , respectively.

3.2 Training and Testing

During the training and testing of the models in both ECG segmentation and CVD detection, we performed subject-wise cross validation. In subject-wise cross validation, the ECG sequences and beat extracts of the subjects used for training the model are not used to test even if they are not trained due to occurrence at different times. In both ECG segmentation and CVD detection, we performed 5-fold cross validation i.e. we divided the total number of subjects into 5 chunks, trained the model on ECG sequences and ECG beats of 4 chunks and tested on the same of 5th chunk.

3.3 Data Imbalance

After deployment of the ECG segmentation model, the number of ECG beats extracted for each time interval are shown in Table 1. This shows high data imbalance across different heart conditions as about half of the ECG beats belong to ARR. In order to avoid data imbalance problems the number of training instances from each heart condition were down-sampled to the size of SCD instances [47].

<table>
<thead>
<tr>
<th>CVD Detection Datasets</th>
<th>Sampling Frequency</th>
<th>Number of Patients</th>
<th>Total Number of ECG beats during each time interval</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 sec</td>
</tr>
<tr>
<td>NSR</td>
<td>128Hz</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>CHF</td>
<td>250 Hz</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>SCD</td>
<td>250 Hz</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>ARR</td>
<td>360 Hz</td>
<td>48</td>
<td>48</td>
</tr>
</tbody>
</table>

NSR: Normal Sinus Rhythm; CHF: Congestive Heart Failure; ARR: Arrhythmia; SCD: Sudden Cardiac Death
3.4 Experimental Setup
In both of ECG segmentation tool as well as CVD detector, we deployed AdamOptimizer function with the learning rate of $10^{-3}$ [48]. For stage 1, the batch size was set to 4 with epoch size = 200. During subject-wise multiclass cross validated classification, we trained the model on 80% of the subjects which has been tested on remaining 20% subjects. For stage 2, the batch size was set to 10 with epoch size equal to 20. We trained the model on 75% of the subjects, validated against 5% of the subjects and were tested on remaining 20% subjects. The models from both stages were developed on Quadro RTX 5000 GPU processor for improved computational time.

4 Results
4.1 ECG Segmentation Classification
The results of the ECG segmentation classification are presented in Supplementary Table 1. We performed subject-wise classification accuracy across 94 subjects obtained from QT database, which contains the ECG signals from different databases that collect patients with several types of heart conditions. The segmentation results were significantly accurate in terms of QRS segmentation (97%) across all databases compared to P wave (95%) and T wave (91%). We achieved an overall segmentation accuracy of 95%. Since we were concerned to centralize the ECG beat extract on QRS wave, we opted to locate the peak point of QRS with 0.5 seconds before and after peak point of QRS wave in order to extract a full ECG beat (after resampling NSR and ARR to 250Hz matching the sampling rate of CHF and SCD).

4.2 ECG beat Classification
After training and testing the ECG Segmentation tool on the QT database, we employed the model to extract ECG beats for NSR, CHF, ARR, and SCD signals. The results of automated CVD detector based on time adaptive ECG beats are shown in Supplementary Figure 1. The results in the confusion matrix show that during low time intervals, the most recurrent error was misleading CHF ECG beats with ARR beats, whereas SCD signal has been often classified as ARR. This may be expected as patients presenting with CHF and SCD are often initiated with a sustained arrhythmia. However, with the inclusion of more time interval, the ECG beat classification increased and stabilized across all four classes. We achieved the ECG classification accuracy of 95.93% by 5 minutes (Table 2).

### Table 2. ECG beat classification accuracy (Percentage)

<table>
<thead>
<tr>
<th>Heart Conditions</th>
<th>1 sec</th>
<th>10 sec</th>
<th>30 sec</th>
<th>1 min</th>
<th>2 min</th>
<th>3 min</th>
<th>4 min</th>
<th>5 min</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSR (18 subjects)</td>
<td>88.9 ± 1.1</td>
<td>96.7 ± 4.9</td>
<td>99.8 ± 0.3</td>
<td>99.6 ± 1.0</td>
<td>99.9 ± 0.1</td>
<td>99.9 ± 0.06</td>
<td>99.9 ± 0.1</td>
<td>100 ± 0.0</td>
</tr>
<tr>
<td>CHF (15 subjects)</td>
<td>73.3 ± 24.9</td>
<td>92.7 ± 8.3</td>
<td>76.7 ± 14.8</td>
<td>90.6 ± 6.9</td>
<td>86.4 ± 8.5</td>
<td>92.2 ± 6.8</td>
<td>90.2 ± 3.7</td>
<td>94.2 ± 5.2</td>
</tr>
<tr>
<td>ARR (48 subjects)</td>
<td>47.9 ± 15.7</td>
<td>83.1 ± 14.8</td>
<td>95.4 ± 3.2</td>
<td>93.9 ± 3.0</td>
<td>95.5 ± 3.6</td>
<td>93.7 ± 3.7</td>
<td>95.6 ± 3.4</td>
<td>95.1 ± 1.3</td>
</tr>
<tr>
<td>SCD (12 subjects)</td>
<td>75.0 ± 38.7</td>
<td>85.0 ± 13.0</td>
<td>77.2 ± 24.2</td>
<td>86.3 ± 10.1</td>
<td>94.9 ± 5.2</td>
<td>89.9 ± 7.6</td>
<td>87.7 ± 8.9</td>
<td>95.4 ± 3.2</td>
</tr>
<tr>
<td>Total (93 subjects)</td>
<td>63.7 ± 0.1</td>
<td>87.5 ± 0.1</td>
<td>90.9 ± 0.1</td>
<td>93.5 ± 0.0</td>
<td>94.8 ± 0.0</td>
<td>94.2 ± 0.0</td>
<td>94.5 ± 0.0</td>
<td>95.9 ± 0.0</td>
</tr>
</tbody>
</table>

NSR: Normal Sinus Rhythm; CHF: Congestive Heart Failure; ARR: Arrhythmia; SCD: Sudden Cardiac Death

Figure 6 shows ECG beat classification across CHF, SCD and ARR within 5-minute time interval. We presented all examples of CHF and SCD however, we only selected 14 out of 48 examples from ARR which had highest number misclassified ECG beats. Figure 6 also shows the examples of the ECG beats along with their spectrogram for both correctly classified and misclassified ECG beats. By observing Supplementary Figure 1 and Figure 6, we note that ECG signal strength are often more concentrated in lower frequencies. CHF and ARR can be distinguished from NSR and SCD as they have comparatively stronger signals at frequencies above and below 64Hz. While comparison of CHF and ARR, CHF may have stronger signals at higher frequencies. However, ARR may also have strong high frequency
components, which can lead to ARR event detection in CHF and vice versa (subjects chf15, 232, 233). There are few high frequencies in the SCD beats, however, those which possess strong signals at high frequencies have detected ARR or CHF events. These is this because CHF and SCD patients presented some ARR events.

There are few high frequencies in the SCD beats, however, those which possess strong signals at high frequencies have detected ARR or CHF events. These is this because CHF and SCD patients presented some ARR events.

As shown in Table 3, we observed that converting the 1-D ECG signal into 2-D spectrogram can improve the classification performance of the CVD detection accuracy. Moreover, if we split the ECG signal into individualized ECG beats, we can also improve the classification performance for the limited time interval. Our detector outperforms the existing approaches and is able to limit the time interval with high detection accuracy across the 4 classes.
5 Discussion

In this study, we presented a complete tool via deep learning methods with the ability to automatically segment ECG beats using a ConvBiLSTM neural network with attention mechanism, followed by a second algorithm based on a time-adaptive CNN applied to ECG beats (10s, 30s, 1min, 2min, 3min, 4min and 5min) converted to 2D image via Short-Time Fourier Transform to automatically detect cardiac adverse events such as arrhythmia, congestive heart failure and predict sudden cardiac death. Our time adaptive ECG detector has outperformed most of the existing approaches with 95% ECG segmentation accuracy as well as 100% detection accuracy on CHF, NSR and SCD within 4 minutes of the ECG signal whereas only one subject out of 48 subjects affected by arrhythmia was detected as CHF, making arrhythmia detection accuracy as 97.91%. This could be due to presence of motion artefacts present in the ECG signals which may propagate due to presence of CHF or ARR events, resulting in high frequencies.

During the first stage of our tool, an automatic ECG segmentation was presented. Data containing 94 records from the QT database became the baseline for P-wave, QRS complex, and T-wave detection in the classification process. Using random sampling, we performed 5-fold subject wise cross-validated classification where in each fold, classification process was divided into 80% in the training phase and 20% in the test phase. We employed a Convolutional Bi-directional LSTM with attention mechanism, which acquire local features as well time variant features in both forward and backward direction along with contextual attention on time variant features. The model achieved an overall segmentation accuracy of 95%. Our approach outperformed existing approaches based on traditional machine learning features (such as Hidden Markov Model in wavelet encoding [49] managed to obtain 88%), BiLSTM based ECG-SegNet [18] obtaining the segmentation accuracy of 92% and ConvLSTM network deploying double layer of BiLSTM (94%) [50].

The main novelty of the model lies in detection and prediction of different heart conditions based on time adaptive spectrograms of the individual ECG beats extracted from the automated ECG segmentation model. Most of existing studies focus either on 1-D signal features or spectrogram of the entire ECG signal. In contrast to existing approaches, our approach focuses on 2-D spectrogram of the ECG beats obtained from the ECG segmentation tool, where time interval can be controlled to limit the ECG excerpt length. The second stage is based on multilayer 2D-CNN architecture, where the input of the signal is the individualized ECG beats extracted from the ECG signal of the subjects; whereas existing approaches focus on representing entire ECG signal into spectrogram [25]. Besides, the number of ECG beats can be controlled through time interval. We started the time interval from short-term benchmark (5 min) moving down to ultra-short-term time interval (1 sec). To obtain the image from the ECG signal, deployed spectrogram technique obtained via STFT, which represents the signal strength at different frequencies with time variation. Compared to other frequency analysis methods such as DWT and SWT, STFT results robust in terms of repeatability and robustness of the analysis and it is less expensive computationally as requires less coefficients than DWT and CWT [20]. The CVD detector based on CNN was able to classify NSR, CHF and ARR events, and predict SCD with an accuracy of 100%, 100%, 97.91% and 100% respectively in 4 min ECG window. According to the results obtained, the proposed method has classified the ECG signals belonging to ARR, CHF, SCD and NSR classes better than some existing algorithms from MIT-BIH database, considering that the proposed method is able to predict SCD simultaneously with cardiac events detection in different time windows. The performance of the model across different time window are kept quite constant. A drop of overall accuracy is shown when moving from 5 min to ultra-short time windows. This could be mainly due to the use of a smaller number of ECG beats used to train and validate the model. Besides, the spectrogram of both ARR and CHF may have high frequency components, which may have also resulted in the misclassification of CHF ECG beats as ARR and vice versa. Probably, this is due to ARR events presented in the CHF or SCD patients. However, the increase in number of subjects could result in high CVD detection accuracy within lower time interval.

Several studies have attempted to classify automatically CVD by using traditional and more advanced artificial intelligence techniques [28, 51, 52]. Studies that have employed the same datasets adopted not more
Several studies have investigated CHF versus Normal Sinus Rhythm via deep learning methods achieving good performance. Porumb et al. [28] used 5 min ECG heartbeats to automatically detect CHF by using a CNN based method. They achieved an overall accuracy of 97.8% in ECG beat classification within 5-minute interval while being compared with NSR only. Whereas we achieved comparable 94.2% accuracy and this drop in performance may be explained by the fact that the spectrogram of the CHF ECG beat can be often confused with ARR ECG beat due to presence of high frequency components and, therefore, can be misclassified in presence of NSR and SCD. Other studies [23, 29] also performed binary classification to automatically detect CHF versus NSR by using longer time frame ECG and highly pre-processed ECG achieving around 99% accuracy. Compared to our results, they yet used a binary classification and a more complex architecture while we employed comparatively shallow architecture (i.e., with 3 convolutional layers with small filter numbers and kernel size).

Some studies also investigated MIT-BIH arrhythmia against Normal Sinus Rhythm. Our methods outperformed most of these studies [3, 30, 31, 53] by showing a higher accuracy in a multiclass classification problem. Most of these studies employed 1-D CNN with more than 3 layers.

Lastly, sudden cardiac death has also been investigated in several studies, that are different in research contexts, research objectives, datasets, used variables and validation procedures, making the comparison of studies challenging with our model. The most frequently observed research objective was the classification of SCD and non-SCD via traditional machine learning [54] and by using Heart Rate Variability features as predictors [55, 56]. One recent study, Kaspal et al. [57], used a CNN combined with a Recurrence Complex Network (RCN) to enhance the accuracy of SCD classification. The recurrence matrix from the RCN will generate Eigen values and then, CNN will extract features and detect SCD by analyzing the Eigen values. They were able to detect MIT-BIH SCD patients with an accuracy of 90.60%, whereas we achieved 100% from 2 to 5 min ECG windows.

Overall, although ECG-based diagnostic models have so far focused only on single-type predictions, our analysis shows that AI is capable of multi-type CVD diagnosis by achieving good results also in small time frame ECG windows.

5.1 Limitations and Future works

However, this study presents some limitations. Because of the retrospective nature of the data collection, the publicly available datasets used in this study presented some missing information and limitations. CHF, atrial fibrillation and ventricular arrhythmia and sudden cardiac death may overlap in the same patient. Therefore, in some patients these conditions were not mutually exclusive. Moreover, we did not investigate the different number of arrhythmia (e.g., roughly six classes) presented in the used dataset. Atrial and ventricular arrhythmia may lead to different results because there is a great day-to-variation in ventricular as well in atrial arrhythmias. Moreover, they may be both present in the same patient eventually with CHF or aborted sudden death. This point will be further analysed in the next studies. Regarding the patients that suffered SCD, it is unclear if these patients died during the index Holter and which type of sudden death was documented. In fact, patient information was limited, and some cases may not be representative of
spontaneous episodes of sudden death. Beside these shortcomings, these recordings may provide important evidence to the pathogenesis of sudden death syndrome. In further studies, we will also investigate among CHF patients those at high risk of sudden death that may require an implantable cardioverter-defibrillator. Moreover, for smaller amount of training data, the 2D-CNN architecture methods could face overfitting problems since the model highly pay attention to training data and do not generalize well for the test data. Thus, we used shallow techniques to provide better performance on small amount of data samples. Secondly, increasing the time interval for ECG beat extraction and their 2D spectrograms require huge amount of memory. In order to provide the real-time CVD detection for limited time, we require higher amount of subject size.

Additionally, repeated under sampling method could have affected the accuracy of the model. We have down sampled twice i.e. firstly, to match the sampling frequency of the ECG signals from different patients to the sampling frequency of the ECG segmentation i.e. 250Hz as keeping the original sampling rate from each class may affect the ECG segmentation performance. In fact, the sampling frequency has to be consistent otherwise it would introduce sampling bias in the classification process. Secondly, the down sampling was performed to address the data imbalance to match the number of instances of the lowest class for the improved classification accuracy. However, this can be assessed in future works, where specific study protocols can be designed aiming at answering this specific aspect.

The future work of this research study is to use more optimization techniques, simpler classification algorithms to improve the performance of the predictive system for the diagnosis of heart diseases. Moreover, this work can be extended by training a larger dataset, particularly on more cardiac abnormalities. Further studies will also investigate other important characteristics such as patients’ physical state (e.g., age, gender, physical conditions, lifestyle, etc) in the CVD detector tool.

Although our system is quite far for a commercial use as it needs further validation, clinical studies, and appropriate certifications, we could anticipate that the proposed system will be useful and helpful for the physician to diagnose heart disease accurately and effectively in real-life scenario. The system was built for two-lead ECG signals with a sampling frequency of 250Hz. No specific ECG device is needed, a resolution of 12 bits is preferred. The ECG can be obtained by placing the electrodes on the chest as it is standard practice for ambulatory ECG recording. Moreover, the subjects can carry on their usual life with no restriction, as the main aim of our system is to being able to detect and predict in real time CVD.

<table>
<thead>
<tr>
<th>Author, year</th>
<th>Methods</th>
<th>Dataset</th>
<th>Results (ACC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BIDMB CHF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Darmawahyuni et al. (2020) [23]</td>
<td>Pre-processed 15 min ECG; LSTM based methods</td>
<td>1. MIT-BIH Normal Sinus Rhythm Database 2. BIDMB Congestive Heart Failure</td>
<td>99.86%</td>
</tr>
<tr>
<td>Porumb et al. (2020) [28]</td>
<td>5 min ECG; CNN based method</td>
<td>1. MIT-BIH Normal Sinus Rhythm Database 2. BIDMB Congestive Heart Failure</td>
<td>97.8 %</td>
</tr>
<tr>
<td>Zhang et al. (2020) [29]</td>
<td>Pre-processed ECG, 300 points (369.5s); Densely connected deep network-based method</td>
<td>33 CHF patients from 6 databases and 58 healthy subjects (control group) from 2 databases. 1. Long-Term ST Database 2. MGH/MF Waveform Database 3. Sudden Cardiac Death Holter Database 4. Cerebral Vasoregulation in Elderly with Stroke Database 5. BIDMC Congestive Heart Failure Database 6. PTB Diagnostic ECG Database 7. Fantasia 8. MIT-BIH Normal Sinus Rhythm Database</td>
<td>99.02%</td>
</tr>
</tbody>
</table>

| MIT-BIH arrhythmia |         |         |               |
| Avanzato et al. (2020) [3] | 30s segments ECG; 1-D CNN, 5-layer | 1.MIT- BIH Normal sinus rhythm database. 2.MIT-BIH arrhythmia | 98.33% |
| Savalia et al. (2018) [30] | Pre-processed 10s ECG; ECG features extraction; 1-D CNN, 5-layer | 1. MIT- BIH Normal sinus rhythm database. 2. MIT-BIH arrhythmia 3. Keggar | 88% |
### Table of Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Pre-processing</th>
<th>Classification</th>
<th>Dataset(s)</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li et al. (2017) [53]</td>
<td>pre-processed ECG; 201 sampling points (148.74s); Wavelet transform; 1-D CNN, 6-layer</td>
<td>1.MIT- BIH Normal sinus rhythm database. 2.MIT- BIH arrhythmia</td>
<td>97%</td>
<td></td>
</tr>
<tr>
<td>Zubair et al. (2016) [31]</td>
<td>30 min ECG; 1-D CNN; 4-layer</td>
<td>1.MIT- BIH Normal sinus rhythm database. 2.MIT- BIH arrhythmia</td>
<td>92%</td>
<td></td>
</tr>
<tr>
<td>Kaspal et al. (2020) [57]</td>
<td>ECG features extraction; CNN</td>
<td>1. Sudden Cardiac Death Holter Database. 2. MIT- BIH Arrhythmia</td>
<td>90.60% 93.24%</td>
<td></td>
</tr>
<tr>
<td>Devi et al. (2019) [58]</td>
<td>pre-processed 5min ECG; Feature extraction (HRV: time domain, frequency domain, non-linear); SVM, KNN, Tree</td>
<td>1. Sudden Cardiac Death Holter Database. 2. Normal Sinus Rhythm databases.</td>
<td>83%</td>
<td></td>
</tr>
<tr>
<td>Fairooz et al. (2016) [54]</td>
<td>pre-processed 30min ECG; ECG features extraction; SVM</td>
<td>1. Sudden Cardiac Death Holter Database.</td>
<td>100%</td>
<td></td>
</tr>
<tr>
<td>Cinar et al. (2020) [25]</td>
<td>raw windows of 771 values ECG signals were converted into spectrogram images; Alexnet-SVM based method</td>
<td>1. MIT-ARR Database 2. BIDMB Congestive Heart Failure. 3. MIT-BIH Normal Sinus Rhythm</td>
<td>AR: 96.77% CHF: 96.77% NSR: 100%</td>
<td></td>
</tr>
<tr>
<td>Daqrouq and Dobaie (2016) [22]</td>
<td>Wavelet Packet Transform of 12 beats; ECG features extraction; classification method by three confirmation functions</td>
<td>1. MIT-BIH Normal Sinus Rhythm Database 2. BIDMB Congestive Heart Failure. 3. MIT-ARR Database</td>
<td>CHF with NSR: 92.6%. CHF with ARR: 86.67%</td>
<td></td>
</tr>
</tbody>
</table>

### 6 Conclusion

The study presented a novel and highly effective tool for CVD detection based on deep learning methods. The added value of our tool is that it uses raw ECG signals, rather than features, and achieve high accuracy in detecting arrhythmia, congestive heart failure and sudden cardiac death also in ultra-short time ECG windows. Moreover, to the best of the authors knowledge, this is the first study using advanced machine learning approaches to evaluate together several adverse cardiac events via ECG signals. Our CVD detector outperformed most of the state-of-the-art-approaches with 100% detection accuracy of normal sinus rhythm, congestive heart failure and sudden cardiac death and 97.91% for arrhythmia within 4 minutes of the ECG signal. The achieved results help to reduce domain experts work, by computing useful signal characteristics via an automated complete system for early diagnosis of CVD. Due to its time adaptive nature, this tool has the capability to be implemented under real-time settings for early detection of different heart conditions and to be tested for prognostic risk stratification in patients with known heart disease.
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### Supplementary Table 1. First Stage: ECG Segmentation Classification using QT database

<table>
<thead>
<tr>
<th>Subject Wise Cross Validation Accuracy</th>
<th>Number of Subjects</th>
<th>P</th>
<th>QRS</th>
<th>T</th>
<th>All Segments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Original databases included in the QT Database</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arrhythmia</td>
<td>11</td>
<td>95.1%</td>
<td>97.4%</td>
<td>93.1%</td>
<td>95.9%</td>
</tr>
<tr>
<td>ST_Change</td>
<td>5</td>
<td>97.3%</td>
<td>97.4%</td>
<td>93.7%</td>
<td>96.5%</td>
</tr>
<tr>
<td>Supraventricular_Arrhythmia</td>
<td>11</td>
<td>97.0%</td>
<td>97.9%</td>
<td>95.4%</td>
<td>97.1%</td>
</tr>
<tr>
<td>Normal_Sinus_Rhythm</td>
<td>10</td>
<td>95.2%</td>
<td>98.1%</td>
<td>94.2%</td>
<td>96.2%</td>
</tr>
<tr>
<td>European_ST_T</td>
<td>33</td>
<td>93.7%</td>
<td>96.6%</td>
<td>89.9%</td>
<td>94.4%</td>
</tr>
<tr>
<td>Sudden_Death</td>
<td>20</td>
<td>93.3%</td>
<td>96.2%</td>
<td>85.2%</td>
<td>92.8%</td>
</tr>
<tr>
<td>Long_Term_ECG</td>
<td>4</td>
<td>92.9%</td>
<td>97.9%</td>
<td>88.3%</td>
<td>93.7%</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>94</td>
<td>94.5%</td>
<td>97.0%</td>
<td>90.5%</td>
<td>94.8%</td>
</tr>
</tbody>
</table>

---

### Supplementary Figure 1. Confusion Matrix across different time intervals for ECG segmentation classification using Normal Sinus Rhythm (NSR); Congestive Heart Failure (CHF); Arrhythmia (ARR); Sudden Cardiac Death (SCD) Databases.
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