Ethical considerations and moral implications of autonomous vehicles and unavoidable collisions

Jonathan Robinson, Joseph Smyth, Roger Woodman & Valentina Donzella

To cite this article: Jonathan Robinson, Joseph Smyth, Roger Woodman & Valentina Donzella (2022) Ethical considerations and moral implications of autonomous vehicles and unavoidable collisions, Theoretical Issues in Ergonomics Science, 23:4, 435-452, DOI: 10.1080/1463922X.2021.1978013

To link to this article: https://doi.org/10.1080/1463922X.2021.1978013

© 2021 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group.

Published online: 15 Oct 2021.

Submit your article to this journal

Article views: 921

View related articles

View Crossmark data
Ethical considerations and moral implications of autonomous vehicles and unavoidable collisions

Jonathan Robinson, Joseph Smyth, Roger Woodman and Valentina Donzella

WMG, University of Warwick, Coventry, UK

Abstract

While it is widely agreed that automated and autonomous vehicles may provide safety benefits over vehicles with lower level or no automation, due to other road users there will still likely be situations where a collision is unavoidable. What should a vehicle that is operating autonomously do when it has no choice but to have a collision? And who should decide which vehicle manoeuvre is the most acceptable? These situations create moral dilemmas requiring consideration of the most acceptable and moral action of the vehicle. In this paper we explore current research in this domain and work towards enabling ethical solutions. We identify current experimental work (practical studies rather than theoretical studies) on this problem often contains fundamental flaws due to the lack of real-world validity within the studied scenarios. We argue that morality is highly context dependent and that participants need to be more engaged in the choices they are claiming to make. Suggestions for future work include virtual reality or simulation methodologies which promote immersivity to ensure procedural validity whilst retaining safety. We also identify current guidelines contradict public viewpoint and argue public attitude needs to be better understood to give autonomous and automated vehicle manufacturers confidence in their design.

Relevance to human factors

If AVs are going to make their way onto our public roads, they must satisfy the demands, expectations and desires of those interacting with them, using them or sharing space with them (Awad et al. 2018; Lin 2016). Hence, future AVs must be accepted by the public to be successfully integrated into our society. How they behave when they have no choice but to have a collision needs to stand up to any scrutiny posed by members of society. Therefore, this problem is highly human related. A decision that would usually be made by a human in a short span of time is replaced by the AV’s decision-making process, by a directly or indirectly pre-designed decision made over a longer period of time. Thus, public acceptance of this decision is of foremost importance.

ARTICLE HISTORY
Received 28 January 2021
Accepted 3 September 2021

KEYWORDS
Autonomous vehicles; trust and acceptance; moral machine; ethics; unavoidable collisions; safety
Introduction

With the introduction of vehicles with greater levels of automation we could see vast improvements to parts of everyday life. Not having to drive a vehicle could free up vast amounts of time, allowing more productivity (and potentially shorter office hours) (Smyth, Jennings, and Birrell 2020), increased autonomy for those unable to drive through disability or otherwise, and increased safety for road users (Fagnant and Kockelman 2015; Anderson et al. 2014). However to fully realise these benefits, as with any new technology, certain barriers must be overcome. The technology of automated vehicles (AVs) must be accepted by the public if they are to be the consumers of the technology (Adnan et al. 2018; Shariff, Bonnefon, and Rahwan 2017). Improving public perception of AVs can increase the likelihood of acceptance (Haboucha, Ishaq, and Shiftan 2017). However, this concept of acceptance is only really explored in this pre-AV world as until March 2021, when Honda released the Honda Legend as the first Conditionally Automated Vehicle (Honda European Media Newsroom 2021), there were no vehicles with this technology on the roads. The Society of Automotive Engineers (SAE) have provided a very useful classification of the levels of automation within vehicles, with Level 0 denoting ‘no automation’ and Level 5 being ‘full automation’ (SAE 2021). It is Level 4 and 5 that have the potential to bring maximum societal benefits – but these levels are also the most complex considering technological implementation but also public acceptance. At Level 5 the vehicle is in full control of the complete dynamic driving task, including its longitudinal and lateral control and all sensing and perception of the environment. The driver should never be expected to intervene or take control of the vehicle (other than perhaps entering a destination). A Level 4 vehicle boasts similar technological abilities within specified occupational design domains, although the driver can choose to take over control at any point (within as yet undefined transition periods) if they wish. Level 3 vehicles will also be considered as at times the vehicle is entirely functioning without driver engagement under its conditionally automated system. Previous work by Flemisch et al. has highlighted that in vehicles with automation, authority and responsibility with respect to the control of the vehicle is shared and the proportion of which it is shared is determined by the ability of the human driver and vehicle to perform an action in a given state (Flemisch et al. 2012). In this paper, we are considering the situation where a vehicle is unable to transfer control back to the human driver and hence has authority and control over the actions. A vehicle under these circumstances may not have the ability to avoid a collision but does have the ability to choose between actions whilst not necessarily being able to determine the responsibility for consequences of the actions.

Recent research suggests that ‘pre-acceptance’ of such vehicles is already strong, with much of the public excited about the technology (Payre, Birrell, and Parkes 2021). However, we must also consider how to maintain this acceptance when these vehicles are on the road. A common question from the public related to the acceptance of future vehicles with higher levels of automation is often discussed around the vehicles’ actions in case of a collision (Awad et al. 2018; Bonnefon, Shariff, and Rahwan 2016). Unfortunately, AV collisions will happen like the Uber collision in Arizona and these can attract large amounts of media attention, so appropriate actions in these events must be investigated (Levin and Wong 2018; Lee 2019; BBC 2020; Conger 2020; McCausland 2019). Let’s consider a hypothetical (but possible) scenario whereby an AV operating under its automated driving system is...
driving along a single carriageway road in a pedestrianised area when suddenly a human driven vehicle travelling in the opposite direction swerves into the AV’s lane. The AV identifies the upcoming hazard and applies the brakes, but due to the circumstances outside of the vehicles control, a collision is inevitable. What should the vehicle do? It could stay on its current trajectory and collide with the oncoming vehicle. It could swerve into the opposite lane and risk colliding with the adjacent oncoming vehicle. Or it could swerve towards the pavement and risk colliding with a pedestrian (Figure 1).

This example forms a moral dilemma whereby the AV’s automated system is forced to make a decision that will have significant implications no matter the outcome. If the vehicle stays on its current path, the oncoming vehicle that caused the accident bares all responsibility for the collision but the head-on collision could be more severe for the occupant of the AV. Since those buying an AV could well be doing so for safety reasons, this could create a conflict of interest between the consumer desire for safety and the manufacturer’s liability concerns. If the vehicle collides with the pedestrian, the occupant of the AV will be safer, but the pedestrian will be in great danger. Colliding with the other vehicle would perhaps be less dangerous than a head-on collision but means involving a vehicle (and its occupants) in a situation that they had no part in causing. This is just a hypothetical example of a potential unavoidable collision, but already contributing factors start to become apparent. How might this decision change if there were children involved, for example (as occupants of the vehicles or pedestrians)? There are endless hypothetical examples and contributing factors for such a scenario and it is beyond likely that future vehicles will inevitably encounter such issues and have to deal with the consequences.

In order to maintain public acceptance and trust in these future technologies we must consider now, before such an event occurs, what is the ‘right’ thing to do. Even beyond acceptance, technology should be designed to benefit society, and we must consider how
this can be achieved. In this paper, we will discuss the ethics of what a moral action may look like in an unavoidable collision for a vehicle capable of autonomous driving. In the context above, there are multiple possible solutions, and the perceived correct action may differ between individuals. We explore the current literature and demonstrate the complexity of the factors within such a decision-making process – bringing to the forefront some of the most important factors that the public consider in determining the ethical solution. We show an appropriate solution will require the input of many different stakeholders including vehicle manufacturers who will want to understand how to design their vehicles and legislators who will want to ensure that the vehicles act appropriately to benefit society. We show how this solution is context dependent and how appropriate it is may vary with country or culture. However such decisions cannot be made by regulators or vehicle manufacturers alone. Members of the public will want to ensure the vehicles meet their expectations, both as a potential AV owner and as a member of society that shares space with AVs.

**Trolley vs transplant problem**

When discussing what an AV should do when it has no choice but to have a collision, people often consider the famous thought experiment referred to as the ‘Trolley Problem’, devised by Philippa Foot in 1967 (Gorr 1990). This is a hypothetical thought experiment whereby a runaway mining trolley is heading down a track towards five workers who will be killed on impact. However, there is a bystander who can switch the tracks such that the trolley will bypass the five and instead now collide with and kill one worker, saving the original five. According to Gorr (1990), most people in this situation choose to switch the tracks, saving the five at the expense of the one. An alternative ‘problem’ with similar results is that of the hypothetical ‘Transplant Problem’, where a surgeon can save the lives of five patients by performing organ transplants using organs from one healthy living person who would have otherwise lived (Gorr 1990). In this situation, most people say that the surgeon would be immoral to perform the transplants (Gorr 1990) despite the same ‘one life to save five’ theme. If it were to be considered immoral to save five lives in the Transplant Problem but moral in the Trolley Problem, it becomes clear how context is extremely important when considering morality. These problems at their core are equivalent: save five lives at the expense of one and the disparity in solutions is directly transferable to AV ethics. Whilst it is acknowledged that thought experiments such as the Trolley problem and Transplant problem are hypothetical, they are useful for understanding how morality is dependent on context. Here we have two problems which are objectively equivalent but have apparently different most moral actions.

AVs might be faced by a moral decision in rare but not impossible situations where they cannot avoid a collision (Martínez-Díaz and Soriguera 2018; European Commission 2020). Whether the AV should choose who lives in such a situation or not is up for debate but what is clear is that a coherent, morally sound policy is needed for such a situation (Dimitrakopoulos, Uden, and Varlamis 2020). What the Trolley and Transplant problem show is that slight differences in context of the unavoidable collision can cause differences in the perceived most moral action. Hence, a decision may not be able to be based solely on facts such as ‘number of lives saved.’ As is often highlighted, the overall aim is to avoid
these situations entirely, negating the need for this moral problem, perhaps just maintaining lane position and applying maximum deceleration when this is not possible (Burton et al. 2020; Luetge 2017; Lin 2016). However, choosing to just apply the brakes alone is in itself a policy, which therefore needs to stand up to scrutiny to prove its morality. If this policy meant colliding with a child in the middle of the road instead of swerving into wall, would this be considered morally sound? Questions such as these must be answered prior to deployment of vehicles that operate without the intervention of a human driver. If a solution is implemented that is not deemed socially acceptable post-deployment, trust in AVs could be significantly damaged (Dimitrakopoulos, Uden, and Varlamis 2020), not to mention the potential safety implications involved.

**Current ethical guidelines**

While laws and ethics are two different things (Robles Carrillo 2020), discussions around ethics such as this one can be used to inform the introduction of laws and policies (Schiff et al. 2020). Ethics become particularly important where there is little regulation or laws surrounding an area (Robles Carrillo 2020). Carrillo talks of a universal international organisation needed for the establishing of rights and commitments of the use of artificial intelligence (AI) in general (Robles Carrillo 2020) which stands as good evidence to the connected nature of these two areas. In this paper, we wish to demonstrate what is needed before a legal framework for AVs in unavoidable collisions can be developed. Leslie talks of artificial intelligence ethics being related to widely accepted standards of right and wrong (Leslie 2019). However, what is widely accepted as right and wrong is as yet unclear.

In response to this unavoidable collision problem, certain ethical guidelines have been devised to help build a framework for how an AV should react in an unavoidable collision scenario for example a report by the European Commission (European Commission 2020) and the German Ethics Code for Automated and Connected Driving (Luetge 2017). The vehicle must meet the state of the art for safety in collision avoidance and provide measures to prevent unsafe use by the users (European Commission 2020; Luetge 2017). This emphasises the need to reduce the probability of an unavoidable collision occurring, both by improving the ability of the AV to avoid collisions and ensuring that they are used appropriately by the users. When discussing moral dilemmas from unavoidable collisions it is important to remember that the more effective the collision avoidance is, the less important the moral dilemma becomes.

The German Ethics Code for Automated and Connected Driving (2017) recommends that no decision to deliberately choose one life over another should be taken by the programmer (Luetge 2017). Making it clear that no decision should be made to program a vehicle to preference one entity over another, such as choosing to save a child over an adult for example. The European Commission’s Independent expert report recommends that AVs should redress existing inequalities in vulnerable road users to equalise the ‘harm-relative-to-road-exposure’ ratio for road users (European Commission 2020). It is important to ensure that this recommendation is only applied during normal operation and not during the policy in an unavoidable collision. If not, we could arrive at a situation whereby AVs are discriminating road users based on mode of transport. If this was the case, road users may be effectively ‘punished’ for using a safer mode of transport or where vehicles are designed/purchased that are less physically safe so they are effectively safer (Adnan et al.
This consideration is reiterated by a further ethical guideline from the German Ethics code recommending against any decisions being made based upon personal characteristics, emphasising the need to avoid discrimination of any form (Luetge 2017). Further to this, it is recommended that non-involved parties should not be sacrificed in a collision scenario (Luetge 2017). However there is significant ambiguity in the determination of who is ‘involved’. Could a pedestrian on the pavement be involved? Or do they only become involved once the decision to swerve off the road is made? One analysis of the Trolley problem is that the bystander should not switch the tracks, as the one worker only becomes involved in the dilemma once the decision is made to switch (Gorr 1990). By similar logic the vehicle should not be programmed to make a decision in this scenario and should just collide with what is in front of it. However, would this be considered acceptable by the public and would AV customers still wish to buy these vehicles. If this guideline was to be followed, the involved parties would need to be clarified.

Humans are also recommended to be given priority over animals and property in the event of an unavoidable collision (Luetge 2017; European Commission 2020) – this is less ambiguous. However it is noted that caution is needed when considering cultural differences with regards to ‘higher animals’ (Luetge 2017), and further, collision with a large animal such as a moose will cause significantly different safety outcomes than, for example, a rabbit. The European commission report recommend that moral dilemmas should be managed ‘by principles of risk distribution and shared ethical principles’ (European Commission 2020). As the previous example of the trolley ethical principles? If so, what are they? This highlights a clear need to involve the public in the process of defining this to ensure that these shared ethical principles are in fact ‘shared’. The European Commission report states that

the behaviour of a CAV in a dilemma situation is by default acceptable if the CAV has, during the full sequence that led to the crash, complied with all major ethical and legal principles define in this report

(CAV – Connected and Automated Vehicle) (European Commission 2020). However, one of these ethical principles is ‘inclusive deliberation’ (European Commission 2020). This guideline can only be met if an accurate understanding of public viewpoint is obtained, so we must seek to explore this.

**The unavoidable collision problem: public attitude**

To be successfully introduced into the public domain, AVs must meet the expectations of the public (Adnan et al. 2018; Shariff, Bonnefon, and Rahwan 2017). Improving awareness of the benefits of AVs can vastly increase the probability that an individual will choose to purchase one over a traditional (SAE Level 0-1) vehicle (Haboucha, Ishaq, and Shiftan 2017). Without public acceptance, trust and willingness to buy and use, the true potential of AVs is unlikely to be realised. A prevalent study completed at the Massachusetts Institute of Technology (MIT) involved an online serious game which presented pairwise choices to participants, investigating what participants would want an AV to do in various situations (Awad et al. 2018). They collected 39.61 million decisions to pairwise choice scenarios from participants from 233 different countries. Analysis was performed to determine whether there is a preference for swerving or not swerving across scenarios with different variables
including saving passengers or pedestrians, males or females, more lives or fewer lives, humans or pets, young or old, fit or less fit and social status. For pedestrians, it even considered whether they were crossing the road legally (Awad et al. 2018). This was a great example of how to involve the public to understand this idea of ‘shared ethical principals’. However the results highlight a disparity in the range of what people consider to be ethical, with no overwhelming consensus.

Swerve versus don’t swerve

The MIT Moral Machine Experiment found only a minor preference for staying true (Awad et al. 2018) as determined directly from the pairwise choices. Similar studies have shown this to be the case when the collision is due to be with one pedestrian, but have found little support for this being the case when the collision would be with ten pedestrians (Bonnefon, Shariff, and Rahwan 2016). Since the Moral Machine Experiment gives no information of this breakdown, we are unable to determine whether this contextual element trend occurred in their data also.

This swerve or no swerve decision is an important consideration as it takes us back to the issue of ambiguity over who is involved in the collision scenario. A clear preference for swerving to avoid ten pedestrians could indicate that AVs should be programmed to always swerve to avoid greater than a defined number of pedestrians. However, if this means colliding with a pedestrian on the pavement who is considered not to be involved in the scenario, then this would break one of the ethical guidelines (Luetge 2017).

Passengers versus pedestrians

When it comes to the decision of sacrificing a passenger or pedestrian, 76% participants in the study by Bonnefon, Shariff, and Rahwan (2016) expressed preference for sacrificing the passenger when ten pedestrians were involved. However, this reduced to 23% when one pedestrian would be collided with (Bonnefon, Shariff, and Rahwan 2016). The Moral Machine experiment found a minor preference for pedestrians over passengers (Awad et al. 2018). However Pickering, Podsiadly, and Burnham (2019) found that 92.4% of people chose to swerve into a barrier to save one pedestrian and 86.6% when they were told there were two people in the vehicle. The difference in this experiment was that participants were asked how the AV should be programmed, not what they would do, and were not told of the outcome of their decision i.e. death, injury etc. When it was a choice of one passenger or ten pedestrians, 96.3% stated preference for swerving into the barrier. However, these preferences changed when participants were aware of the consequences, participants instead choosing to minimise severity of injury or death regardless of the context (Pickering, Podsiadly, and Burnham 2019) – identifying a disparity in predicted acceptable outcomes compared to ‘retrospective’ acceptable outcomes.

It seems that people want their own vehicle to act to minimise the overall harm to human life, an ethical policy remnant of utilitarianism. This holds true only until the choice is between themselves and a single pedestrian where at that point, they want their AV to protect themselves. This choice is particularly true when the number of occupants in their vehicle increases (Awad et al. 2018; Bonnefon, Shariff, and Rahwan 2016; Morita and Managi 2020;
Dogan, Costantini, and Le Boennec 2020). Some even suggest that regulating AVs to be utilitarian to reduce overall casualties may in fact have the opposite effect if it causes reduced adoption of AVs (Smith 2019). Morita and Managi (2020) note that the credibility of AVs is very important, therefore it may be seen that as credibility of AV collision avoidance increases, the prominence of the desire to self-preserve may decrease. While this may be expected to some, the discussion around the Trolley Problem and Transplant Problem shows how even making choices to limit overall harm in the scenario is still morally questionable, and socially inconclusive. For the Trolley Problem it is seen most people think it is more moral to save the many and in the Transplant problem most think this is less moral (Gorr 1990). Hence, context can be very important in determining the moral action (Rhim, Lee, and Lee 2020). When consequences are given with absolute certainty some of the realism of the context of the scenario is lost (Rhim, Lee, and Lee 2020). Since most of the studies presented here are completed online, the ‘emotional’ element to the situation may also have been lost (Rhim, Lee, and Lee 2020) – the importance of which was highlighted when identifying the disparity between known outcomes and unknown outcomes (e.g., death or serious injury). Therefore, we must consider the reliability in the responses to these scenarios, and we are yet to fully understand what happens when context moves from hypothetical to real-world.

Considering this idea of swerve or no swerve, there seems to be a social trend in these experiments that total collateral damage is the prevalent factor on which the public want decisions to be made. Identifying the sum of this damage as part of this ‘calculation’ however is, as discussed, another problem in itself. One significant part of this is understanding the continuances of an action – as that forms part of the total ‘cost’ of any decision. For example, an avoided fatality has been shown to be valued 3.5 times higher than an avoided serious injury (Carlsson, Daruvala, and Jaldell 2010). To use this information however requires accurate injury assessment by the AV, which presents significant implementation challenges. Should the participant be given the choice between serious injury to the passenger or death of a single pedestrian, their preference may change. However, the decision to perform an action based on known consequences is different to that same decision with uncertainty added. It is important to consider the flaws in using certain outcomes to be able to effectively use the information from participant choices.

**Effect of age**

The previously discussed Moral Machine experiment also looked at the effect of age on preference, finding overall that people favour the young (Awad et al. 2018). Carlsson, Daruvala, and Jaldell (2010) found that avoiding the fatality of a 5-15 year old was seen to be the equivalent of 1.43 35-45 year olds and 3.31 65-75 year olds. This brings up another disparity between ‘shared ethical principals’ and the German ethics code as age would be a discriminatory factor which should not form part of the decision (Luetge 2017; Lin 2016). This is evidence of the potential disadvantage of using public viewpoint as a basis for the unavoidable collision problem. The highlighted preference for the young could be a consequence of natural bias, or procedural bias if age has a factor in willingness to take part in online surveys about AVs. It is important to understand the public viewpoint since the members of the public will be the consumers and users. However, the extent to which it is used in decisions for unavoidable collisions should be appropriately managed to avoid implementing unethical decisions as a result of bias. There is no evidence within the
literature about the extent to which public preference should be prioritised, and instead only contradictions are highlighted in the guidelines around the need to understand shared ethical principles (although limiting the factors that these principals may be based on).

**Other factors**

Other factors introduced earlier in this discussion piece included considerations of humans or pets, gender, social status, fitness or health and legal or illegal crossing of the road (Awad et al. 2018). Firstly, and perhaps unsurprisingly, a strong preference for sacrificing pets over humans was found, showing alignment with the German Ethics Code (Awad et al. 2018; Luetge 2017). More worryingly however, a preference was shown for avoiding those of higher social status over avoiding those of lower social status (Awad et al. 2018). This once again is a preference that could be considered immoral by many outside of this experiment and calculating social status is an ethical dilemma in itself which should not be explored. It was shown that on average, the public have a preference in avoiding women over men, with 15% more choosing to save women, and for avoiding the fit over the unfit (Awad et al. 2018). These results amplify the point made in the subsection ‘Effect of Age’ of the contradiction between apparent public opinion and the Ethical guidelines presented in the section ‘Current Ethical Guidelines’. If discriminatory bias is present in society, unconscious or otherwise, the introduction of AVs should be an opportunity to remove this bias, rather than implement it into machine code and cementing these socially damaging biases (e.g. the value of female life over male). A balance may need to be found between the use of public opinion and the desires of lawmakers and other stakeholders to ensure that solutions are representative. The final factor was that of legal versus illegal crossing of a road by a pedestrian. This has a further cultural context where in the UK, for example an unlawful crossing is more ambiguous, and pedestrians have the right to cross at any part of a road. This compared to the USA where laws are stricter on what is lawful and unlawful crossing. In this USA based study, participants showed greater preference in favour of the lawful (Awad et al. 2018). A similar preference was shown when other road users were acting unlawfully, participants preferring them to take a higher proportion of the negative consequences (Rhim, Lee, and Lee 2020). The use of this, if at all, is perhaps in the domain of legislative bodies who are in charge of defining the laws and the culture in which they sit, rather than those expected to adhere to them.

Different cultures may hold different ethical values and hence what might be considered moral in one culture may not in another (Awad et al. 2018). Rhim, Lee, and Lee (2020) showed differences in the reasoning within dilemma situations between Canadians and South Korean's for example. Awad et al. (2018) witnessed geographical dissimilarities in preference regarding age, social status, humans over pets, lawful versus unlawful road crossing and gender. Preference for the young and higher social status individuals is weaker in countries such as Japan and Indonesia and stronger in South American countries (Awad et al. 2018). An increasingly stronger preference for women and the fit is also witnessed in South American countries (Awad et al. 2018). However, through the use of ethical guidelines to narrow down the possible considerations in an unavoidable collision problem, it may be possible to find ethical principles that are shared by members of the public regardless of geographical location. A visual representation of the weighting applied to various characteristics in public opinion is shown in Figure 2.
Agree to disagree?

The above section shows certain apparent preferences that are held within the public but, as noted in previous subsections, the extent to which they are used for decision making in an unavoidable collision should be scrutinised. The ethical guidelines provide a starting point, providing information on what an AV should not be able to do within an unavoidable collision (Luetge 2017; European Commission 2020). This leaves final considerations of whether to swerve or not swerve, pedestrian versus passenger, number of potential casualties, and the total ‘damage’ caused as the factors by which an AV can implement decisions based upon. It is important to best understand the public viewpoint on these factors alone. Whereas studies such as the Moral Machine Experiment change the characteristics of the actors involved with respect to age, gender etc., future studies may gain more benefit from omitting these factors. Although theoretically interesting, these factors have limited application and would only serve to divide society. While this reduces the complexity of the problem, it may not prevent public outcry through the collision with a child, for example. However, work on these factors will help prevent situations such as the collision with a pedestrian through the reduction of kinetic energy, when swerving into a wall could have avoided this. The public viewpoint on these issues will be essential to ensure the best balance between ethical actions and publicly accepted actions is met, if these do not coincide completely.

What we say versus what we do

We discussed previously the issue that people’s responses in online surveys may not be representative of their true viewpoint as a result of them being too distant or abstracted from the scenario. To study this reliability issue a study by Bostyn, Sevenhant, and Roets (2018) involved the choice between giving an electric shock to one mouse to avoid shocking five mice, which was then conducted in the real-world to compare. It is important to note that no shocks were actually administered, although the participants did not know this.

Figure 2. Visual representation of the weight applied to different characteristics in an unavoidable collision.
ThEORETICAL ISSUES IN ERGONOMICS SCIENCE

This is an adaptation of the 'Trolley Problem' whereby failure to act causes expected electric shocking of five mice but can be prevented by transferring it to one mouse. They found that the participants were twice as likely to refuse to switch the shocks in the hypothetical experiment as in the real-world experiment. A similar study by FeldmanHall et al. (2012) involved participants refusing the gift of money to stop an individual being given an electric shock (shocks were pre-recorded and a video was shown to participants), both in a hypothetical and real-world scenario (FeldmanHall et al. 2012). Participants were asked to make this choice 20 times, where £1 was at stake for each choice, totalling to £20. In the hypothetical scenario only 7% of participants kept a portion of the money, whereas 100% kept a portion of the money in the real case with a mean pay out of £12.52 and SD £5.43. In the real case, participants pressed a button at the end to randomly multiply the remaining money by between 1 and 10. In the hypothetical case, participants were told the remaining money would be multiplied by 10. The results show that self-benefit, in this case a relatively small amount money, can change the intention of participants to limit harm to others (FeldmanHall et al. 2012). These two studies demonstrate how much variance there can be between what we say and what we do and therefore question the reliability of self-report hypothetical solutions.

There have also been studies involving Virtual Reality (VR) which have tested this phenomenon (Francis et al. 2016; Patil et al. 2014). A study involving a footbridge dilemma where a participant can save five workers on a track by pushing an individual off a bridge was completed comparing choices in a hypothetical scenario with actions in VR (Francis et al. 2016). It was found that 10% of participants pushed the individual onto the tracks in the hypothetical scenario but this rose to 63.3% in the VR scenario. A different study using VR compared actions taken to text versions for 4 different types of moral dilemma (Patil et al. 2014). These included sacrificing one individual to save two and the same but saving five. The study showed that 76% chose to save the many in the text version and 95% in the VR version. The authors did note that the results varied based on whether the text choices were completed before or after the VR experience, pointing perhaps to an emotional response affecting the results (Patil et al. 2014). Hence, this backs our claim that adding emotion to the context of an unavoidable collision is important to get a better understanding of public viewpoint. The fact that what people say and what people do in moral dilemmas is not always equivalent shows that this must be taken into account when designing the study. While online studies are useful, it is important to acknowledge their limitations.

Ethical moral theory

Taking a step back from (online) experimental results and looking more theoretically at this problem, this paper has demonstrated throughout that it is not always obvious what the most moral action is in a given situation. As we saw with the Trolley Problem and Transplant Problem, changes in the context of the problem can cause objectively equivalent problems to have supposed alternative moral solutions (Gorr 1990). This demonstrates the complexity of morality. In this section we are going to explore different ethical moral theories. According to Bench-Capon, modern day ethical theories can be divided into three types: consequential ethics, deontological ethics, virtue ethics (Bench-Capon 2020).
**Consequential ethics**

The principle of consequential ethics is that the morality of an action is dependent upon the consequences of the action (Bench-Capon 2020; Dogan, Costantini, and Le Boennec 2020). In this moral theory, the reason for or process of deciding to perform an action has no effect on the morality of said action (Dogan, Costantini, and Le Boennec 2020). Utilitarianism is an example of consequential ethics whereby the action is considered moral as long as the consequence of the action is the minimising of harm to those involved parties (Dogan, Costantini, and Le Boennec 2020; Mordue, Yeung, and Wu 2020). The issue with this theory in the context of AVs is the lack of certainty over the consequences of an action (Bench-Capon 2020). We would need an AV to be able to predict the severity of outcomes in order to make a decision viewed as moral by consequentialism. Without certainty in this prediction, it is very difficult for the system to make moral decisions based on the consequences of actions (Bench-Capon 2020). However, advances in simulation and modelling (both of vehicles/crash structure and humans) may help us better understand such a prediction in the future (Perello-March et al. 2021).

In the case of our unavoidable collision described above, the solution proposed by consequential ethics may be to swerve into the side of the lorry, causing potential death to the occupant and damage to the lorry. However, this action could mean the vehicle collides with the oncoming vehicle anyway. So perhaps the solution proposed would be to collide head on with the oncoming vehicle, potentially killing both occupants. This demonstrates the difficulties of consequential ethics without certainty over the outcomes of decisions.

**Deontological ethics**

Deontological ethics is the theory that the morality of an action is determined by its conformity to a set of rules (Bench-Capon 2020; Dogan, Costantini, and Le Boennec 2020). Hence there must be a set of rules by which the morality of the action can be assessed. These rules will require foresight of all the possible circumstances and analysis of the most moral action in that circumstance in order to create rules by which an AV must follow (Bench-Capon 2020). Since an AV will by default follow these rules, it cannot disobey them based on context of the situation (Bench-Capon 2020). There is potential for disobeying of the rules to be programmed within the AV, and the morality of its decision to do so to be analysed in a court of law (Bench-Capon 2020). This is a useful theory for the implementation of a moral decision-making system, however, this does not help answer the question of what is the most moral action, in a defined context.

For example in a simplified case the rule could require the AV to always swerve off the road at the nearest point. In the context of our unavoidable collision above this would mean that the AV would swerve left and risk colliding with the pedestrian.

**Virtue ethics**

Virtue ethics suggests that good moral actions exhibit virtues and bad moral actions exhibit vices (Bench-Capon 2020; Mordue, Yeung, and Wu 2020). The moral action in a situation is assessed using values and levels of needs where lower level refers to more basic needs (Bench-Capon 2020). Bench-Capon states that to prefer one's higher level
needs, over the lower level needs of another is selfish, the opposite is altruistic and to prefer another’s higher level needs over one’s lower level needs is sacrificial (Bench-Capon 2020). According to Bench-Capon, an ethical AV should be altruistic, may be sacrificial in some contexts and will not be selfish (Bench-Capon 2020). The idea here is that by defining levels of needs and perhaps even values, one can design ethical AVs which can assess morality in a specific context. This is an interesting framework on which to present future ethical decision-based research with the public. Understanding the needs of the involved parties in a particular context still, however, remains important (Bench-Capon 2020). The difference with virtue ethics is since the AV will have performed moral reasoning to make its decision, we can more accurately trace the reasoning for the behaviour (Bench-Capon 2020).

In the case of our unavoidable collision above, we can simplify the situation to 2 values: avoidance of harm and the avoidance of causing death. We also have the need of the occupant to preserve their life and to avoid harm to themselves. We could define the need to avoid personal harm and the value to not cause harm to others as the same level. Similarly for death to oneself or others, with this being a more basic need or value. Then swerving left would not be possible as this would likely cause death to the pedestrian but only harm to the occupant, which would be considered selfish. The other two options are less clear and hence would need prediction. The AV would have to demonstrate its decision-making process based on this definition of values and needs.

Other ethical policies

Other ethical policies mentioned in the related literature include Ethical Egoism (Mordue, Yeung, and Wu 2020). This principle is that actions are taken to maximise the benefit of one’s self, the occupant in the context of an AV (Mordue, Yeung, and Wu 2020). This doesn’t have to be at the detriment of others as it considers future hardship as well as short term gain, such as the effect of risking a pedestrian or the occupant (Mordue, Yeung, and Wu 2020). In the case of AV unavoidable collision's this may not cause immoral actions as those actions which are considered immoral are likely to cause greater psychological harm to the occupant, such as the lasting impact on an individual’s mind from hitting a pedestrian. However, conversely, this could be viewed as a very selfish policy and hence innately immoral due to the policy being self-centred.

For the unavoidable collision problem described above, an AV operating Ethical Egoism would likely swerve left and risk hitting the pedestrian as this would reduce the harm to the occupant. However, psychological consequences may in fact mean that the AV should choose another option such as reducing kinetic energy as much as possible and colliding with the cause of the collision. It is this balance between physical and mental well-being that makes the decision as a result of Ethical Egoism ambiguous.

Discussion of moral theory

These ethical policies all have their advantages and disadvantages when assessed in the context of unavoidable collisions. Consequentialism has the benefit of judging based on the outcome of what would happen but has its disadvantages as these outcomes are not
certain (Dogan, Costantini, and Le Boennec 2020; Bench-Capon 2020). Deontological ethics creates simplicity, as a set of rules are defined and the AV is considered moral provided it has followed these rules (Dogan, Costantini, and Le Boennec 2020; Bench-Capon 2020). However, this requires a completeness to the rules which again is difficult with numerous contexts and uncertain outcomes (Bench-Capon 2020). Virtue ethics implements decisions based on moral reasoning that could provide easier explanation in the event of a collision, but requires a set of socially universal moral values and needs on which to base this reasoning (Bench-Capon 2020; Mordue, Yeung, and Wu 2020). Ethical Egoism supports the public’s apparent desire of self-preservation in their own AV but could be construed selfish or result in a greater number of fatalities (Mordue, Yeung, and Wu 2020).

Conclusion

The aim of this paper is to explore the work completed, both theoretical and ‘experimental’, towards identifying a common consensus on what an AV operating autonomously should do when faced with an unavoidable collision. The goal was not to present an ethical solution to the Trolley Problem which, by its nature, is unsolvable. Instead this paper examines the applicability of this thought experiment to future AV design, and critically analyses current work to identify a few gaps in knowledge for exploration. While the authors acknowledge that the aim is to avoid accidents entirely, it is unrealistically optimistic to assume there will be no collisions at all. Strategies such as reduction of kinetic energy may seem promising on face value but could be considered immoral in some contexts and hence do not offer an obvious solution. One of the first conclusions made in this regard is in evidencing a lack of experimental research through practical studies to be found in the literature. Throughout this paper we have referred to the MIT Moral Machine Experiment due to its size but also largely because there are few similar studies on which to compare. As with the MIT study, much of the research in this area is conducted by way of online surveys or equivalent, which provide a limited utility considering the lack of ‘realism’ which is a key factor for exploring morality. This paper identifies the need to understand the difference (if any) between what people may say they think is an ethical decision, versus what they would actually do when in such a scenario.

Regardless of ethical policy, we identify the need to involve the public to understand how they would want an AV to behave and what they consider to be ethical. Reviews of previous guidelines were identified as inconsiderate of true public opinion and were often contradictory of the public’s views (albeit sometimes in a ‘positive’ way). Contradictions between experimental human factors studies and theoretical guidelines show that while useful, presented ethical guidelines do not provide the complete picture and will likely result in unacceptable outcomes in the public eye – damaging the acceptance of future autonomous technologies. In agreement with this conclusion, the ethical guidelines created by the European Commission talk of ‘shared ethical principles’ and the need for ‘public deliberation’ (European Commission 2020). This public deliberation is necessary to determine what these shared ethical principles are. However, this paper goes further than the European Commission through evidencing the need for participants to feel more attached to the decisions or choices they make regarding ethical dilemmas in unavoidable collisions. Techniques such as the use of driving simulators, for example the 3xD simulator at the University of Warwick, WMG, or virtual reality could be used to increase the reliability and
validity of future research whilst ensuring safety. Only by ensuring that the responses to studies are representative of the views truly held can we understand fully the desires of the public for their future AVs.

Whilst usually a paper should draw conclusions based on its content, the content of this paper shows it is not appropriate for the authors to draw conclusions. Any conclusion the authors could have given that presents a solution to this problem would represent the opinion of the authors based on their own set of moral values – which as this paper has demonstrated may not be shared with others. Only with discussion and deliberation across all the involved stakeholders should a solution be found.
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