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\textbf{ABSTRACT}

Water distribution Networks (WDNs) are one of the most important infrastructures for modern society. Due to accidental or malicious reasons, water contamination incidents have been repeatedly reported all over the world, which not only disrupt the water supply but also endanger public health. To ensure the safety of WDNs, water quality sensors are deployed across the WDNs for real-time contamination detection and source identification. In the literature, various methods have been employed to improve the performance of contamination source identification (CSI) and recent studies show that there is a great potential to tackle the CSI problem by deep learning models. The success of deep learning based CSI methods often requires a large size of training samples being collected. In real-world situations, the number of contamination events occurring in a single WDN is rather small, especially for a newly built WDN. However, the existing CSI methods in the literature mostly focus on the study of training and applying models on the same WDNs and the knowledge of CSI gained from one WDN cannot be reused by a different WDN. To these ends, based on the application of graph convolutional networks, this paper provides a solution for cross-network CSI that can transfer the CSI knowledge learned from one WDN to a different WDN. Empirically, based on a benchmark WDN in the task of contamination source identification, we show that the proposed cross-network CSI method can achieve comparable accuracy even trained on a different WDN.

\section{1. Introduction}

Water distribution networks (WDNs) are one of the most essential infrastructures for modern society. Due to accidental [1] or malicious reasons [28], water contamination incidents have been repeatedly reported all over the world, which not only disrupt the water supply but also endanger the public health. With the development of sensor technologies, water quality sensors are often deployed at the critical points of WDNs to collect real-time data regarding water quality. These data are used not only for water quality monitoring but more importantly for identifying the source of contamination in case of contamination being detected. The problem of contamination source identification (CSI) is difficult due to a number of reasons [19]. First, it is infeasible to do experimental analysis in real-world WDNs. Second, the water quality data are often sparse as the deployment of water quality sensors is limited in WDNs. Third, the dynamics of water demand patterns add uncertainty to the analysis. Fourth, it is important that the contamination source can be identified within a short period of time.

In the literature, simulation tools are often adopted as an alternative to real-world experimental analysis for water pollution analysis [6] and contamination source identification [18]. For example, the hydraulic modelling and simulation tool EPANET [20] developed by the US environmental protection agency has received great popularity for tackling CSI problems. A WDN is modelled by setting up the topology, hydraulic and water quality parameters, which can then be used to run simulations to observe the hydraulic and water quality changes. Combing with such simulation tools, researchers proposed to use evolutionary algorithms (EAs) to explore the contamination configurations by simulating a large number of contamination events and searching for the one that generates the most similar water quality data as to the real contamination event [18, 23, 29]. Though such simulation-optimisation based CSI methods show great potential, they are facing big challenges as they highly rely on the modelling capacity of the simulation tools and they come with a high computational cost due to the optimisation components.

Recently, deep neural networks have been investigated for tackling CSI problems and it is shown that deep neural networks achieved promising performance in identifying the contamination source node [19]. However, both the existing simulation-optimisation and the deep learning based CSI methods focus on the CSI of a single WDN. That is, the knowledge of identifying the contamination source gained from one WDN cannot be reused by a different WDN. Moreover, in real-world situations, the number of contamination events recorded in a single WDN is rather small especially for a newly built WDN. Therefore, for a new WDN or a new area of a large WDN, little contamination information is available for model training.
To these ends, this paper proposed a method called GrassL (Graph Based Cross-Network Learning for Contamination Source Identification). GrassL investigates the application of graph convolutional networks (GCNs) to transfer the CSI knowledge learned from the historical contamination events (water quality sensor data together with the real contamination source node) that occurred in one WDN to a different WDN. The intuition behind such cross-WDN learning methods is that different WDNs or different areas of a big WDN share features from a local perspective. For example, the nodes of different WDNs all have upstream or downstream relations and the flow of the contaminants can be reflected from the changes of the data collected by the water quality sensors deployed over the WDNs. To extract such local features across WDNs, we investigate various deep learning methods to capture both the spatial and the temporal information of WDNs. The spatial information comes from the topology of a WDN while the temporal information comes from the data collected from the water quality sensors. By a set of experiments with a benchmark WDN, we provide an evaluation of the performance of different cross-network CSI methods.

In summary, the contributions of this paper are as follows:

- We propose a GCN based CSI method GrassL that can transfer the CSI knowledge learned from the historical contamination events collected from one WDN to a different WDN.
- We provide an extensive evaluation of GrassL with five baseline methods for the task of cross-network CSI through a set of experiments.
- The evaluation is performed using a benchmark WDN with 1786 nodes. We release the datasets used in this paper as well as the source code of GrassL \footnote{https://github.com/yujue-zhou/Graph_CSI_WDS} to facilitate the reproducibility of our work.

The rest of the paper is organised as follows. Section 2 discusses the related work. Section 3 provides a formalisation of the CSI problem. Section 4 introduces the proposed method GrassL. Section 5 presents the dataset used in this paper. Section 6 illustrates the experiment preparation and the evaluation metrics, and analyses the experiment results. Section 7 discusses the advantages and the limitations of the proposed CSI method. Finally, in Section 8, we conclude the paper with possibilities of future work.

2. Related Work

In the literature, a vast amount of research has been devoted to addressing the CSI problem based on the data collected from the water quality sensors deployed in WDNs. In general, the proposed CSI methods can be grouped in four categories.

The first category of CSI methods regards the CSI problem as an inverse problem which is solved by analysing the inner hydraulic model and water quality model of the WDN directly. For example, Shang et al. proposed a particle backtracking algorithm which aims to describe the relationship between water quality at input and output locations and by the relationship the inverse problem can be solved \cite{21}. Laird et al. presented an origin tracking algorithm for solving the inverse problem of contamination source identification based on a nonlinear programming framework \cite{10}.

The second category of CSI methods is based on probabilistic modelling. For example, Huang and McBean proposed to combine a screening approach and a maximum likelihood method to identify the location and time of a contamination event based on limited sensor data \cite{8}. Perelman and Ostfeld proposed a solution based on topological clustering and Bayesian Networks (BNs) \cite{17}. Wang and Harrison proposed to use Markov Chain Monte Carlo (MCMC) to enable probabilistic inference of contamination events \cite{24}.

The third category of CSI methods adopts a simulation-optimisation approach, which is based on the idea that the accumulated errors between the contamination data observed by the water quality sensors and the contamination data returned by the simulation should be minimum if the simulated contamination event is the same as the real one. A common approach is combining the simulation tool EPANET with variants of EAs. For example, Preis and Ostfeld integrated a genetic algorithm (GA) with EPANET, in which GA provides heuristic information for searching while EPANET is used to evaluate the fitness of a candidate solution as to the real event \cite{18}. Praveen et al. conducted experiments to show the effectiveness of simulation-optimisation methods by taking dynamic water demand into account \cite{23}. Liu et al. developed an EA based adaptive dynamic optimisation procedure that uses multiple population-based search to provide a real-time response to contamination events \cite{14}. Yan et al. investigated different optimization algorithms for CSI such as cultural algorithms \cite{30} and variants of genetic algorithms \cite{31, 32, 29}.

The fourth category of CSI methods is motivated by the recent success of deep learning methods in domains such as computer vision and audio processing. For example, Qian et al. proposed a deep learning guided evolutionary algorithm for CSI, in which a convolutional neural network (CNN) and a recurrent neural network (RNN) is trained for identifying the contamination source node \cite{19}. Sun et al. proposed to use CNN to capture the user complaint patterns corresponding to different contamination intrusion nodes and improve the performance of CSI based on consumer complaint information \cite{22}.

Though the CSI methods mentioned above provided solutions to the CSI problem from different perspectives, they mostly focus on the CSI of a single WDN. That is, the knowledge of identifying the source of the contamination events gained from the study of one WDN cannot be reused by a different WDN. Such limitation prohibits the application of data-driven CSI methods in real-world situations as the number of contamination events occurred in a single WDN is often rather small especially for a newly built WDN.
To the best of our knowledge, there is no prior research that has investigated the application of Graph Convolutional Networks to transfer the CSI knowledge learned from the contamination events (water quality sensor data together with the real contamination source node) collected from one WDN to a different WDN.

Another line of related work focuses on the transfer of temporal and spatial knowledge in various prediction tasks. For example, with an aim of air quality prediction, Wei et al. leverages sparse coding and graph clustering to transfer the knowledge from a city with enough data and labels to the city where services and infrastructures are just established [27]. For the purpose of cross-city crowd flow prediction, Wang et al. used auxiliary data to obtain regional similarity between cities, and by building a deep neural network with convolutional LSTM layers to capture both spatial and temporal dependencies within the data [25]. Yao et al. proposed a meta-learning method for spatial-temporal prediction, in which CNN and LSTM are combined to capture the spatial dependencies and temporal correlation [33]. Mallick et al. used Diffusion Convolutional Recurrent Neural Network (DCRNN) to achieve cross-regions traffic prediction [15]. The success of these works show great potential of using deep neural networks to capture the temporal and spatial features for transfer learning, especially the recently developed graph convolution networks. With a similar requirement of transfer learning, this paper carries out an extensive study of the application of variants of graph based neural network models for the task of cross-network CSI, which has not been investigated before in the literature.

From a safety perspective, there is a body of relevant research that focuses on fault detection and diagnosis for pipeline networks. Pipeline faults like leakage, blockage and contamination not only bring financial losses but more seriously may lead to safety hazards. The accurate detection of the size and location of such faults is essential for the smooth operation of industries and environmental safety [5]. For example, to identify the leakage location and size in hydrocarbon transporting pipelines, Zadkarami et al. [34] proposed to use statistical techniques and wavelet-based approaches to extract features from the inlet pressure and outlet flow signals, which are then individually fed into two multi-layer perceptron neural network classifiers to determine the leakage state. Moreover, the Dempster-Shafer technique is applied to integrate the outputs of the two classifiers. For leakage recognition in a gas pipeline valve, Li et al. proposed to use the acoustic signal obtained from an acoustic emission sensor as the feature source, and then apply kernel principal component analysis to reduce the dimensionality of the features and support vector machine to recognize the leakage level [12]. Also for gas pipelines, Wang et al. proposed a Bayesian network-based method for analysing the failure probability of urban buried gas pipelines [26]. To localise leakage in assembled pressurized liquid pipelines, Chen et al. proposed a modified method for calculating negative pressure wave propagation velocity considering the influence of rubber washers [3]. To detect quality faults in water distribution systems, Perelman et al. proposed a framework that combines an artificial neural network model for temporary analysis of multivariate water quality time series with Bayesian sequential analysis for estimating the probability of an event [16]. Based on various statistical and machine learning methods, these studies provide different solutions for detecting and diagnosing faults that may occur in pipeline networks such as gas pipelines and water distribution networks. Similarly, in this paper, we are aiming at providing an approach for diagnosing the quality faults in water distribution networks, i.e., identifying the contamination source when a contamination event occurs, which is essential for environmental protection as well as for the process safety of the water treatment plants. In particular, we are interested in the task of cross-network contamination source identification and the proposed method may be adapted to fault diagnosis in other types of pipeline networks.

3. Problem Statement

Given a WDN $\mathcal{W}$ with a set of historical contamination events (pairs of sensor data and the corresponding contamination source node), we regard $\mathcal{W}$ as the source domain. Let $G(V,A)$ represents the network topology (nodal connectivity) corresponding to $\mathcal{W}$, in which $V$ indicates the nodes in $\mathcal{W}$, $N = |V|$ indicates the number of the nodes and $A$ is the adjacency matrix representing the nodal connectivity, i.e., whether pairs of nodes are adjacent or not in $\mathcal{W}$. Assuming there are $B$ historical contamination events, $X = \{X_1, X_2, \ldots, X_B\}$ represents the sensor data of the $B$ contamination events, and their corresponding contamination source nodes are indicated as $y = \{y_1, y_2, \ldots, y_B\}$. For each contamination event, $X_i = \{x_{i,1}, x_{i,2}, \ldots, x_{i,T}\} \in M \times T, 1 \leq i \leq B$, where $M$ indicates the number of sensors deployed in $\mathcal{W}$ and $T$ indicates the number of time steps the sensor data are collected.

Suppose there is another WDN $\mathcal{W}'$ for which no historical contamination event is available. We regard $\mathcal{W}'$ as the target domain. Let $G'(V',\bar{A})$ represent the network topology of $\mathcal{W}'$. Similarly, $V'$ represents the nodes and $\bar{A}$ is the adjacency matrix of $\mathcal{W}$. Assuming the set of contamination events for which the contamination source needs to be identified is represented as $\bar{B}$, the corresponding sensor data is $\bar{X} = \{\bar{X}_1, \bar{X}_2, \ldots, \bar{X}_{\bar{B}}\}$, and the corresponding contamination source node is $\bar{y} = \{\bar{y}_1, \bar{y}_2, \ldots, \bar{y}_{\bar{B}}\}$. For each contamination event there is $\bar{X}_i = \{\bar{x}_{i,1}, \bar{x}_{i,2}, \ldots, \bar{x}_{i,T}\} \in \bar{M} \times T, 1 \leq i \leq \bar{B}$, where $\bar{M}$ indicates the number of sensors deployed in $\mathcal{W}'$ and $T$ indicates the number of time steps the sensor data are collected.

The purpose of this research is to use the historical contamination event data (pairs of $X$ and $y$) and the topological information ($A$) from the source domain to train a model $h$ so that the model can accurately identify the source of a contamination event occurred in the target domain. That is, we want to minimize the following objective function:

$$
\sum_{i \leq i \leq \bar{B}} \mathcal{L}(h(\bar{X}_i; \bar{\Lambda}), \bar{y}_i)
$$
where \( h(\tilde{X}_i; \tilde{A}) \) is the predicted contamination source node, \( \tilde{y}_i \) is the ground truth, and \( L \) indicates the cross entropy loss.

4. Proposed Method

In this section, we describe the proposed method GrassL for contamination source identification across water distribution networks. The framework of GrassL is shown in Figure 1, consisting of two steps. The first step is called Graph Segmentation, which splits a large WDN into sub-networks according to the occurrences of contamination events and their scopes of influence with respect to the network topology of the WDN. The second step is called Cross-Graph Learning, which aims at training a GCN based CSI model to transfer the CSI knowledge learned from the source domain to the target domain.

4.1. Graph Segmentation

In the task of cross-network CSI, the WDN of the source domain and that of the target domain may differ in terms of the size (number of nodes and pipes) and the network topology (nodal connectivity). This means that the CSI model trained directly on the entire WDN of the source domain cannot be transferred to the target domain. In order to achieve cross-network CSI, we train a model to capture the local features of the WDN from the source domain and expect that the network in the target domain share features from a local perspective. Specifically, we will use a variety of sub-networks extracted from the WDN and the sensor data contained in those sub-networks to train a CSI model so that the model can capture the temporal features from the sensor data together with the spatial features from the topology of the sub-networks. In this way, the trained CSI model can be used to identify the source of the contamination events in a new WDN.

To obtain the temporal and spatial features of the sub-networks, we carry out graph segmentation on both WDNs from the source and the target domains, respectively indicated as \( \mathcal{W} \) and \( \tilde{\mathcal{W}} \). For each contamination event occurred in \( \mathcal{W} \), we extract a sub-network \( \mathcal{W}_s \) and make sure the contamination source node presents in the sub-network. We then randomly select \( M_s \) nodes from \( \mathcal{W}_s \) as the sensor nodes. Specifically, for the \( i \)th contamination event that occurred in \( \mathcal{W}_s \) the extraction of a sub-network \( \mathcal{W}_s \) starts from the contamination source node \( y_i \) based on the network topology of \( \mathcal{W}_s \), i.e. \( G(V_s, A_s) \). The breadth-first search is used to find the connected nodes with a probability \( p \) to keep the nodes. As a result, a sub-network \( G(V_s, A_s) \) is obtained, where \( V_s \subseteq V \) represents the nodes in the sub-network and \( A_s = A(V_s; V_s) \) indicates the corresponding sub-adjacency matrix. The sensor data \( X_s \) of \( \mathcal{W}_s \) is obtained from \( X \) of \( \mathcal{W}_s \) and the sub-matrix \( X_s = X(U_{s,:}) \in M_s \times T \) where \( U_{s,:} \subseteq V_s \) is the set of sensor nodes in \( \mathcal{W}_s \), \( M_s = |U_{s,:}| \) is the number of sensors in the sub-network, \( T \) indicates the number of time steps the sensor data are collected. Similarly, for each contamination event in \( \tilde{\mathcal{W}} \), we also use graph segmentation to extract the corresponding local topological information \( G(\tilde{V}_s, \tilde{A}_s) \) and local sensor information \( \tilde{X}_s \in M_s \times T \).

In addition, to facilitate the CSI model training, padding operations are performed on the local adjacency matrix and local sensor data such that the shapes of the inputs are the same. Specifically, for all the sub-networks extracted from \( \mathcal{W} \) and \( \tilde{\mathcal{W}} \), we first find the largest sub-network and represent the number of nodes it contains as \( \mathcal{N} \). In this paper \( \mathcal{N} \) is 100, which will be illustrated in Section 5. Then, for the rest of the sub-networks, we pad rows and columns filling with zeros to their adjacency matrix such that the shape of their adjacency matrix becomes \( \mathcal{N} \times \mathcal{N} \). As a result, for all the sub-networks of \( \mathcal{W} \) and \( \tilde{\mathcal{W}} \), we obtain an extended adjacency matrix represented as \( A_s, \tilde{A}_s \in \mathcal{N} \times \mathcal{N} \). For the padding of the local sensor data, \( \mathcal{N} \) is used as the size of the first dimension (number of rows) while the number of time steps \( T \) is used as the size of the second dimension (number of columns). The rows corresponding to the non-sensor nodes are filled with zeros. As such, the resulting matrix contains both the data collected from the sensor nodes and the zeros padded for the non-sensor nodes, which will be called contamination matrix in this paper to differentiate it from the matrix that

![Figure 1: The framework of the Proposed Method GrassL](image-url)
only consists of the sensor data. The local contamination matrix of a sub-network from $\mathcal{W}$ and $\tilde{\mathcal{W}}$ are indicated as $\mathcal{X}_s, \tilde{\mathcal{X}}_s \in \mathcal{N} \times T$.

### 4.2. Cross-Graph Learning

After extracting the local information with graph segmentation, we obtain the adjacency matrix $\mathcal{A}_s$ and the contamination matrix $\mathcal{X}_s$ of the source domain, and the corresponding adjacency matrix $\tilde{\mathcal{A}}_s$ and the contamination matrix $\tilde{\mathcal{X}}_s$ of the target domain. To capture the spatial-temporal feature embedded in $\mathcal{X}_s (\text{or } \tilde{\mathcal{X}}_s)$ and $\mathcal{X}_s (\text{or } \tilde{\mathcal{X}}_s)$ for cross-network learning, we adopt a combination of Convolutional Neural Network (CNN) [11] with Diffusion Convolutional Neural Network (DCNN) [2], indicated as C-DCNN, in which CNN is used to model the temporal dynamics in the contamination matrix while DCNN is used to model the spatial features encoded by the adjacency matrix.

The model structure of C-DCNN is shown in Figure 2. C-DCNN first applies a three-layer CNN, with the contamination matrix $\mathcal{X}_s$ (or $\tilde{\mathcal{X}}_s$) as the input. The shape of $\mathcal{X}_s$ (or $\tilde{\mathcal{X}}_s$) is $\mathcal{N} \times T \times 1$, where $\mathcal{N}$ is the number of nodes in the sub-networks, $T$ is the number of time steps the sensor data are collected. The filter sizes of the three CNN layers are $1 \times 3, 1 \times 3, 1 \times 1$. The number of filters are respectively $4, 16$ and $1$. Accordingly, convolution operations are only applied to the time dimension of the contamination matrix for each node. In this way, the temporal features of each node can be extracted while the relations between the nodes are maintained.

Thereafter, the outputs from the CNN model together with the adjacency matrix $\mathcal{A}_s$ (or $\tilde{\mathcal{A}}_s$) are fed into a two-layer DCNN to extract the spatial features of a network.

DCNN is a variant of spatial graph convolution networks. The main idea of DCNN is to use the operation of diffusion convolution to measure the probability of information spreading between any two nodes in a network through different paths. The formal definition of the DCNN layer is as follows:

$$ Z = f \left( W^e \odot Q^s U \right) $$

where $U$ represents the input of the DCNN layer; $Q^s$ is the power series of $Q$, and $Q$ is the degree-normalized transition matrix of the adjacency matrix $\mathcal{A}_s$ (or $\tilde{\mathcal{A}}_s$); $W^e$ are the parameters; the $\odot$ operator represents element-wise multiplication; $f$ represents a nonlinear activation function, and $Z$ is the output of the DCNN layer.

In this paper, we apply two layers of DCNN in which three hops of graph diffusion is performed over $U$, i.e., the power series $Q^s=\left[Q, Q^2, Q^3\right]^T$. As such, the probability of information spreading between the neighbouring nodes within three hops are considered. As for $f$, the nonlinear activation function ReLu is used in this paper.

Finally, a fully connected (FC) layer followed by Softmax is used to obtain the outputs of the C-DCNN model, i.e., the probability of each node in $\mathcal{W}_s$ or $\tilde{\mathcal{W}}_s$ being the contamination source node. The node with the highest probability will be output as the final prediction.

### 5. Dataset

Following the literature [19, 29, 18], we use the simulation tool EPANET for data generation to evaluate the proposed CSI method. EPANET is a hydraulic modeling and simulation tool developed by the US environmental protection agency. It models a WDN by setting the topology, hydraulic and water quality parameters, which can then be used to run simulations to observe changes in hydraulics and water quality. In this paper, we adopt the benchmark Wolf-Cordera model [13], indicated by WDN$_{wc}$, as a basis for data generation. WDN$_{wc}$ is a large-scale WDN which comprises of 1786 nodes and 1985 pipes together with a water hydraulic model and a water quality model. To get a source domain WDN and a target domain WDN, we divide
WDN$_{uc}$ into two parts, as shown in Figure 3. The part on the left consisting of 1494 nodes is used as the WDN of the source domain while the smaller part on the right consisting of 292 nodes is used as the WDN of the target domain. The source domain here can be considered as the old town of a big city while the target domain here can be considered as a newly developed area in this city.

![Figure 3: Water distribution networks of source and target domain](image)

Based on EPANET, we simulate a number of contamination events that may occur in WDN$_{uc}$. For each contamination event, we use the default water demand pattern of WDN$_{uc}$ to run a simulation over 24 hours and record the contamination concentration of all the nodes every 5 minutes. The contamination source node, concentration, starting time and duration are randomly set for each contamination event. To reflect the fact that the demand pattern of each node in a WDN may change over time, we add a Gaussian noise to the nodal demands. Moreover, to reflect the uncertainty caused by the fact that the sensor measurements may not be accurate, we add a random noise to the nodal concentration. The details of the parameter settings are shown in Table 1. In this way, we generated 10,000 contamination events with WDN$_{uc}$.

Next, we split the 10,000 contamination events into a training set and a test set according to the division of the source domain and the target domain. The contaminated source node, concentration, starting time and duration are randomly set for each contamination event. To reflect the fact that the demand pattern of each node in a WDN may change over time, we add a Gaussian noise to the nodal demands. Moreover, to reflect the uncertainty caused by the fact that the sensor measurements may not be accurate, we add a random noise to the nodal concentration. The details of the parameter settings are shown in Table 1. In this way, we generated 10,000 contamination events with WDN$_{uc}$.

Table 1

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contamination source</td>
<td>0 ∼ 1785</td>
<td>Integer</td>
</tr>
<tr>
<td>Contamination concentration</td>
<td>5 ∼ 300</td>
<td>Integer</td>
</tr>
<tr>
<td>Starting time ($t_0$)</td>
<td>0 ∼ 23</td>
<td>Integer</td>
</tr>
<tr>
<td>Duration time</td>
<td>1 ∼ (23 − $t_0$)</td>
<td>Integer</td>
</tr>
<tr>
<td>Nodal demand noise</td>
<td>$\text{max}(0, X(1, 0.25))$</td>
<td>Float</td>
</tr>
<tr>
<td>Nodal concentration noise</td>
<td>$\sigma^2(1 − 0.05, 1 + 0.05)$</td>
<td>Float</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Time</th>
<th>$\mathcal{N} = 12$ (30 minutes)</th>
<th>$\mathcal{N} = 6$ (15 minutes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor Node Number</td>
<td>$M_s = 6$</td>
<td>$M_s = 4$</td>
</tr>
<tr>
<td>Training data size</td>
<td>6539</td>
<td>5192</td>
</tr>
<tr>
<td>Test data size</td>
<td>1185</td>
<td>895</td>
</tr>
</tbody>
</table>

100 nodes. In this case, the size of the largest sub-network $\mathcal{N}$ is 100. Then we randomly select $M_s$ nodes in the sub-network as the sensor nodes. Taking the time when the contamination is first detected in any of the $M_s$ sensor nodes as the starting time, we keep a sequence of sensor data for $T$ time steps. If none of the above conditions is met, e.g., none of the sensor nodes detect any contamination, this event is discarded. Finally, padding operations are applied to the adjacency matrix and sensor data of the sub-networks for each simulated contamination event, as described in Section 4.1. As a result, we obtain an extended adjacency matrix with a size of 100 × 100, and a contamination matrix with a size of 100 × $T$. In this way, the training samples are generated. Similarly, when the contamination source node is in the target domain, the same procedures are used to generate the test samples.

For the evaluation of our proposed CSI method, different values of $T$ and $M_s, M_t$ are used. Following [19], we experimented with $T = 12$ (30 minutes) and $T = 6$ (15 minutes), $M_s,M_t = 6$ and $M_s,M_t = 4$. As a result, we obtain four datasets under different sensor nodes selections and time limits, as shown in Table 2.

6. Experiments

As described in Section 5, the contamination events from WDN$_{uc}$ are divided into a training set and a test set according to the division of the source domain and the target domain. We compare the performance of the proposed CSI method GrassL with five baseline methods on the test set in terms of the top $K$ accuracy, indicated as $\text{Acc}_K$. The top $K$ here represents the most suspicious $K$ nodes predicted by a CSI model, i.e., these $K$ nodes are considered by the CSI model to have the highest probability of being the source node. In this paper, we experimented with a set of values for $K$ including 1, 5, and 10, and the corresponding accuracy is indicated as $\text{Acc}_1$, $\text{Acc}_5$ and $\text{Acc}_{10}$.

6.1. Baseline Methods

The existing CSI methods mostly focus on the study of a single WDN. To the best of our knowledge, there is no previous work that studied how to transfer the CSI knowledge learned from one WDN to a different WDN, i.e. cross-network CSI. Therefore, instead of directly comparing with an existing CSI method, we investigate the performance of different deep learning methods that could be used to capture both temporal and spatial dynamics. The baseline CSI methods used in this paper are as follows:

First Author et al.: Preprint submitted to Elsevier
C-DCNN uses in GrassL adopt variants of graph-based convolutional neural networks, while the other baseline methods encode the topological information of WDNs through fully connected DNNs. Among them, CNN_DNN and LSTM_DNN (DCNN) and spectral graph convolutional networks (s-GCN), neural networks, i.e., spatial graph convolutional networks.

4. Experimental Results and Analysis

Table 3 shows the performance of C-DCNN (the model used for the cross-graph learning module in GrassL) and the baseline methods under different parameter settings. It can be seen that under all the parameter settings, C-DCNN achieves the best performance with respect to the three evaluation metrics Acc1, Acc5, and Acc10. The accuracy of C-DCNN increases 7.39% on average compared to the second best CSI method DCNN_CNN.

Specifically, compared with CNN+DNN, C-DCNN obtains an overall improvement of 17.78% for Acc1, 34.04% for Acc5, and 37.40% for Acc10. The superiority of C-DCNN over CNN+DNN shows the importance of using graph-based convolutional networks to capture spatial information. Similarly, C-DCNN has a significant performance improvement compared to LSTM_DCNN, with an increase of 29.58% for Acc1, 40.85% for Acc5, and 41.32% for Acc10.

In addition, the superiority of C-DCNN over LSTM_DCNN shows that the use of the CNN-based model to extract the temporal information of the contamination matrix is more effective than the use of the RNN-based model. An explanation is that CNN uses a moving filter in the time dimension and the importance of each time point is the same when fusing the temporal features, while the RNN-based model pays more attention to the most recent time points. For the task of CSI, contamination information from different time steps has the same importance along the time dimension. Compared with LSTM_DCNN, C_DCNN has an increase of 29.87% for Acc1, an increase of 42.87% for Acc5, and an increase of 44.23% for Acc10. Similarly, CNN_DNN outperforms LSTM_DCNN, which confirms that the CNN-based model is more capable of extracting the temporal information than the RNN-based model for the CSI task.

Compared with DCNN_CNN, C-DCNN obtains an overall improvement of 7.56% for Acc1, 6.18% for Acc5, and 8.43% for Acc10. DCNN_CNN changes the order of applying CNN and DCNN in C-DCNN. The reason why C-DCNN achieves higher accuracy is that if DCNN is used first, the sequential contamination information for each node will be mixed in the output of DCNN, making it difficult for CNN to capture useful temporal features. However, if CNN is used first, it will only apply convolution operations along the time dimension. Therefore, the relations between the nodes are maintained such that DCNN could still capture the spatial features among the nodes from the outputs of CNN.

Finally, compared with CNN_GCN model, C-DCNN has an increase of 19.31% for Acc1, an increase of 22.67% for Acc5, and an increase of 22.88% for Acc10. The superiority of C-DCNN shows that the spatial based GCN may be more suitable for the task of cross-network CSI than the spectral based GCN. The main reason is that DCNN is based on the idea of diffusion, which can integrate multi-level connection relationships in a single-layer DCNN. That is, in addition to Adam is used as the optimiser to train the models of both GrassL and the baseline methods with a learning rate of 0.01.
CSI results on different methods

<table>
<thead>
<tr>
<th>Methods</th>
<th>Acc₀</th>
<th>Acc₁</th>
<th>Acc₂</th>
<th>Acc₃</th>
<th>Acc₄</th>
<th>Acc₅</th>
<th>Acc₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-DCNN (GrassL)</td>
<td>43.46%</td>
<td>36.43%</td>
<td>42.52%</td>
<td>37.08%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM_DNN</td>
<td>32.91%</td>
<td>27.71%</td>
<td>33.15%</td>
<td>29.31%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSTM_DCNN</td>
<td>33.08%</td>
<td>28.16%</td>
<td>32.50%</td>
<td>28.99%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCNN_CNN</td>
<td>39.16%</td>
<td>33.74%</td>
<td>40.26%</td>
<td>35.08%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN_s-GCN</td>
<td>36.46%</td>
<td>29.83%</td>
<td>35.49%</td>
<td>31.93%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

8. Conclusion

In this paper, we propose GrassL, a graph convolutional network based method for the task of cross-network CSI, which is able to transfer the CSI knowledge learned from one WDN to a different WDN. In particular, GrassL provides a framework for extracting local contamination and topological information from a large WDN and using such information to train a model for identifying the contamination source node. Moreover, we adopt the state-of-the-art graph convolutional network model DCNN to capture the spatial features of the local topological information encoded by the adjacency matrix of WDNs. By carrying out a set of experiments with a benchmark WDN, we show the superiority of GrassL.

For future work, we will extend GrassL from two aspects. The first extension is on the amount of information encoded by the adjacency matrix. In this research, we only use the adjacency matrix to encode whether two nodes in a WDN are connected or not. Although graph convolutional networks such as DCNN or GCN could apply operations to extract deeper connections from the adjacency matrix, the current adjacency matrix is insufficient for expressing the complexity of a WDN. In future work, we will consider to encode geometric information such the length and diameter of the water pipelines. This may help graph convolutional networks to obtain finer-grained spatial information and provide more accurate predictions. The second extension is on the data values filled in the contamination matrix for the non-sensor nodes. In this research, to simplify the procedure of model training, the contamination data of the non-sensor nodes are all filled with zeros. Such operations may bring misleading information, as when there is no contamination detected the data values of the sensor nodes are also zeros. To alleviate the influence of this problem, we will investigate more effective ways of processing the non-sensor nodes.
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