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Abstract—Identification of transmit-antenna number is of importance in cognitive Internet of Things with multiple-input multiple-output (MIMO). Previous studies on transmit-antenna number detection only consider Gaussian noise and ignore impulsive interference. In the practical wireless communication, impulsive interference may exist due to low-frequency atmospheric noise, multiple access and electromagnetic disturbance. Such interference can usually be modeled as symmetric alpha stable ($S\alpha S$), which cause the performance degradation of conventional algorithms based on Gaussian model. In this paper, we present a novel scheme to detect the transmit-antenna number for MIMO systems in cognitive Internet of Things, assuming that signals are corrupted by both $S\alpha S$ interference and Gaussian noise. We first introduce a new approach to characterize the generalized correlation matrix, and provide its bound with $S\alpha S$ interference. Then, the discriminating feature vector is constructed by utilizing the higher-order moments (HOM) of eigenvalues of the generalized correlation matrix. Finally, an advanced clustering algorithm is employed to detect the transmit-antenna number, using the cluster where the minimum eigenvalue is located. The proposed algorithm avoids the need for a priori information about the transmitted signals, such as coding mode, modulation type and pilot patterns. Simulation experiments demonstrate the feasibility of the proposed transmit-antenna number detection scheme in MIMO systems with Gaussian noise and $S\alpha S$ interference.

Index Terms—Alpha-stable interference, cognitive radio, Internet of Things, number of transmit antennas, parameter identification.

I. INTRODUCTION

THE INTERNET of Things (IoT) has recently attracted much attention due to its wide range of applications, such as environmental, industrial, biomedical sensing and monitoring [1], [2]. Meanwhile, cognitive IoT (CIoT) becomes important by equipping the IoT network with cognition. CIoT enables IoT devices to learn and make intelligent decisions by sensing the physical and social environments [3], [4]. To achieve intelligent transmission, identification of signal parameters is a key requirement, such as detection of transmit-antenna number and classification of space-time code [5], [6]. In particular, antenna enumeration is an important task for CIoT, which helps to improve the coexistence of the primary users (PUs) and secondary users (SUs). In other words, the knowledge about the transmit-antenna number for PUs enables SUs to modify the transmit power and beamforming to achieve coexistence between PUs and SUs [7], [8]. Moreover, detection of the transmit-antenna number plays an important role in antenna selection techniques, which avoid overhead and transmission delay caused by additional signaling [8]. Thus, the identification of transmit-antenna number should be carefully considered in CIoT.

Several schemes for detecting problem of the transmit-antenna number have been presented in the literature. Previous works can be roughly divided into two categories: information-theoretic (ITC) and hypothesis testing based (HT) approaches. The ITC approaches detect the number of transmit antennas by determining the rank of the covariance matrix (CM) of the received signals. The HT approaches make a decision based on multiple hypothesis testing, which exploit the distribution of the eigenvalues of the covariance matrix to design a test statistic and threshold. For example, the ITC, including Akaike information criterion (AIC) and minimum description length (MDL) criterion, were applied to detect the transmit-antenna number in [9], [10]. It does not need to track the eigenvalues of the sample CM, and thus avoid high computational complexity. Moreover, the performance of the adaptive estimator was dependent on the receive-antenna number of MIMO systems. K. Hassan, et al. [11] investigated the problem of identification of transmit-antenna numbers for spatially-correlated MIMO and proposed two algorithms based on objective information theoretic criteria. These two algorithms are robust to the spatial correlation of the channel, but their performance is vulnerable to timing and frequency offsets.

In HT algorithm, the basic idea is to obtain the dimension of noise eigenvalue of the sample CM. Oularbi et al. proposed a multiple-hypothesis testing scheme to identify the number of transmit antennas of the base station [12]. This scheme exploited the orthogonality of pilot pattern for different transmit...
antennas as a discriminating features to detect the transmit-antenna number. Mohammadkarimi et al. in [13] developed a multiple hypothesis testing-based algorithm that exploited the higher order statistics of the signal and the characteristic of time-varying channel in MISO system. In [14], Li et al. presented two detection algorithms, one relies on the ratio of the maximum eigenvalue to the sum of eigenvalues; the other is based on the distribution properties of the second-order moment (SOM) of the Wishart matrix. Li et al. [15] developed a new HT-based estimator, using the statistical properties of HOM of the sample CM eigenvalues, to detect the transmit-antenna number for MIMO systems. In addition, the problem of detecting the transmit-antenna number was addressed for the MIMO orthogonal frequency division multiplexing by extending the ITC and HT approaches [16], [17].

Previous works on antenna enumeration have assumed that the noise is Gaussian. However, a wide variety of man-made and physical interference exhibit impulsive behavior in practice. Examples include the multiple access/co-channel interference, atmospheric interference or shallow underwater interference [18], [19]. For impulsive interference, the family of alpha-stable distributions has provided an accurate model of the boundedness and particular structure of the generalized correlation matrix and clustering algorithm. This is the first time that the proposed scheme shows the superiority over the existing algorithms when both Gaussian noise and $S\alpha S$ interference are present. Furthermore, the proposed scheme does not require prior knowledge about the pilot patterns and preamble sequence.

The remainder of the paper is structured as follows. In Section II, the system model and relevant works are presented. The generalized correlation matrix is introduced in Sections III. The proposed detection scheme is reported in Sections IV. Simulation results are discussed in Section V, and some conclusions are drawn in Section VI.

II. SYSTEM MODEL AND PRELIMINARIES

A. System Model

Consider a typical CIoT system where the SU needs to detect the number of PU transmit antennas. A typical scenario is illustrated in Fig. 1. In CIoT, we assume a MIMO communication system employing $M_t$ transmit antennas and $M_r$ receive antennas ($M_r < M_t$). This configuration corresponds to an IoT device with multiple antennas. The SU has no prior information about the transmit-antenna number of PU. The modulated symbols are come from the $M$-point constellation $M$, e.g., $M=4$ for $M=4$-PSK, $M=8$ for $M=8$-PSK, $M=16$ for $M=16$-QAM and $M=64$ for $M=64$-QAM. This paper assumed the flat-fading MIMO channel characterized by an $M_r \times M_t$ matrix of Rayleigh fading coefficients. Under these assumptions, the received signal at the $m$-th antenna of SU can be described as

$$r_m(n) = \tilde{s}_m(n) + I_m(n) + w_m(n)$$

where $\tilde{s}_m(n)$ is the transmitted samples at the $q$-th transmit antenna of PU, $I_m(n)$ is the impulsive interference at the $m$-th receive antenna, $w_m(n)$ is the Gaussian noise at the $m$-th receive antenna and $h_{mq}$ represents the Rayleigh fading channel coefficient between the $q$-th transmit antenna and $m$-th
receive antenna. The \( M_r \times 1 \) observation vector at the receiver, i.e., \( \mathbf{r} (n) = [r_1 (n), ..., r_{M_r} (n)]^T \), is expressed as

\[
\mathbf{r} (n) = \mathbf{Hs}(n) + \mathbf{I}(n) + \mathbf{w}(n),
\]

(2)

where \( \mathbf{H} \) corresponds to the \( M_r \times M_t \) complex matrix of i.i.d. flat Rayleigh fading channels, \( \mathbf{w}(n) = [w_1 (n), ..., w_{M_r} (n)]^T \) represents the Gaussian noise with variance \( \sigma_n^2 \) and \( \mathbf{I}(n) = [I_1 (n), ..., I_{M_t} (n)]^T \) is the \( M_r \times 1 \) impulsive interference vector. The impulsive interference \( I_i (n) \) follows an \( \text{SN}_\alpha \) distribution, which is often characterized by its characteristic function as

\[
\varphi (u) = \exp \{j\hat{\alpha}u - \gamma_\alpha |u|^\alpha \}. \quad (3)
\]

The characteristic exponent \( \alpha \) determines the impulsiveness, and a smaller \( \alpha \) leads to a more impulsive behavior. The scale parameter \( \gamma_\alpha \) controls the spread of the distribution and \( \hat{\alpha} \) is the location parameter that represents the mean for \( 2 \geq \alpha > 1 \).

### B. Relevant Works

We briefly review several typical detection algorithms, which will be used in the sequel as the bases for comparison with our proposed detection scheme.

1) \textit{WME Algorithm}. The algorithm exploits the precise distribution of the test statistic based on the eigenvalue of the Wishart matrix, and determines the number of transmit antennas according to hypothesis test [14]. The test statistic can be expressed as

\[
U_k = \sum_{j=k}^{M_r} \frac{l_j}{M_r - k + 1},
\]

(4)

where \( l_k \) is the \( k \)-th eigenvalue of the sample CM.

Relying on the random matrix theory, the distribution function of \( U_{M_r+1} \) can be given by

\[
P \left\{ \frac{U_{M_r+1} - \mu_{M_r-M_t,N}}{\varepsilon_{M_r-M_t,N}} \leq x \right\} \approx F(x)
\]

(5)

\[
= F_{W_2} (x) - \frac{1}{2(M_r-M_t)N} \left( \frac{\mu_{M_r-M_t,N}}{\varepsilon_{M_r-M_t,N}} \right)^2 F'_{W_2} (x),
\]

where \( F_{W_2} (\cdot) \) is the Tracy-Widom distribution function of order 2 and \( F'_{W_2} (\cdot) \) is second derivative of \( F_{W_2} (\cdot) \). \( \mu_{m,n} \) and \( \varepsilon_{m,n} \) are centering and scaling parameters as

\[
\left\{ \begin{array}{l}
\mu_{m,n} = (\sqrt{\frac{m}{n}} + 1)^2 \\
\varepsilon_{m,n} = n^{-2/3} (\sqrt{\frac{m}{n}} + 1)^{1/3}.
\end{array} \right.
\]

(6)

The threshold \( \gamma_k^U \) can be given by

\[
\phi_k^U = F^{-1} (1 - P_f) \varepsilon_{N_r-k+1,N} + \mu_k^U, \quad (7)
\]

where \( F^{-1} (\cdot) \) denotes the inverse of \( F (\cdot) \) defined in (5) and \( P_f \) is the false-alarm probability. When \( U_k \leq \phi_k^U \), then \( l_k \) is classified as a noise eigenvalue. The final identification result is \( M_t = k - 1 \).

2) \textit{SM-PET Algorithm}: The SM-PET algorithm can be regarded as an extension of the predicted eigenvalue threshold (PET) algorithm. This algorithm employs the distribution functions of the SOM eigenvalues to derive the one-step predicted upper bound [14]. The SOM eigenvalues can be expressed as

\[
T_{M_r-k+1} = \frac{1}{k} \sum_{j=M_r-k+1}^{M_r} l_j^2. \quad (8)
\]

The predicted upper bound can be given by

\[
\phi_{M_r-k}^l = \sqrt{(k+1)R - k}) T_{M_r-k+1}, \quad (9)
\]

where \( R \) is given by (10) shown at the top of the next page. The decision rule is that the number of transmit antennas is \( M_t - k \) when \( l_{M_t-k} > \phi_{M_r-k}^l \).

3) \textit{HOM-HT Algorithm}: This algorithm utilizes the distribution properties of the HOM eigenvalues to obtain the test statistics features [15]. It exploits a serial binary hypothesis test to detect the transmit-antenna number. The test statistics based on the HOM eigenvalues can be expressed as

\[
\hat{\gamma}^2 (k) = \frac{1}{M_r-k} \sum_{j=k+1}^{M_r} l_j. \quad (12)
\]

\( \hat{\gamma}^2 \) is the estimate of the noise variance, using the maximum likelihood method, which can be given by

\[
\hat{\gamma}^2 (k) = \frac{1}{M_r-k} \sum_{j=k+1}^{M_r} l_j.
\]

TABLE I

| Notations | Descriptions | | Notations | Descriptions |
|-----------|-------------| |-----------|-------------|
| \([\cdot]^T\) | Transposition | \(|\cdot|\) | Absolute value |
| \((\cdot)^\dagger\) | Hermitian transpose | \((\cdot)^*\) | Complex conjugate |
| \(E\{\cdot\}\) | Mathematical expectation | \(\text{diag}\,(\cdot)\) | Diagonal matrix |
| \(\log\,(\cdot)\) | Logarithmic function | \(\exp\,(\cdot)\) | Exponential function |
| \(tr\,(\cdot)\) | Trace operator | \(\|\cdot\|_F\) | Frobenius norm |
| \(\delta\) | Kronecker delta | \(e\) | Euler’s constant |
| \(\text{Re}\{\cdot\}\) | Real part | \(\text{Im}\{\cdot\}\) | Imaginary part |
| \(\neq\) | Not equal sign | \(\approx\) | Approximately equal sign |
The threshold $\phi_r$ can be given by

$$\phi_r = \alpha_r + t \sqrt{\frac{\beta_r}{M_t^2}}, \quad (13)$$

where $\alpha_r$ and $\beta_r$ are mean and covariance of $U_r (k)$. When $U_r (k) \leq \phi_r$, $M_t = k$.

III. GENERALIZED CORRELATION MATRIX

The second-order statistics, i.e., the correlation matrix and second-order moment, have been widely used to detect the transmit-antenna number. However, they are not suitable for the impulsive interference, as their variances do not exist or go to infinity [21]. Thus, the observation signal in (2) is corrupted by $\alpha$, which makes its variance go to infinity, although the Gaussian noise has finite variance. One has to utilize the fractional lower order statistics (FLOS) to characterize the behavior of impulsive interference [22]. While FLOS is feasible in the characterization and processing of impulsive noise/interference, it does not provide a generic framework for tackling the impulsive noise/interference. $\alpha$ is an unrealistic in many practical applications, that is $p < \alpha$. Thus, the values of $p$ need to be restricted in the valid interval, which requires a priori information about $\alpha$. A priori information is unrealistic in many practical applications, while estimation may be inaccurate and/or computationally intensive [23].

In this paper, we develop a generalized correlation matrix (GCM) as an approach to statistical correlation characterization, which is well-defined overall distributions for impulsive behavior. The GCM is based on the compression function of the form. The GCM of the received signals can be defined as

$$\mathbf{G}_r = \mathbf{E} \left\{ \mathbf{\bar{r}} (n) \mathbf{\bar{r}}^\dagger (n) \right\}$$

$$= \begin{bmatrix} G_{11} & \cdots & G_{1M_t} \\ \vdots & \ddots & \vdots \\ G_{M_t,1} & \cdots & G_{M_t,M_t} \end{bmatrix}, \quad (14)$$

where $\mathbf{\bar{r}} (n) = \left[ \frac{r_1(n)}{f[r_1(n)]}, \ldots, \frac{r_{M_t}(n)}{f[r_{M_t}(n)]} \right]$ can be given by

$$G_{im} = \mathbf{E} \left\{ \frac{r_i(n) \cdot r_m^* (n)}{f[r_i(n)] f[r_m(n)]} \right\}, \quad (15)$$

where $f[r_i(n)] = |r_i(n)| + |\theta|$ when $|r_i(n)| > \zeta (n)$ and $f[r_i(n)] = 1$ otherwise. $\zeta (n) = 3 \delta Q (n)$, $\delta Q (n)$ is the mid-point element of the order statistic of $|r_i(n)|$ and $|\theta| \rightarrow 0$. $r_i(n)$ and $r_m(n)$, $\forall i, \forall m$, are the received signal defined in Section II.

Proposition 1: The GCM $\mathbf{G}_r$ is bounded, i.e., the $(i, m)$-th entry $G_{im}$ is bounded as

$$-\infty < G_{im} = \mathbf{E} \left\{ \frac{r_i(n) \cdot r_m^* (n)}{f[r_i(n)] f[r_m(n)]} \right\} < \infty. \quad (16)$$

Proof: See Appendix A.

Proposition 1 provides the boundedness of GCM, which is the foundation for the detection of transmit-antenna number in $\alpha$.

A particular structure of the GCM is shown in Proposition 2, which is helpful for the detection of transmit-antenna numbers.

Proposition 2: The generalized correlation matrix $\mathbf{G}_r$ can be expressed as

$$\mathbf{G}_r = \mathbf{H} \Sigma \mathbf{H}^\dagger + \omega^2 \mathbf{I}, \quad (17)$$

and the $(i, m)$-th entry $G_{im}$ can be given by

$$G_{im} \simeq \sum_{q=1}^{M_t} \sum_{q=1}^{M_t} h_{iq} \Sigma_{qq} h_{mq}^* + \omega^2 \delta_{im}, \quad (18)$$

where

$$\Sigma_{qq} \simeq \delta_{qq} \mathbf{E} \left\{ \frac{s_q(n) \cdot \sum_{q=1}^{M_t} s_q(n) + I_m(n) + w_m(n)}{f[r_i(n)] f[r_m(n)]} \right\}, \quad (19)$$

$$\omega^2 = \mathbf{E} \left\{ \frac{[I_i(n) + w_i(n)] \cdot \sum_{q=1}^{M_t} h_{mq} s_q(n) + I_m(n) + w_m(n)}{f[r_i(n)] f[r_m(n)]} \right\}, \quad (20)$$

and $\delta_{im}$ is the Kronecker delta.

Proof: See Appendix B.

Proposition 2 reveals that $\mathbf{G}_r$ includes $M_t$ information. $\mathbf{G}_r$ is a nonnegative definite Hermitian matrix, which can be decomposed as

$$\mathbf{G}_r = \mathbf{U} \mathbf{A} \mathbf{U}^\dagger, \quad (21)$$

where $\mathbf{U}$ is a unitary matrix with $M_t \times M_t$ and $\mathbf{A}$ is a nonsingular covariance matrix that stacks all the eigenvalues of $\mathbf{G}_r$.

$$\mathbf{A} = \text{diag} (\lambda_1, \lambda_2, \ldots, \lambda_{M_t}, \lambda_{min}, \ldots, \lambda_{min}), \quad (22)$$

where $\lambda_{min}$ is the smallest eigenvalue and their multiplicity is $M_t - M_t$. In such a case, we denote the eigenvalues of $\mathbf{G}_r$ by

$$\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{M_t} \geq \lambda_{M_t+1} = \cdots \lambda_{min}. \quad (23)$$

From (23), the eigenvalues of $\mathbf{G}_r$ include the information of transmit antennas $M_t$, which can be detected by determining the multiplicity order of the smallest eigenvalue of $\mathbf{G}_r$. In
practice, we have to estimate \( \mathbf{G} \), from the finite number of received signals, which can be performed as
\[
\hat{\mathbf{G}}_r = \begin{bmatrix} \hat{G}_{11} & \cdots & \hat{G}_{1M_r} \\ \vdots & \ddots & \vdots \\ \hat{G}_{M,1} & \cdots & \hat{G}_{M,M_r} \end{bmatrix},
\]
and \( \hat{G}_{im} \) is the \((i,m)\)-th entry of \( \hat{\mathbf{G}}_r \),
\[
\hat{G}_{im} = \frac{1}{N} \sum_{n=1}^{N} t_i(n) r^*_m(n) \frac{r^*_m(n)}{f[r_m(n)] f[r_m(n)]},
\]
Let the eigenvalues of \( \hat{\mathbf{G}}_r \) be
\[
\ell_1 \geq \ell_2 \geq \cdots \ell_M \geq \ell_{M_r} \geq \cdots \geq \ell_{M_r},
\]
and the smallest eigenvalues \( \ell_{M_r} \) are different from the smallest eigenvalues \( \lambda_{\text{min}} \) in (23), and the multiple order of \( \ell_{M_r} \) is not \( M_r - M_t \). This is mainly because the theoretical value of the eigenvalues \( \lambda_{\text{min}} \) is deviated from the estimated value \( \ell_{\text{min}} \), for small sample \( N \). Obviously, it is infeasible to achieve antenna enumeration by observing the smallest eigenvalue of \( \hat{\mathbf{G}}_r \) directly.

IV. PROPOSED DETECTION ALGORITHM FOR TRANSMIT ANTENNA NUMBER

Detection of the transmit-antenna number employed in the MIMO system can be converted into determining the multiplicity order of the smallest eigenvalue of \( \mathbf{G}_r \) of the \( M_r \times 1 \) received signals. When \( N \) is large, i.e., \( N \to \infty \), the smallest \( M_r - M_t \) eigenvalues are equal to the noise power. Thus, the dimension of the noise subspace is \( M_r - M_t \), whereas the remaining \( M_t \) eigenvalues represent the signal subspace. In practice, the boundary between the noise and signal eigenvalues is indistinguishable due to the sample scarcity, leading to degradation in the detection performance. To overcome this, the HT algorithm, using higher-order moments of eigenvalues, can be an excellent solution to the problem of the spread of the eigenvalues [15]. However, HT-based detection methods require the construction of test statistics and the derivation of the test threshold relied on the distributional properties of the test statistics, which are difficult to obtain. Consequently, the detection threshold cannot be derived. To overcome these limitations, we transform the problem of detecting the transmit-antenna number into determining the number of clustering elements. Then, an advanced clustering algorithm is used to classify the discriminant feature vector, which distinguishes the cluster of noise eigenvalues and signal eigenvalues. Furthermore, the transmit-antenna number can be estimated from the number of elements \( L_n \) for the cluster of noise eigenvalues as \( M_t = M_r - L_n \).

Here, we employ the higher-order moments of the eigenvalues of GCM to construct a discriminating feature vector. We first construct a pair of test statistics as
\[
T_k^b = \log \left( \frac{\overline{\eta}_{k}}{\frac{1}{M_r-k} \sum_{j=k+1}^{M_r} \eta_j} \right),
\]
where \( \overline{\eta}_k = \frac{1}{M_r-k} \sum_{j=k+1}^{M_r} \eta_j \) and
\[
\eta_k = \frac{(\Delta_k - \omega_k)}{2 \omega_k},
\]
in which \( \Delta_k = \sum_{i=1}^{M_r} \frac{J_{ij}^{\omega}}{\sum_{i=1}^{M_r} J_{ij}} (k = 1, 2, \ldots, M_r - 1) \) and \( M_r = \Delta_{M_r-1} \). \( D_n = \log(N/M_r) \) and \( \omega_k = \frac{1}{M_r-k+1} \sum_{j=k}^{M_r} \Delta_j \).

Then, the discriminating feature vector can be expressed as
\[
\Psi = \{ \Psi_1(k), \Psi_2(k) \},
\]
where \( \Psi \) is discriminating feature vector, \( \Psi_1(k) = \text{Im} \{ \log_2(T_k^b) \} + \text{Im} \{ \log_2(T_k^a) \} \) and \( \Psi_2(k) = \text{Re} \{ \log_2(T_k^a) \} + \text{Re} \{ \log_2(T_k^b) \} \).

A. Adaptive Cluster Forests

Cluster ensemble is a powerful tool to integrate multiple clustering solutions for higher accuracy. Typically, there are two major stages in cluster ensemble approaches, i.e., the ensemble generation and the consensus aggregation. In the first stage, a wider variety of basic clustering are generated in the ensemble. The objective of the second stage is to find a consensus function to integrate the basic clustering, which can achieve more accurate and stable clustering results [26].

In this paper, an adaptive cluster forests (ACF) clustering is employed, which combines the improved spectral clustering algorithm and fuzzy clustering algorithm [27]. The algorithm first discards redundant and irrelevant features and estimates fuzzy exponent value by using unsupervised feature selection based \( c \) value. Then, for the selected feature vector, fuzzy C-means clustering based on estimated fuzzy exponent value is used to obtain the clustering vector label. Subsequently, the pseudo clustering results are utilized to generate co-cluster matrices. Finally, the final vector labels are obtained by employing the spectral clustering algorithm to cluster the computed regularized co-cluster matrix [27].

In the following, we will briefly explain two clustering techniques, which will be employed in the proposed method.

1) Fuzzy C-Means clustering: FCM clustering is developed based on fuzzy theory, which provides more flexible clustering results. The algorithm realizes clustering by optimizing the objective function, which calculates the degree of membership of each data example to each cluster center [28]. The FCM objective function as
\[
J_m = \sum_{i=1}^{c} \sum_{j=1}^{K} (\mu_{ij})^m \times d_{ij} (x_j, \theta_k),
\]
where \( \mu_{ij} \in [0,1], \sum_{i=1}^{c} \mu_{ij} = 1 \) and \( 0 < \sum_{i=1}^{K} \mu_{ij} < K \). \( d_{ij}(x_j, \theta_t) \) is the distance between the data \( x_i \) and the center of the cluster \( \theta_t \) as
\[
d_{ij}(x_j, \theta_t) = (x_j - \theta_t)^T I (x_j - \theta_t). \tag{32}
\]

\( \mu_{ij} \) is provided as (33) at the next page, where \( \theta_t = \sum_{i=1}^{K} (\mu_{ij})^m x_i \).

Fuzzy clustering can truly reflect the actual relationship of object data based on fuzzy theory, but it is sensitive to the difference of data distribution. Spectral clustering is able to model arbitrary shaped clusters [29].

2) Spectral clustering algorithm: Spectral clustering is considered superior to traditional clustering algorithms by modeling arbitrary shaped clusters [29].

Let \( \mathcal{G}(\mathcal{X}, \mathcal{A}) \) be a weighted undirected graph, where \( \mathcal{X} \) represents a vertex set and \( \mathcal{A} \) is the associated affinity matrix. \( \mathcal{A} \) is symmetric and non-negative, whose entry \( A_{ij} \) denotes the similarity between samples
\[
A_{ij} = \begin{cases} 
\exp\left(-\frac{\|y_i-y_j\|^2}{v^2}\right) & \text{if } y_i \text{ and } y_j \text{ are neighbors} \\
0 & \text{otherwise}
\end{cases}, \tag{34}
\]
where \( v \) is the spread parameter. For the adjacency matrix \( \mathcal{A} \) at each time instance, the corresponding degree matrix is a diagonal matrix \( \mathcal{D} = \text{diag}(\mathcal{D}_{11}, \mathcal{D}_{22}) \) with
\[
\mathcal{D}_{ii} = \sum_{j=1}^{Z} A_{ij}. \tag{35}
\]

Then, the Laplacian graph \( \mathcal{L} \) can be defined by \( \mathcal{L} = \mathcal{D} - \mathcal{A} \).

Let \( tr(A) \) be the trace operator of matrix \( A \). The minimization of the normalized cut criterion can be transformed into [29]
\[
\max_{\mathcal{Z}^T \mathcal{D} = I_c} \text{tr} (\mathcal{Z}^T \mathcal{AZ}), \tag{36}
\]
where \( I_c \) is the identity matrix and \( \mathcal{Z} = B (B^T DB)^{-1/2} \).

Given a scaled cluster assignment matrix \( \mathcal{F} \), the objective function (36) can be rewritten as
\[
\max_{\mathcal{F}^T \mathcal{F} = I_c} \text{tr} \left( \mathcal{F}^T \mathcal{D}^{-\frac{1}{2}} \mathcal{A} \mathcal{D}^{-\frac{1}{2}} \mathcal{F} \right), \tag{37}
\]
where
\[
\mathcal{F} = \mathcal{D}^{\frac{1}{2}} \mathcal{Z} = \mathcal{D}^{\frac{1}{2}} B (B^T DB)^{-\frac{1}{2}}. \tag{38}
\]

To simplify the problem, the matrix \( \mathcal{F} \) can be relaxed from the discrete values to continuous ones. The optimization to (37) can be rewritten as
\[
\max_{\mathcal{F}^T \mathcal{F} = I_c} \text{tr} \left( \mathcal{F}^T \mathcal{V} \mathcal{F} \right), \tag{39}
\]
where \( \mathcal{V} = \mathcal{D}^{-1/2} \mathcal{A} \mathcal{D}^{-1/2} \). The optimal solution \( \mathcal{F} \) of (39) can be found based on the eigenvalue of matrix \( \mathcal{V} \).

B. Detection of the Transmit Antennas Number with Adaptive Cluster Forests

Based on the analysis above, the problem of detecting the transmit-antenna number is converted into the clustering from the discriminating feature vector, which is calculated via the higher-order eigenvalues of \( \mathbf{G}_r \). Given that adaptive cluster forests is a powerful clustering algorithm, we will employ the adaptive cluster forests to make the decision on transmit antenna number. Following the procedure in [27], we first utilize the unsupervised feature selection step for the discriminating feature vector to remove noisy features and redundant features. Let \( \varsigma \) be the validity index of the selected features, that is,
\[
\varsigma = \frac{d_{WD}}{d_{BD}}, \tag{40}
\]
where \( d_{WD} \) and \( d_{BD} \) are the within cluster distance and between cluster distance, respectively.

Then, the ensemble clustering based on multiple fuzzy C-Means clustering is employed to get a vector label as
\[
\mathbf{RC} = \{r_{c1}, r_{c2}, \ldots, r_{cM-1}\}, \tag{41}
\]
where \( r_{ci} \) is the label of \( i \)-th feature vector. In this scheme, a dynamic estimation strategy is added to obtain the best fuzzy exponent value. The previous process is repeated.

Next, the clustering results of FCM-based ensemble clustering are used to create co-cluster matrices, which are summed and regularized. The feature selection algorithm stops when a termination condition is met as a number of features or a number of iterations. Finally, the spectral clustering algorithm is exploited to the computed regularized co-cluster matrices so as to get the final vector labels. The number of transmit antennas can be estimated as
\[
\hat{M}_t = M_r - L_n. \tag{42}
\]
where \( L_n \) is the dimension of the cluster for signal eigenvalues.

In conclusion, the main procedures of the proposed GCM-ACF algorithm is summarized in Algorithm 1.

\begin{algorithm}
\caption{Transmit-antenna number detection based on the GCM and ACF clustering}
\begin{algorithmic}[1]
\State Compute the \( \mathbf{G}_r \) of the received signal according to (24) and (25);
\State Obtain the eigenvalues \( \ell_j \) of the matrix \( \mathbf{G}_r \), and sort eigenvalues \( \ell_j \) from large to small;
\State Construct the discriminating feature vector \( \mathbf{\Psi} \) according to (30);
\State Obtain the vector of predicted clustering indices corresponding to the observations in the test statistic vector and the final centroid positions by using ACF clustering;
\State Determine the number of noise eigenvalues \( L_n \) based on the cluster in which the smallest eigenvalue is located;
\State Identify the transmit-antenna number \( \hat{M}_t = M_r - L_n \).
\end{algorithmic}
\end{algorithm}
Detection Probability

\[ \mu_{ij} = \begin{cases} 
\left( \sum_{h=1}^{c} \left( \frac{d(x_j, \theta_i)}{a(x_j, \theta_h)} \right)^{2/(m-1)} \right)^{-1}, & \text{if } d(x_j, \theta_i) > 0 \\
1, & \text{if } d(x_j, \theta_i) = 0 
\end{cases} \]  

(33)

V. Simulation Results and Discussion

In this section, we conduct Monte Carlo simulation to validate the performance of the proposed GCM-ACF scheme for the detection of transmit-antenna number with Gaussian noise and $S\alpha S$ interference. In the examples, the signal to interference ratio (SIR) is defined as $SIR = 10 \log E \left[ \| r(n) - I(n) - w(n) \|^2 \right] / (M_r \gamma_0)$. In our simulation, we consider a MIMO system in CIoT networks. The linear space-time block coding is employed for multiple transmit antennas in MIMO communication. It is assumed that the received signal is affected by AWGN and $S\alpha S$ interference. The probability of detection, $P_d = Pr \left[ \hat{M}_t = M_t \right]$ is employed as a performance measure.

Fig. 2 presents the probability of detection $P_d$ versus the SNR for $M_t = 3, M_r = 4$, and different orders of eigenvalues. We set the number of receiver antennas and received samples to $M_r = 10$ and $N = 400$, respectively. It is seen from Fig. 2 that the probability of detection $P_d$ of the GCM-ACF scheme does not depend on the order of eigenvalues $r$. For different numbers of transmit antennas, the detection performance is not significantly improved, when the order $r$ rises from 2 to 30. When SNR is 4dB and the probability of detection $P_d$ is close to 99% for $M_t = 3$ and close to 92% for $M_t = 4$. Based on the results shown in Fig. 2, we set the order of eigenvalues as $r = 10$ in the subsequent simulation experiments.

Fig. 3 shows the performance of the GCM-ACF scheme for different numbers of clustering trees ($Nct$) in the ACF. The performance of the proposed method is hardly affected by the number of clustering trees. This is mainly because the discriminating feature vector have strong robustness.

In Fig. 4, we investigate the performance of the GCM-ACF scheme for different numbers of receive antennas $M_r$. We set the number of transmit antennas and received samples to $M_t = 3$ and $N = 400$, respectively. From Fig. 4, it can be seen that the probability of detection $P_d$ improves significantly with increasing $M_r$. The main reason is that the number of receiver antennas improves the distinguish ability of the noise eigenvalues of $G_r$.

In Fig. 5, the effect of the modulation schemes on the probability of detection $P_d$ for the GCM-ACF scheme is shown. The numbers of transmit antennas, receiver antennas and received samples are set to $M_t = 3$, $M_r = 8$ and $N = 400$, respectively. According to Fig. 5, we can see that the performance of the GCM-ACF scheme is not affected by the modulation schemes. This is because the GCM-ACF scheme...
based on the $\hat{G}_r$ is independent of the modulation schemes.

Fig. 6 presents the probability of detection $P_d$ of the algorithm for different space-time block codes. The space-time block codes under consideration are STBC3, OSTBC3, STBC4 and OSTBC4. We set the number of receiver antennas and received samples to $M_r = 10$ and $N = 400$, respectively. From the simulation results, it is clear that the probability of detection $P_d$ is not dependent on the space-time block codes. This is because the feature vector is determined by the $\hat{G}_r$, which is independent of the space-time block codes. Note that a significant improvement of the proposed GCM-ACF scheme is caused by the difference numbers of transmit antennas in Fig. 6.

In Fig. 7, we depict the effect of the characteristic exponent $\alpha$ on the probability of correct detection $P_d$ of the GCM-ACF scheme. The numbers of transmit antennas, receiver antennas and received samples are $M_t = 3$, $M_r = 8$ and $N = 400$, respectively. It is observed in Fig. 7 that, the performance of the GCM-ACF scheme degrades with decreasing the shape parameter $\alpha$. For smaller $\alpha$, the tails of $S_\alpha$ interference are the heavier which makes the noise eigenvalues of the $\hat{G}_r$ indistinguishable.

Fig. 8 demonstrates the influence of the SIR on the performance of the GCM-ACF scheme. We set the number of transmit antennas, receiver antennas and received samples are $M_t = 3$, $M_r = 8$ and $N = 400$, respectively. It can be observed that, with increasing SIR, the probability of detection $P_d$ of the proposed GCM-ACF scheme improves because the effect of the $S_\alpha$ interference diminishes in $\hat{G}_r$.

Fig. 9 presents the effect of the number of received samples length $N$ on the performance of the GCM-ACF scheme. We set the number of transmit antennas and receiver antennas are $M_t = 3$ and $M_r = 8$, respectively. It can be observed that, the probability of detection $P_d$ of the proposed GCM-ACF
scheme improves with increasing received samples $N$.

Fig. 10 compares the probability of detection $P_d$ for the GCM-ACF algorithm, WME, SM-PET and HOM-HT. From Fig 10, it can be shown that the GCM-ACF scheme significantly outperforms the existing algorithms in and $S\alpha S$ interference. When SNR=4dB, the probability of detection $P_d$ of the GCM-ACF scheme is close to 90%, while $P_d$ of existing methods is less than 15%. In addition, we show the probability of detection $P_d$ of the number of transmit antennas under Gaussian noise in Fig. 10. The proposed method is still effective under Gaussian noise. According to the results, we conclude that the discriminating feature vector is robust to Gaussian noise and $S\alpha S$ interference. In addition, we evaluate the computational complexity of different algorithms. For the conventional WME, SM-PET and HOM-HT algorithms, the computational overhead comes mainly from the covariance matrix $O(M_t^2N)$ and the eigenvalue decomposition $O(M_t^3)$.

For the GCM-ACF algorithm, the complexity of the discriminating feature vector comes from GCM $O(M_t^2N)$ and EVD $O(M_t^3)$. Meanwhile, the proposed GCM-ACF algorithm requires an extra online clustering, whose complexity is mainly depended on FCM and SC. As a result, the proposed algorithm significantly showed higher computational complexity than the existing methods.

VI. CONCLUSION

This paper has developed a novel scheme based on the GCM of the received signal and ACF clustering to detect the transmit-antenna number in MIMO systems for CIoT. The number of transmit antennas has been detected relied on the number of noise eigenvalues, which was determined by the dimension of the cluster where the minimum eigenvalue is located. This scheme has the advantage of avoiding the need for a priori knowledge about the pilot patterns and system parameters. Simulation experiments have demonstrated that the proposed GCM-ACF algorithm can achieve a good performance Gaussian noise and $S\alpha S$ interference.

APPENDIX A

PROOF OF PROPOSITION 1

$G_{im}$ is can be expressed as

$$G_{im} = \text{Re}\{G_{im}\} + j\text{Im}\{G_{im}\}$$

$$= \text{Re}\left\{ E\left\{ r_i (n) \frac{r_m^*(n)}{f[r_i(n)] f[r_m(n)]} \right\} \right\} + j\text{Im}\left\{ E\left\{ r_i (n) \frac{r_m^*(n)}{f[r_i(n)] f[r_m(n)]} \right\} \right\}$$

In order to show $G_{im}$ is bounded, we need to prove that its real and imaginary part are bounded, respectively.

For any complex random variable $Y = Y_1 + jY_2$, we have

$$\text{Re}\{Y\} = \text{Re}\{Y_1 + jY_2\} = Y_1 \leq |Y| \leq \sqrt{Y_1^2 + Y_2^2} = |Y|$$

$$\text{Im}\{Y\} = \text{Im}\{Y_1 + jY_2\} = Y_2$$
and

\[ \Re\{E\{Y\}\} = \Re\{E\{Y_1 + jY_2\}\} = E\{Y_1\} = E\{\Re\{Y\}\}. \quad (45) \]

Using (43) and (44), we can obtain

\[
\Re\{G_{im}\} = \Re\left\{ E\left\{ \frac{r_i(n)}{f[r_i(n)]} \right\} \frac{r_m^*(n)}{f[r_m(n)]} \right\} \\
= E\left\{ \Re\left\{ \frac{r_i(n)}{f[r_i(n)]} \right\} \frac{r_m^*(n)}{f[r_m(n)]} \right\} \\
= E\left\{ \left| \frac{r_i(n)}{f[r_i(n)]} \right| \left| \frac{r_m^*(n)}{f[r_m(n)]} \right| \right\}.
\]

(46)

When \(|r_i(n)| \leq \zeta(n)|r_m(n)|\), we consider that \(r_i(n)\) is not damaged by spike impulsive interference. We have

\[ \Re\{G_{im}\} < \infty, \quad 0 < \alpha < 2 \quad (47) \]

When \(|r_i(n)| > \zeta(n)|r_m(n)|\), \(r_i(n)\) is affected by spike impulsive interference. According to (1) and (46),

\[ E\left\{ \frac{|r_i(n)|}{|f[r_i(n)]|} \frac{|r_m^*(n)|}{|f[r_m(n)]|} \right\} \]

can be expressed as in (48).

Let \(X_1 = \hat{s}_i(n) + \hat{I}_i(n) + \hat{w}_i(n)\) and \(X_2 = \hat{s}_m(n) + \hat{I}_m(n) + \hat{w}_m(n)\). For given \(\hat{s}_i(n)\) and \(\hat{s}_m(n)\), when SNR is a given constant and \(I_i(n)\) and \(I_m(n)\) are jointly \(\mathcal{S}\alpha\mathcal{S}\), then \(X_1\) and \(X_2\) are jointly \(\mathcal{S}\alpha\mathcal{S}\). If complex \(Y_1\) and \(Y_2\) are jointly \(\mathcal{S}\alpha\mathcal{S}\) random variables, and \(|\theta| > 0\), we have

\[ E\left\{ \frac{|Y_1|}{|Y_1| + |\theta|} \frac{|Y_2|}{|Y_2| + |\theta|} \right\} < \infty. \quad (49) \]

Based on the analysis in [30], the conditional expectation in (48) is bounded as (50).

According to (50) into (48), \(\Re\{G_{im}\}\) is upper bounded, that is

\[ \Re\{G_{im}\} = E\left\{ \left| \frac{r_i(n)}{f[r_i(n)]} \right| \left| \frac{r_m^*(n)}{f[r_m(n)]} \right| \right\} \]

\[ \leq E\left\{ \left| \frac{r_i(n)}{f[r_i(n)]} \right| \left| \frac{r_m^*(n)}{f[r_m(n)]} \right| \right\} < \infty, \quad 1 < \alpha < 2 \quad (51) \]

Next, for any complex random variable \(Y = Y_1 + jY_2\), we have the fact that

\[ \Re\{Y\} \triangleq \Re\{Y_1 + jY_2\} = Y_1 \geq -|Y|. \quad (52) \]

Following the same procedure in (46), we obtain

\[ \Re\{G_{im}\} \geq -E\left\{ \left| \frac{r_i(n)}{f[r_i(n)]} \right| \left| \frac{r_m^*(n)}{f[r_m(n)]} \right| \right\} \\
= -E\left\{ \left| \frac{r_i(n)}{f[r_i(n)]} \right| \left| \frac{r_m^*(n)}{f[r_m(n)]} \right| \right\} \\
= -E\left\{ \left| \frac{r_i(n)}{f[r_i(n)]} \right| \left| \frac{r_m^*(n)}{f[r_m(n)]} \right| \right\}. \quad (53) \]

Substituting (51) into (53), we get

\[ \Re\{G_{im}\} > -\infty, \quad 1 < \alpha < 2. \quad (54) \]

Overall, \(\Re\{G_{im}\}\) is both upper and lower bounded, i.e.,

\[ -\infty < \Re\{G_{im}\} < \infty, \quad 1 < \alpha < 2. \quad (55) \]

Similar to the above proof process, it can also be proved that the imaginary part is bounded. It should be noted that \(G_{im}\) is not a complex number in this paper. Therefore, the \((i, m)\)-th entry \(G_{im}\) is bounded.

**APPENDIX B**

**PROOF OF PROPOSITION 2**

We first substitute \(r_i(n)\) into the elements of the GCM \(G_{im}\)

\[
G_{im} = E\left\{ \frac{r_i(n)}{f[r_i(n)]} \frac{r_m^*(n)}{f[r_m(n)]} \right\} \\
= E\left\{ \sum_{q=1}^{M_t} h_{iq} s_q(n) + I_i(n) + w_i(n) \right\} \\
+ E\left\{ \sum_{p=1}^{M_s} h_{mp} s_p(n) + I_m(n) + w_m(n) \right\}.
\]

(56)

Because the transmitted signal \(s_q(n)\), the interference \(I_m(n)\) and the noise \(w_{im}(n)\) are independent, \((i, m)\)-th entry \(G_{im}\) can be further expressed as in (57).

According to the process in [30], the \((i, m)\)-th entry \(G_{im}\) can be further simplified and approximately expressed as

\[
G_{im} \simeq \sum_{q=1}^{M_t} h_{iq} \sum_{n=1}^{N} s_q(n) + I_i(n) + w_i(n) \right\} \\
+ \sum_{p=1}^{M_s} h_{mp} s_p(n) + I_m(n) + w_m(n) \right\}.
\]

(58)

Applying variable changes, The \((i, m)\)-th entry \(G_{im}\) can be expressed as

\[
G_{im} \simeq \sum_{q=1}^{M_t} h_{iq} \sum_{n=1}^{N} s_q(n) + I_i(n) + w_i(n) \right\} \\
+ \sqrt{E\left\{ \left| I_i(n) + w_i(n) \right|^2 \right\}} \delta_{im}.
\]

(59)

where

\[
\Sigma_{mq} \simeq \delta_{mq} E\left\{ \left| I_i(n) + w_i(n) \right|^2 \right\}. \quad (60)
\]

\[
\Sigma_{mm} \simeq \delta_{mm} E\left\{ \left| I_m(n) + w_m(n) \right|^2 \right\}. \quad (61)
\]

in which \(\delta_{im}\) is the Kronecker delta. Based on (59), the GCM \(G_{im}\) is rewritten as

\[
G_{im} = \mathbf{H\Sigma H}^H + \mathbf{w}^2 \mathbf{I}. \quad (62)
\]
\[
\text{Re} \{ G_{im} \} \leq E \left\{ \frac{|r_i(n)|}{|r_i(n)| + |\vartheta|} \left| \frac{|r_m(n)|}{|r_m(n)| + |\vartheta|} \right| \right. \\
\left. \sum_{q=1}^{M_t} h_{iq} s_q(n) + I_i(n) + w_i(n) \right| \sum_{p=1}^{M_t} h_{mp} s_p(n) + I_m(n) + w_m(n) \right\} \\
\approx E_{s_1} E_{s_2} \cdots E_{s_{M_t}} \left\{ \frac{\sum_{q=1}^{M_t} h_{iq} s_q(n) + I_i(n) + w_i(n)}{|r_i(n)| + |\vartheta|} \left| \frac{\sum_{p=1}^{M_t} h_{mp} s_p(n) + I_m(n) + w_m(n)}{|r_m(n)| + |\vartheta|} \right| \right\} < \infty 
\]

\[
G_{im} = E \left\{ \frac{r_i(n) r_m^*(n)}{f[r_i(n)] f[r_m(n)]} \right\} \\
= E \left\{ \sum_{q=1}^{M_t} h_{iq} s_q(n) \left[ \frac{\sum_{p=1}^{M_t} h_{mp} s_p(n) + I_m(n) + w_m(n)}{f[r_i(n)] f[r_m(n)]} \right] \right. \\
\left. + I_i(n) \right\} \left[ \frac{\sum_{p=1}^{M_t} h_{mp} s_p(n) + I_m(n) + w_m(n)}{f[r_i(n)] f[r_m(n)]} \right] \\
+ w_i(n) \left[ \frac{\sum_{p=1}^{M_t} h_{mp} s_p(n) + I_m(n) + w_m(n)}{f[r_i(n)] f[r_m(n)]} \right].
\]
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