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The Uniformed Patroller Game

Steve Alpern\textsuperscript{1}, Paul Chleboun\textsuperscript{2}, Stamatios Katsikas\textsuperscript{3,4}

December 8, 2020

Abstract

Patrolling Games were introduced by Alpern, Morton and Papadaki (2011) to model the adversarial problem where a mobile Patroller can thwart an attack at some location only by visiting it during the attack period, which has a prescribed integer duration $m$. In this note we modify the problem by allowing the Attacker to go to his planned attack location early and observe the presence or the absence there of the Patroller (who wears a uniform). To avoid being too predictable, the Patroller may sometimes remain at her base when she could have been visiting a possible attack location. The Attacker can then choose to delay attacking for some number of periods $d$ after the Patroller leaves his planned attack location. As shown here, this extra information for the Attacker can reduce thwarted attacks by as much as a factor of four in specific models. Our main finding, conjectured by the Associate Editor, is that the attack should begin in the second period the Patroller is away ($d = 2$) and that the Patroller should never attack the same location in consecutive periods.

Keywords: two-person game; constant-sum game; patrolling game; star network; uniformed patroller; attack duration; delay.

1 Introduction

Patrolling games were introduced by Alpern, Morton and Papadaki (2011) to model the adversarial problem where a mobile Patroller can thwart an attack at some location only by visiting (inspecting) there during the attack period. The attack period has a prescribed duration that is an integer number $m$ of consecutive periods (the term attack duration will be used interchangeably with the term attack difficulty). In this paper we introduce a modification of the original model, whereby the Attacker can arrive at his intended attack location early and observe the presence or absence there of the Patroller. We say that the Patroller is wearing a uniform in order to stress that she is observable, but only at short range, when being at the location of the Attacker. This property gives the Attacker an additional choice variable, that is, the number of periods $d$ to delay his attack after the Patroller leaves the attack location (the term attack delay will be used interchangeably with the term waiting time). If the Patroller comes back before these $d$ periods, the Attacker must restart his count. Thus the attack begins in the first period in which the Patroller has been recorded to be away for $d$ consecutive periods.

To illustrate the parameter $d$, suppose that the Patroller’s presence at the attack location is indicated by a 1, and her absence is indicated by a 0. Suppose also that the Attacker waits until the Patroller arrives at the attack location, and after that her presence-absence sequence that he records is given by 1101010100... (see Table 1).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>11</th>
<th>110</th>
<th>1101</th>
<th>11010</th>
<th>110101</th>
<th>1101010</th>
<th>11010100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>wait</td>
<td>wait</td>
<td>wait</td>
<td>wait</td>
<td>wait</td>
<td>wait</td>
<td>wait</td>
<td>attack!</td>
</tr>
</tbody>
</table>

Table 1: The Attacker attacks after $d = 2$ periods of the Patroller’s absence
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If for example the Attacker’s waiting time is \( d = 2 \), then his decision as to whether or not to attack in each subsequent period is illustrated in Table 1. If also the attack duration is \( m = 3 \), then the attack will be successful only if the Patroller’s sequence continues with two more 0’s, that is, 1101010000. . . . Note that the attack can begin in the same period the Patroller’s absence has been observed (if \( d = 1 \)). Thus, we take \( m \geq 2 \) as otherwise the Attacker could simply win the game by attacking as soon as the Patroller is not present.

In our model the Patroller has a base (not considered a ‘location’) from which she can reach any of the \( n \) locations she has to defend in a single period. In principle, the Patroller could visit a location in consecutive periods and her base could also be attacked, but we show that such a behavior is not optimal. Thus after visiting a location, the Patroller returns to her base. One might think that the Patroller should always visit some location immediately after returning to her base, but in fact she might want to stay at her base for consecutive periods to produce additional uncertainty for the Attacker. We determine the optimal probability \( r \) in which to remain at her base for an additional period, as a function of the number of locations \( n \) and the attack duration \( m \) and delay \( d \). Our main general finding (Theorem 1) is that \( d = 2 \) is always an optimal value of the delay in attacking, and that the Patroller should never inspect (stay at) a location in consecutive periods. The later result is proved using what is known as a coupling argument.

We assume that the Patroller knows her current location, but she does not remember her previous sequence of locations (i.e. she is Markovian). The assumption of a Markovian Patroller is a standard approach in the literature of patrolling games, particularly when Patrollers are robots, see, e.g., Basilico, Gatti and Amigoni (2012); Basilico, De Nittis and Gatti (2017); Collins et al. (2013). For the Attacker, we determine his optimal delay \( d \). We call this game the *The Uniformed Patroller Game*.

After solving the game, it is straightforward to compare its value (i.e. the optimal probability that an attack is thwarted) to the corresponding easily tractable version where the Patroller wears no uniform. We find, for example, that for short attack duration \( m = 2 \) and for a large number of locations \( n \), wearing a uniform reduces the interception probability for an attack by a factor of 4. Hence, we believe that the common occurrence of uniformed Patrollers is likely explained not by their ability to intercept attacks, but to the effect on uniforms revealing the presence of a Patroller and thereby deterring attacks from taking place at all. In our model, as in previous patrolling models, the Attacker will never be deterred from carrying out an attack. Deterrence could be modeled in future work. When there are multiple Patrollers with prescribed paths (e.g. a single direction around a circle) but varying start times, it has been found in a thought provoking paper by Lin (2019) that, unlike our result, wearing a uniform does not hurt the Patroller(s). In this sense our paper and that by Lin (2019) show that the effect of wearing a uniform depends greatly on whether fixed or unpredictable patrolling paths are used. This is where the Markovian nature of the paths in our model is particularly important.

Patrolling problems have been studied for a long time, see e.g. Morse and Kimball (1951), but only from the Patroller’s viewpoint. A game theoretic approach, modelling an adversarial Attacker who wants to infiltrate or attack a network at a node of his choice, has only recently been introduced by Alpern, Morton and Papadaki (2011). The techniques developed there were also applied to the class of line networks by Papadaki et al. (2016), with the interpretation of patrolling a border. A continuous version of patrolling games on a network has been given by Garrec (2019). Research of a similar reasoning includes Lin et al. (2013) for random attack times, Lin, Atkinson and Glazebrook (2014) for imperfect detection, Hochbaum, Lyu and Ordóñez (2014) on security routing games, and Basilico, De Nittis and Gatti (2017) for uncertain alarm signals. See also Baykal-Gürsoy et al. (2014) on infrastructure security games. Earlier work on patrolling a channel/border with different paradigms, includes Washburn (1982).
The case of a Patroller restricted to periodic walks has been studied by Alpern, Lidbetter and Papadaki (2019). The related problem of ambush is studied by Baston and Kikuta (2004, 2009). An artificial intelligence approach to patrolling is given by Basilico, Gatti and Amigoni (2012). Applications to airport security and counter terrorism, are given by Pita et al. (2008), and Fokkink and Lindelauf (2013) respectively. Our problem is also akin to that of a restaurant waiter who must return to each table with a certain frequency depending on the number of its diners. An approach to our problem when the locations to be defended have a graph theoretic structure is given in Alpern and Katsikas (2019), where the Patroller can only move along edges. It is shown there that for some graphs the optimal delay is not the value $d = 2$ we find here.

Section 2 gives a solution to the game for all values of the parameters $m$ and $n$. A closed form solution for the optimal value of $p$ is given for $m = 2$ in Section 2.1, for all odd values of $m$ in Section 2.2, and for $m = 4$ in Section 2.3. Asymptotic results for $m = 4$ as $n$ goes to infinity are given in Section 2.4. Our main result, that $d = 2$ and that a location should not be visited in consecutive periods, is established in Theorem 1 in Section 2.5. In Section 2.6 we give an explicit formula for the interception probability as an $m$th degree polynomial in $p$, and express the probability of intercepting an attack in terms of the distribution of a certain hitting time of a three state birth-death chain. Section 2.7 compares the value of the game with the analogous game where the Patroller does not wear a uniform. Section 3 concludes.

2 Analysis

We view the Uniformed Patroller game as being played on a star $S_n$ consisting of a center $C$, that is the Patroller’s base, connected to $n$ end nodes representing the $n$ locations the Patroller has to defend. We restrict our analysis to a Markovian Patroller, such that she reflects from the end nodes with probability $s$, from the center $C$ goes to each end node with probability $p$, and remains at the center with probability $r = 1 - np$. We assume that the two probabilities $p$ and $s$ are both positive so that game is well defined. This setting simplifies the game by introducing a two parameter family of patrolling strategies.

Let $A$ denote the end node the Attacker has chosen for the attack, and let $E$ denote the set of all other end nodes (with a slight abuse of notation $E$ will sometimes be used to denote an arbitrary end node not equal to $A$). Of course, the Patroller does not know which end node is $A$, so this labeling does not affect her patrolling strategy. Note that since we have taken $m \geq 2$ for the attack duration, reflecting from the ends will further imply that the Attacker should never attack at the center since in that case the Patroller will never be away from it for two consecutive periods. First we examine some specific subcases of the game, and then we provide more general results.

2.1 Short attack duration ($m = 2$)

We begin our analysis with the fairly simple case when the attack duration $m = 2$, since in this case we are able to evaluate explicitly the optimal value of the probability $p$, as well
as algebraically prove that the optimal value of probability \( s \) is equal to 1. When the attack duration is \( m = 2 \), an attack at location \( A \) cannot be intercepted if it starts when the Patroller is at another end node, but only if she is at the center. Thus, an attack at \( A \) will be intercepted with probability \( c \cdot p \), where \( c \) is the probability that the Patroller is at \( C \) at the beginning of the attack, which in turn implies that the Attacker should choose the waiting time \( d \) to minimize \( c \). The case \( m = 2 \) has a special property that does not hold for \( m > 2 \), that against \( d = 2 \) the probability \( s \) does not affect the interception probability (see Lemma [1]). Only for \( m = 2 \) are there reflection probabilities \( s < 1 \) which are part of an optimal Patroller strategy. We establish the following result:

**Proposition 1.** Consider the Uniformed Patroller game with arbitrary number \( n \) of locations and attack duration \( m = 2 \). An optimal Patroller’s strategy is to reflect off the end nodes, \( s = 1 \), and to move from the center with probability

\[
\hat{p} = 1 - \sqrt{\frac{n \cdot (n-1)}{n}}.
\]  

(1)

The optimal Attacker’s strategy is to locate at a random end node and begin the attack in the second period that the Patroller is away \( (d = 2) \). The value \( V \) of the game is given by

\[
V = (2 \cdot n - 1) - 2 \cdot \sqrt{n \cdot (n-1)}.
\]  

(2)

Furthermore \( d = 2 \) is uniquely optimal for the Attacker, while there exists a \( k \) less than one such that the strategy \( (\hat{p}, s) \) is optimal for all \( s \) in the interval \([k, 1]\).

**Proof.** We wish to calculate how the probability that the Patroller is at \( C \) changes over time, as she continues to be away from the Attacker’s attack location \( A \). Suppose that at some period \( t \) the Patroller is not at \( A \), but she is either at \( C \) with probability \( c \), or belongs to the set \( E \) of remaining \( n - 1 \) locations with probability \( 1 - c \). Then, in the following period \( t + 1 \) the Patroller will be at \( C \) with probability \( c \cdot r + (1 - c) \cdot s \), or at \( A \) with probability \( c \cdot p + (1 - c) \cdot 0 \). Hence, conditional on the Patroller not being at location \( A \) at period \( t + 1 \), the probability that she is at her base \( C \) at period \( t + 1 \) is given by

\[
f(c, s) = \frac{c \cdot r + (1 - c) \cdot s}{1 - p \cdot c}.
\]  

(3)

Fraction \([3]\) is increasing in \( s \), and \( f(c, s) \) is maximized for \( s = 1 \) (we later provide a non-algebraic proof that the Patroller should always adopt \( s = 1 \), see Section \( 2(k) \)) at

\[
f(c) = f(c, 1) = \frac{c \cdot r + (1 - c)}{1 - p \cdot c} = \frac{1 - n \cdot p \cdot c}{1 - p \cdot c}.
\]  

(4)

Additionally, since from equation \([4]\) we find that \( f'(c) = -\frac{p \cdot (n-1)}{(1-p \cdot c)^2} < 0 \), then \( f(c) \) is strictly decreasing and hence minimized for \( c = 1 \), with \( f(1) = \hat{c} \), where

\[
\hat{c} = \frac{(1 - n \cdot p)}{(1 - p)}.
\]

This is easily explained. We have shown that it is optimal for the Patroller to reflect at the ends \( (\hat{s} = 1) \) so the probability that the Patroller is at the center, given that she was at the center with probability \( c \) last period, and has not appeared at the Attacker’s end, is simply given by \( f(c) \). Since we have also shown that \( f(c) \) is decreasing in \( c \), and since \( c \) is a probability,
then $f(c)$ is minimized when $c$ is the maximum probability of being at the center, namely $c = 1$. This occurs in the first period that the Patroller has left the Attacker’s end. So the minimum probability $\hat{c}$ of the Patroller being at the center occurs two periods after she has left the Attacker’s end. Hence the optimal delay is $d = 2$, regardless of the Patroller’s choice of $p$.

An attack at node $A$ with delay $d = 2$ will be intercepted if the Patroller is at $C$ in its first period and she goes to $A$ in its second period, that is, with probability

$$Q = \hat{c} \cdot p = \frac{(1 - n \cdot p) \cdot p}{1 - p}. \quad (5)$$

For a number $n$ of candidate attack locations, the Patroller chooses the value of $p$ that maximizes the interception probability $Q$. The optimal value $\hat{p} = \hat{p}(n)$ for $p$ depends on $n$ and can be found by solving the first order equation

$$\frac{\partial Q}{\partial p} = \frac{(n \cdot p^2 - 2 \cdot n \cdot p + 1)}{(1 - p)^2} = 0.$$ 

This is equivalent to solving

$$n \cdot p^2 - 2 \cdot n \cdot p + 1 = 0,$$

giving

$$\hat{p} = 1 - \sqrt{\frac{n \cdot (n - 1)}{n}}. \quad (6)$$

The above findings show that the optimal probability $\hat{p}$ is asymptotic to $\frac{1}{(2n)}$, while the optimal probability $\hat{p}$ goes to $\frac{1}{2}$. Using (5), (6), and the formula for $\hat{c}$, the value $V$ of the game is then given by

$$V = \hat{c} \cdot \hat{p} = (2 \cdot n - 1) - 2 \cdot \sqrt{n \cdot (n - 1)}.$$ 

To establish the last part of the Proposition, let $c(d) = f(d - 1)$ (1), with $c(1) = 1$, denote the probability that the Patroller is at $C$ after $d$ consecutive periods away from $A$, when she adopts strategy $s = 1$ and $p = \hat{p}$. Hence $c(2) = f(1) = \hat{c} < 1$. We showed that in this case the interception probability is $Q = c(d) \cdot \hat{p}$ and that $c(d)$ is minimized when $d = 2$ at $V = c(2) \cdot \hat{p} = \hat{c} \cdot \hat{p}$. It is clear that $c(d)$ is 1 only for $d = 1$ since $p \neq 0$ (i.e. $r \neq 1$). Also, since the patroller will adopt a strategy with $p = \hat{p} < 1/n$ the Markov chain is aperiodic and hence $c(d)$ converges to some limit $c_\infty$ as $d$ goes to infinity (see for example Norris (1998)). We know that $c_\infty$ cannot be 1 because $f(1) = c(2) < 1$, and $f$ is a decreasing function, hence $c_\infty < 1$ and $c(d) < 1$ for each $d > 1$. Since $f$ is strictly decreasing (as shown above), it follows that that $c(d) = f(c(d - 1)) > f(1) = \hat{c}$ for $d > 2$. Hence, there is some second best value of the delay $d^*$ for the Attacker, such that for each $d \neq 2$ we have $Q(d, s = 1) \geq c(d^*) \cdot \hat{p} \equiv V^* > \hat{c} \cdot \hat{p} = V$. By the continuity of $Q$ in $s$ (in the transition probabilities of the Markov chain) and the fact that $Q(d = 2, s = 1) = V$, it follows that there exists a $k$ sufficiently close to 1 such that $Q(d = 2, s) > V^*$ for $s \in [k, 1]$. Consequently if the Patroller adopts such an $s$, the best the Attacker can do is to choose $d = 2$ and obtain an interception probability of $Q(d = 2, s) = V$. This means that, as claimed, $(s, \hat{p})$ is optimal for the Patroller for $s \in [k, 1]$.

The fact that for $m = 2$ there are optimal Patroller strategies with $s < 1$ is in stark contrast to the unique optimality of $s = 1$ for larger $m$ which we establish in Lemma [1].
2.2 Odd attack duration ($m$ odd)

When the attack duration $m$ is odd, we establish the following result:

**Proposition 2.** Consider the Uniformed Patroller game where the attack duration $m$ is odd. The unique optimal Patroller’s strategy is the random walk with zero holding probabilities, $\hat{p} = \frac{1}{n}$, $\hat{s} = 1$. The optimal Attacker’s strategy is to attack at any end with an arbitrary delay. The value of the game is then given by

$$V = 1 - \left(\frac{n-1}{n}\right)^{\frac{m-1}{2}}. \quad (7)$$

**Proof.** Say the Patroller adopts a random walk with zero holding probabilities on the star $S_n$, such that she always goes to a uniform random adjacent node, and never remains at the same node. Say the attack duration is $m = 2 \cdot j + 1$. In any $2 \cdot j$ consecutive periods, the Patroller visits $j$ ends counting multiplicity, chosen uniformly at random. The probability that a particular end is visited among these $j$ ends is given by $1 - \left(\frac{n-1}{n}\right)^j$, and so this is a lower bound on the interception probability. Similarly, if the Attacker begins his attack at any time the Patroller is away from his chosen location, then the number $k$ of end nodes the Patroller visits during the rest of the attack satisfies $k \leq j$, and since these are chosen randomly (independently) the probability that the Attacker’s node is among them is given by

$$1 - \left(\frac{n-1}{n}\right)^k \leq 1 - \left(\frac{n-1}{n}\right)^j.$$

However, since only the random walk with zero holding probabilities $p = 1/n$, $s = 1$ always gives $k = j$, it follows this is the unique optimal Patroller’s strategy and the value of the game is given then by (7). \qed

2.3 Attack duration $m = 4$

We can also obtain an explicit solution to the game when $m = 4$ (but not for higher even $m$). When the attack duration is $m = 4$, if the attack starts when the Patroller is at the center, then she gets two chances to intercept it (i.e. to find the correct end $A$). However, if the attack starts when the Patroller is at an end $E \neq A$, then she gets only one chance. In the first case, the Patroller can intercept the attack with any of the following four sequences

$$CA_\sim, \quad CCA_\sim, \quad CCCA, \quad CECA,$$

while in the second case, with any of the following three sequences

$$ECA_\sim, \quad ECCA, \quad EECA.$$

It follows that the attack will be intercepted with overall probability

$$Q = c \cdot \left(1 + r + r^2 + (1 - p - r)\right) \cdot p + (1 - c) \cdot \left(s + s \cdot r + (1 - s) \cdot s\right) \cdot p$$

$$= p \cdot (-r \cdot s + r^2 + s^2 - 2 \cdot s - p + 2) \cdot c + p \cdot (2 \cdot s + r \cdot s - s^2), \quad (8)$$

where $c$ is the conditional probability that the Patroller is at the center $C$ at the beginning of the attack given that she is not at the attack node $A$.

Note that the coefficient of $c$ in (8) is given by the product of $p$ with the expression

$$(-r \cdot s + r^2 + s^2 - 2 \cdot s - p + 2) = 2 + (s^2 - 2 \cdot s) - r \cdot s + r^2 - p$$

$$\geq 2 - 1 - rs + r^2 - p \geq 1 - (r + p) + r^2 \geq 1 - (r + p) \geq 0,$$
since \( r + p \leq r + n \cdot p = 1 \), and \( s \leq 1 \). It follows that for fixed \( n, p \), the interception probability \([8]\) is increasing in \( c \). By the same reasoning we have used for \( m = 2 \), it further follows that the Attacker should choose to wait for \( d = 2 \) to attain \( c = \hat{c} \), and the minimum interception probability

\[
Q = \frac{p}{1-p} \left( (p+r-1) \cdot s^2 + (2 - r - p \cdot r - r^2 - 2 \cdot p) \cdot s + (2 \cdot r - p \cdot r + r^3) \right) .
\] (9)

To check that \([9]\) is increasing in \( s \), notice that the derivative with respect to \( s \) in the bracketed quadratic above is given by

\[
2 \cdot (p + r - 1) \cdot s + (2 - r - p \cdot r - r^2 - 2 \cdot p) \geq 2 \cdot (p + r - 1) \cdot 1 + (2 - r - p \cdot r - r^2 - 2 \cdot p),
\]
since \( r + p < 1 \), which is equivalent to \( r \cdot (1 - p - r) \geq 0 \), since both factors are non-negative.

Consequently, it turns out that the Patroller maximizes the interception probability for fixed \( p \) by choosing \( s = 1 \) (reflecting at the ends). Taking \( s = 1 \) in \([9]\), gives

\[
Q = \frac{p}{1-p} \left( 2 \cdot r - p - 2 \cdot p \cdot r - r^2 + r^3 + 1 \right)
= -n^3 \cdot p^4 + 2 \cdot n^2 \cdot p^3 + 2 \cdot n \cdot p^2 - 3 \cdot n \cdot p^2 - 3 \cdot p^2 + 3 \cdot p
\]
\[
1 - p
\] (10)

We can also get an exact algebraic expression for the value \( p = \hat{p} \) which maximizes the interception probability \([10]\), by differentiating \([10]\) with respect to \( p \) and setting the numerator of the resulting fraction \( \frac{f(p)}{(1-p)^2} \) equal to 0, where \( f(p) \) is the fourth degree polynomial

\[
3 - (6 + 6 \cdot n) \cdot p + (3 + 9 \cdot n + 6 \cdot n^2) \cdot p^2 + (-4 \cdot n - 4 \cdot n^2 + 4 \cdot n^3) \cdot p^3 + (3 \cdot n^3)^4
\]
The real root of this polynomial which is a probability, is given by

\[
\hat{p} = \frac{2 \cdot n^2 + C \cdot \sqrt{2} - 3 \cdot n^2 \cdot \sqrt{\frac{C}{9 \cdot n^2} + \frac{E}{3 \cdot n^2 - D} + \frac{4 \cdot \sqrt{3} \cdot F}{9 \cdot n^2 - G} - \frac{D}{3 \cdot n^2} + 2 \cdot n + 2}}{6 \cdot n^2},
\] (11)

where

\[
A = 8 \cdot n^6 - 18 \cdot n^5 + 6 \cdot n^4 + 9 \cdot n^3 - 3 \cdot n,
B = (n - 1)^6 \cdot n^3 \cdot (32 \cdot n^3 + 24 \cdot n^2 - 3 \cdot n - 4),
C = 8 \cdot (n^2 + n + 1)^2 - 12 \cdot n \cdot (2 \cdot n^2 + 3 \cdot n + 1),
D = \sqrt[3]{A + 2 \cdot \sqrt{B} - 3 \cdot n + 1},
E = (4 \cdot n^2 - 1) \cdot (n - 1)^2,
F = (4 \cdot n^4 + 2 \cdot n^3 + 6 \cdot n^2 + 11 \cdot n + 4) \cdot (n - 1)^2,
G = \sqrt{C - \frac{6 \cdot n \cdot E}{D} + 6 \cdot n \cdot D}.
\]

2.4 Asymptotic analysis for \( m = 4 \)

We now consider the optimal play for the attack duration \( m = 4 \) when \( n \) is large. Since in this case the probability \( p \) goes to 0, it is more transparent to work with probability \( r \) of remaining at the center. We start by writing \([10]\) in terms of \( r \), using that \( p = \frac{(1-r)}{n} \), and calling it

\[
\pi(n, r) = \frac{(1-r) \cdot \left( -1 - r + 2 \cdot r^2 + n \cdot (1 + 2 \cdot r - r^2 + r^3) \right)}{n \cdot (-1 + n + r)},
\]
so that,
\[ n \cdot \pi(n, r) \rightarrow \text{poly}(r) = -r^4 + 2 \cdot r^3 - 3 \cdot r^2 + r + 1, \quad \text{as} \quad n \rightarrow \infty. \]

The first order condition on \( r \) is given by the cubic \( 4 \cdot r^3 - 6 \cdot r^2 + 6 \cdot r - 1 = 0 \), with solution in \([0, 1]\) of
\[ \hat{r}_\infty = \frac{1}{3} \left( 1 - \left( 1 + \sqrt{2} \right)^{-1/3} + \left( -1 + \sqrt{2} \right)^{1/3} \right) \simeq 0.20196. \]

We also have that
\[ a \equiv \text{poly}(\hat{r}_\infty) = -\frac{3 \cdot \left( 5 - 4 \cdot \sqrt{2} - 7 \cdot \left( 1 + \sqrt{2} \right)^{4/3} + \left( -1 + \sqrt{2} \right)^{2/3} \cdot \left( -1 + 2 \cdot \sqrt{2} \right) \right)}{16 \cdot \left( -1 + \sqrt{2} \right)^{4/3}} \simeq 1.0944, \]
which implies that
\[ \pi(n, \hat{r}_n) \rightarrow \frac{a}{n} \simeq \frac{1.0944}{n}. \]

Hence, we show that for large \( n \) the Patroller should stay at the center about 20% of the time, which ensures her an interception probability of about \( \frac{1.09}{n} \). The optimal delay remains \( d = 2 \).

### 2.5 Optimality of \( s = 1 \) and \( d = 2 \) for all \( m, n \)

Let us now extend our analysis to even \( m \geq 6 \). Firstly, it is useful to show that an attack delay of \( d = 2 \) and a reflection probability of \( s = 1 \) are optimal for the Attacker and the Patroller respectively. This result (Theorem 1) was conjectured by the Associate Editor.

Let \( X_i \in \{ C, E, A \}, i = 1, 2, \ldots \), denote the location of the Patroller in the \( i \text{th} \) time period (where \( E \) denotes the set of end nodes other than the attack node \( A \)). Then the one sided sequence \( X = (X_1, X_2, \ldots) \) is a sample path of the Patroller’s Markovian strategy. Let \( T(X) = \min \{ i : X_i = A \} \) denote the first time that the Patroller reaches the attack node \( A \), this random time is typically called the hitting time of \( A \).

**Lemma 1.** Assume the Attacker adopts a delay of \( d = 2 \). Then, for any \( n, m, p \) the interception probability is maximised when \( s = 1 \). That is, reflection at ends is an optimal response for the Patroller. Furthermore, if \( m \geq 3 \) any \( s < 1 \) is not an optimal response, but for \( m = 2 \) some values of \( s < 1 \) are optimal.

**Proof.** The proof uses a technique which in the probability literature is known as a Markov coupling, that is we consider simultaneously two Markov sample paths constructed using the same source of randomness. Consider any Patroller’s Markov chain (patrol) strategy \((p, s)\). Let period \( i = 1 \) be the period that the Attacker begins his attack at some node we denote \( A \). At time \( i = 1 \) every Patroller sample path is either at \( X_1 = C \) (center node) or \( X_1 = E \) (any end node other than \( A \)). Since the Attacker adopts a delay of \( d = 2 \), and the Patroller will surely be at \( C \) in the first period away from \( A \), and the Attacker will start their attack if an only if the Patroller is at either \( C \) or \( E \) at the next step as well, the probability that the Patroller will be at \( C \) again at \( i = 1 \) is given by the probability that the Patroller walk stays at \( C \) conditioned on not moving \( A \), i.e. \( Pr(X_1 = C) = \frac{1 - n \cdot p}{1 - p} \), which does not depend on \( s \). Note that the Attack at \( A \) beginning at time \( i = 1 \) is intercepted if and only if \( T(X) \leq m \). For any sample path \( X \), let \( \tilde{X} \) be the same sequence with all consecutive appearances of \( E \) deleted (after the first one). So for example, if \( X = (C, E, E, E, C, C, E, C, A, \ldots) \) then we have \( T(X) = 9 \), and \( \tilde{X} = (C, E, C, C, E, C, A, \ldots) \) with \( \tilde{T}(X) \equiv T(\tilde{X}) = 7 \). Recall that although we lump all ends other than \( A \) together, consecutive elements of \( E \) visited by the Patroller must be the same
node. It follows from this construction that the paths \( \tilde{X} \) are sample paths on \( \{C, E, A\} \) with distribution that arise from a Patroller with \( s = 1 \), i.e. with strategy \((p, 1)\). It is clear that we always have \( \tilde{T}(X) \leq T(X) \), hence if \( T(X) < m \) we also have \( \tilde{T}(X) \leq m \). Since \( \tilde{T} \leq T \), and we have not changed the value of \( p \) for both sample paths \( X \) and \( \tilde{X} \), the Markov chain \((p, 1)\) is at least as good for the Patroller as \((p, s)\).

To establish the last part of the Lemma, suppose that \( m \geq 3 \). Let \( K \) be the set of sample paths of \((p, s)\) starting with

\[
\left(E, \ldots, E, C, A\right),
\]

so that \( T(X) = m + 1 \) and \( \tilde{T}(x) = 3 \leq m \) for \( X \in K \). Note that \( \Pr(K) = \alpha_s > 0 \) for \( s < 1 \). It follows, from the coupling described above, that \( Q(s = 1) \geq Q(s) + \alpha_s > Q(s) \) for \( s < 1 \), and so any Patroller strategy with \( s < 1 \) cannot be an optimal response to \( d = 2 \). Notice that when \( m = 2 \) it is not possible to construct an \( s < 1 \) path that fails to intercept the attacker but the coupled version with \( s = 1 \) does intercept the attacker. Hence the proof strategy does not work in this case. We showed in Proposition \( \square \) that for \( m = 2 \) there are values of \( s < 1 \) which are optimal.

We now consider a simple question. Is it better to begin an attack when the Patroller is at another end node \( E \) or when she is at the center \( C \)? We show that the attack should begin when the probability of the former is higher.

**Lemma 2.** For any Patroller strategy \((p, s)\) and any \( m, n \), the interception probability if the attack starts when \( X_1 = C \) is at least as high as if \( X_1 = E \). That is

\[
\Pr(T(X) \leq m \mid X_1 = C) \geq \Pr(T(X) \leq m \mid X_1 = E).
\]  

Furthermore, the left and right sides of (13) are equal if and only if \( s = 1 \), \( r = 0 \) and \( m \) is odd. In particular, for even \( m \) it is strictly better to start the attack when the Patroller is at the center.

**Proof.** A Patroller at an end \( E \) must go to the center \( C \) before reaching the attacked node \( A \). It follows that the probability of reaching \( A \) from \( E \) in \( t \) periods is no greater than the probability of reaching \( A \) from \( C \) in \( t - 1 \) periods. Hence, by the Markov property,

\[
\Pr(T(X) \leq m \mid X_1 = E) \leq \Pr(T(X) \leq m - 1 \mid X_1 = C) \leq \Pr(T(X) \leq m \mid X_1 = C),
\]  

because if the Patroller reaches \( A \) in fewer than \( m - 1 \) periods, then she also reaches it in fewer than \( m \) periods.

Regarding the ‘furthermore’ part, if the left and right hand sides of (15) are equal, this means that both the left and right ‘\( \leq \)’ signs hold with equality. If the left ‘\( \leq \)’ holds with equality, we must have \( s = 1 \) because \( \Pr(X_2 = C \mid X_1 = E) = 1 \). Now suppose the right ‘\( \leq \)’ sign holds with equality, so that for \( X_1 = C \) we have

\[
\Pr(T(x) \leq m - 1) = \Pr(T(x) \leq m).
\]

It follows that

\[
\Pr(T(x) = m) = 0.
\]

This implies that \( r = 0 \) (the chain is periodic) because otherwise this probability is at least \( r^{m-1} \cdot \frac{1}{2} \). When \( r = 0 \) and \( s = 1 \) the Patroller follows a random walk (with zero probability of remaining at any node) which will be at the center in odd periods and at an end at even periods. Since \( T(x) \neq m \) she is at the center at period \( m \), so \( m \) must be odd.
It is important to note that if the attack duration \( m \) is odd, and \( p = \frac{1}{n} \), then the two probabilities given in (13) are strictly equal. To check this, suppose we label the \( m \) periods of the attack as \( t = 1, 2, \ldots, m = 2k + 1 \). If the Patroller is at the center \( C \) at the beginning \( t = 1 \) of the attack, then she will be at a random end node (either the one that is attacked or another one) in the following \( k \) even numbered periods \( 2, 4, \ldots, m = 2k + 1 \). If, however, the Patroller is at an end node \( E \) (other than \( A \)) at the beginning \( t = 1 \) of the attack, then she will be at a random end node in the following \( k \) odd numbered periods \( 3, 5, \ldots, m = 2k + 1 \). In either case, the interception probability is given by \( 1 - \left( \frac{n-1}{n} \right)^k \), as seen in the proof of Proposition 2. This fact explains why the delay \( d = 2 \), which maximizes the probability of being at the center \( C \) in the first period of the attack, is not required for optimality when \( m \) is odd.

Lemma 3. Suppose the Patroller is adopting a strategy \((p, s)\) with \( s = 1 \). Then, for any \( n, m \) the interception probability is minimised when \( d = 2 \). Furthermore, if \( m \) is odd then \( d = 2 \) is the Attacker’s unique optimal response.

Proof. We will show that the probability that the Patroller is at \( C \) given that she has not returned to \( A \) (the attack node) when the attack begins is minimised when \( d = 2 \). Hence, by Lemma 2 this is an optimal delay.

The proof follows exactly the proof that \( d = 2 \) is optimal in Proposition 1, which is independent of \( m \). Recall the probability \( f(c) \) that the Patroller is at the center, given that she was at the center the last period with probability \( c \) and has not returned the current period to the attack node \( A \), is given by

\[
f(c) = \frac{c \cdot r + (1 - c)}{1 - c \cdot p}.
\]

(15)

This is easily seen to be decreasing in \( c \). Since \( c = 1 \) (its maximum possible value) at the first period that the Patroller is away from \( A \), and \( f \) is decreasing, the minimum value of \( f \) is attained as \( f(1) = \frac{1-np}{1-p} \) after delay \( d = 2 \). By Lemma 2 the delay \( d = 2 \) is the optimal response to any Patroller’s strategy \( p \) when \( s = 1 \).

According to Lemmas 1 and 3 an attack delay of \( d = 2 \) and a Patroller reflection probability of \( s = 1 \) are optimal responses to each other. Thus, we have established the following result:

Theorem 1. For any attack duration \( m \) and any number \( n \) of locations, the Attacker’s strategy with delay \( d = 2 \) and the Patroller’s strategy with reflection probability \( s = 1 \) are optimal strategies. Furthermore, the delay \( d = 2 \) is uniquely optimal if and only if \( m \) is even, and the reflection probability \( s = 1 \) is uniquely optimal if and only if \( m \geq 3 \).

Proof. Lemmas 1 and 3 establish that this pair of strategies forms a Nash equilibrium, with a corresponding payoff given by the interception probability \( \hat{Q} \). Since this is a zero-sum game, the strategies in any Nash equilibrium are optimal and the payoffs they produce is the value \( V = \hat{Q} \) of the game. That is, playing the claimed optimal strategies ensures that a player gets an interception probability (payoff) at least as good as \( \hat{Q} \). The ‘furthermore’ part follows from the ‘furthermore’ parts of Lemmas 1 and 3 and Proposition 2.

Theorem 1 was conjectured by the anonymous Associate Editor, who also suggested a proof technique somewhat different from the one given above.

2.6 A general formula for the interception probability \( Q \)

In Theorem 1 we showed that the optimal attack delay \( d \) for the Attacker and the optimal reflecting from the end nodes probability \( s \) for the Patroller are \( d = 2 \) and \( s = 1 \) respectively. Assuming that the Patroller and Attacker adopt these values we are able to derive an explicit
formula, in terms of probability $p$, for the interception probability $Q$, for any attack duration $m$ and any star network size $n$. We obtain this formula either by a direct analysis of the hitting time, $T$, through probability generating functions, or by a recursive analysis on $m$. We also note that using the former method it is possible to derive an explicit expression for $Q$ for all values of $d$ and $s$ as well (in complete generality), but it does not appear to be possible to perform explicit algebraic optimisation, and so we only present the analysis in the simpler setting of $d = 2$ and $s = 1$ for the sake of clarity of the presentation.

**Proposition 3.** Suppose the players adopt the strategies with delay $d = 2$ and reflection probability $s = 1$ (shown to be optimal in Theorem 3). Then the probability that an attack of length $m$ is intercepted on the star network $S_n$ when the Patroller goes to each node from the center with probability $p$, is given by

$$Q = 1 - \frac{(1 - 2 \cdot p + n \cdot p + u) \cdot w_2^m - (1 - 2 \cdot p + n \cdot p - u) \cdot w_1^m}{2 \cdot (1 - p) \cdot u},$$

(16)

where $u = \sqrt{(n \cdot p + 1)^2 - 4 \cdot p}$, $w_1 = \frac{1-np-u}{2}$ and $w_2 = \frac{1-np+u}{2}$.

We give two proofs of Proposition 3. The first one involves a direct calculation based on the hitting times of birth-death chains, using generating functions and applies more generally. The second approach involves a recursion on the attack duration $m$ and relies strongly on the fact we take $d = 2$ and $s = 1$. The first approach makes use of the fact that the distribution of hitting times for birth-death chains can be expressed explicitly in terms of their probability generating function, see for example Fill (2009). Birth-death chains are Markov chains on the natural numbers which can increase or decrease in each time step by at most one - the Patrollers Markov strategy on the reduced state space $\{C, E, A\}$ is therefore a special case of a birth-death chain.

**First Proof of Proposition 3 (based on hitting time analysis).** In the first period that the Patroller leaves $A$ the Attacker starts to count their delay, and the Patroller must be at the centre $C$. Let $T_C(X) = \min\{i : X_i = A\}$ denote the first hitting time of the attacked node $A$ for the Patroller Markov strategy $X$ on the reduced space $\{C, E, A\}$, started from the centre node $C$. If the Patroller returns to $A$ fewer than $d$ periods later then the attack will not begin and the Attacker resets their delay counter. On the other hand, if the Patroller is away from $A$ for $d$ or more periods then the attack will begin, and it will be intercepted if and only if the Patroller returns to $A$ strictly before time period $d + m - 1$ (the minus one appear because we consider that the attack has begins on the $d^{th}$ period that the Patroller is away). It follows that the interception probability $Q$ can be expressed as

$$Q = \Pr(T_C < d + m - 1 \mid T_C \geq d)$$

$$= 1 - \Pr(T_C \geq d + m - 1 \mid T_C \geq d) = 1 - \frac{\Pr(T_C \geq d + m - 1)}{\Pr(T_C \geq d)}.$$  

(17)

Hence, if we know the distribution of the random time $T_C$ then it is possible to calculate the probability $Q$. It turns out that for birth-death chains the probability generating function of the hitting times (which uniquely determines the distribution) can be written explicitly in terms of eigenvalues of the Markov transition matrix. This result is summarised in the following result taken from Fill (2009).

Theorem 1.2 in Fill (2009). Consider a discrete-time birth-death chain with transition matrix $P$ on state space $\{0, \ldots, N\}$ started at 0, with positive birth probabilities $p_i$, $0 \leq i \leq N - 1$ and
death probabilities $q_i$, $1 \leq i \leq N - 1$. The the first hitting time, $\tau$, of state $N$ has probability generating function

$$G_\tau(z) = \mathbb{E}[z^\tau] = \sum_{t=1}^{\infty} z^t \Pr(\tau = t) = \prod_{j=0}^{N-1} \frac{(1 - \theta_j)z}{1 - \theta_jz},$$

where $-1 \leq \theta_i < 1$ are the $N$ non-unit eigenvalues of $P$.

To apply this theorem in our setting we identify the set, $E$, with 0, the centre node, $C$, with 1 and the attacked node, $A$, with $N = 2$ (see Figure 1 right). Then, denoting by $T_E(X) = \min\{i; X_i = A\}$ the first hitting time of the attacked node $A$ for the Patroller Markov strategy $X$ started from $E$, by Fill’s Theorem the probability generating function of $T_E$ is given by

$$G_{T_E}(z) = \frac{(1 - \theta_-) \cdot z}{1 - \theta_- \cdot z} \cdot \frac{(1 - \theta_+) \cdot z}{1 - \theta_+ \cdot z},$$

where $-1 \leq \theta_-, \theta_+ < 1$ are the non-unit eigenvalues of the Markov transition matrix

$$P = \begin{pmatrix} E & C & A \\ 1-s & s & 0 \\ (n-1)p & 1-np & p \\ 0 & 0 & 1 \end{pmatrix}.$$

The non-unit eigenvalues of the transition matrix [19] are given by

$$\theta_\pm = \frac{1}{2} \cdot \left( 2 - s - n \cdot p \pm \sqrt{(s + n \cdot p)^2 - 4 \cdot p \cdot s} \right).$$

Finally, in order to calculate the generating function for the hitting time $T_C$ (the hitting time of $A$ started from $C$), we observe that for the Patroller to reach $A$ from $E$ it must first reach the state $C$. The Patroller started from $E$ will first take an amount of time which is geometrically distributed with parameter $s$ before it reaches $C$, and then it will take a further (independent) random time $T_C$ before reaching $A$. It follows, by the strong Markov property, that we have the following equality in distribution;

$$T_E = S + T_C,$$

where $S$ is a Geometric($s$) random variable independent of $T_C$. Since $S$ is a geometric random variable its probability generating function is given by

$$G_S(z) = \frac{s \cdot z}{1 - (1-s) \cdot z}.$$

The probability generating function of the sum of independent random variables is given by the product of the generating functions, and hence we have

$$G_{T_C}(z) = \frac{G_{T_E}(z)}{G_S(z)} = \left( \frac{1 - (1-s) \cdot z}{s \cdot z} \right) \cdot \left( \frac{(1 - \theta_-) \cdot z}{1 - \theta_- \cdot z} \right) \cdot \left( \frac{(1 - \theta_+) \cdot z}{1 - \theta_+ \cdot z} \right).$$

Under the assumptions $d = 2$ and $s = 1$, which have been shown to be optimal in Theorem [1], the expression above can be simplified into the form

$$G_{T_C}(z) = \frac{4 \cdot p \cdot z}{(2 - (1 - n \cdot p - u) \cdot z) \cdot (2 - (1 - n \cdot p + u) \cdot z)}.$$
\begin{equation}
\frac{p \cdot z}{1 - z \cdot (1 - n \cdot p) - z^2 \cdot (n \cdot p - p)}, \tag{20}
\end{equation}

where we recall \( u = \sqrt{(n \cdot p + 1)^2 - 4 \cdot p} \). The probability mass function of the discrete random variable \( T_C \) can then be calculated in the standard way from the probability generating function, \( Pr(T_C = k) = G_{T_C}^{(k)}(0) / k! \) where \( G_{T_C}^{(k)}(0) \) is the \( k \)th derivative of \( G_{T_C}(z) \), evaluated at \( z = 0 \). Taking derivatives in \( 20 \) we have

\[
Pr(T_C = k) = \frac{2^k \cdot p \cdot \left((1 - n \cdot p + u)^k - (1 - n \cdot p - u)^k\right)}{u} = \frac{p \cdot (w_2^m - w_1^m)}{u}, \tag{21}
\]

where \( w_1 = \frac{1 - n \cdot p - u}{2} \) and \( w_2 = \frac{1 - n \cdot p + u}{2} \).

Finally plugging the form of the probability mass function for the hitting time \( T_C \) give in \( 21 \) into the formulation of \( Q \) in terms of \( T_C \), in \( 17 \), we get an explicit expression of the interception probability \( Q \) as a function of \( m, n, p \) (for \( s = 1, d = 2 \))

\[
Q = 1 - \frac{Pr(T_C, A \geq m + 1)}{Pr(T_C, A \geq 2)}
= 1 - \frac{1 - \left(Pr(T_C, A = 1) + Pr(T_C, A = 2) + \cdots + Pr(T_C, A = m)\right)}{1 - Pr(T_C, A = 1)}
= 1 - \frac{1 - (G_{T_C, A}^{(1)}(0) + G_{T_C, A}^{(2)}(0) + \cdots + G_{T_C, A}^{(m)}(0))}{1 - G_{T_C, A}^{(1)}(0)}
= 1 - \frac{1 - \left((1 - 2 \cdot p + n \cdot p + u) \cdot w_2^m - (1 - 2 \cdot p + n \cdot p - u) \cdot w_1^m\right)}{2 \cdot (1 - p) \cdot u}.
\]

**Second Proof of Proposition 3** (based on a recursion on \( m \)). In this proof we insist that \( s = 1 \) and \( d = 2 \) from the beginning. Let \( h(m) \) denote the probability that a Patroller, who is at the center \( C \) in the first period of an attack lasting for \( m \) periods, does not intercept the attack (i.e. the probability the attack is successful). Recall \( p, q = (n - 1) \cdot p \) and \( r = 1 - n \cdot p \) denote the probabilities of the Patroller going from the center \( C \) to \( A, E \) and \( C \) respectively, where \( E \) stands for the set of end nodes other than the attack node \( A \). If the attack lasts for 1 period, then it will clearly not be intercepted, so \( h(1) = 1 \). If, however, the attack lasts for 2 periods, then it will be successful only if the Patroller stays at the center or goes to another node \( E \), so we have \( h(2) = r + q \). For general attack length \( m \), if the Patroller stays at the center the attack will be successful with probability \( h(m - 1) \), and if she goes to an end \( E \) (after which she always comes back to \( C \) since \( s = 1 \)) the attack will succeed with probability \( h(m - 2) \), as this return trip takes 2 periods. Thus, we have a recursion for \( h(m) \) consisting of

\[
h(m) = r \cdot h(m - 1) + q \cdot h(m - 2), \tag{22}
\]

with initial conditions \( h(1) = 1, h(2) = q + r \).

According to the elementary theory of recursions, see e.g. Lecture 2 of Brousseau [1971], the solution for \( h \) is given by the function

\[
h(m) = a \cdot w_1^m + b \cdot w_2^m, \tag{23}
\]

for some \( a, b \), where \( w_1, w_2 \) with \( w_1 < w_2 \), are the two distinct roots of the characteristic equation of \( 22 \), that is

\[
z^2 - r \cdot z - q = 0.
\]
Solving the simultaneous equations

\[ h(1) = a \cdot w_1 + b \cdot w_2 = 1 \quad , \quad h(2) = a \cdot w_1^2 + b \cdot w_2^2 = 1 - p , \]

we evaluate the constants \( a \) and \( b \), as

\[ a = -\frac{(1-2 \cdot p + n \cdot p - u)}{u \cdot (1-n \cdot p - u)} \quad , \quad b = \frac{(1-2 \cdot p + n \cdot p + u)}{u \cdot (1-n \cdot p + u)} . \]

Now we relax the assumption that the Patroller is at \( C \) in the first period of the attack. If the Patroller is at end node \( E \) at the start of an attack of length \( m \), then she will be at \( C \) after one more period, which is equivalent to being at \( C \) in the first period of an attack of length \( m-1 \). Thus, in this case the attack will succeed with probability \( h(m-1) \), by the definition of \( h \). Since the attack will start after a delay \( d = 2 \), the probability that the attacker is at the center in the first period of the attack is given by \( c = \frac{(1-n \cdot p)}{(1-p)} \). It follows that the overall probability \( 1 - Q \) of a successful attack of length \( m \) is given by the formula

\[ 1 - Q = c \cdot h(m) + (1-c) \cdot h(m-1) \]

\[ = c \cdot (a \cdot w_1^m + b \cdot w_2^m) + (1-c) \cdot (a \cdot w_1^{m-1} + b \cdot w_2^{m-1}) \]

\[ = \left( c \cdot a + \frac{(1-c) \cdot a}{w_1^m} \right) \cdot w_1^m + \left( c \cdot b + \frac{(1-c) \cdot b}{w_2^m} \right) \cdot w_2^m . \quad (24) \]

We need to show that the coefficients of \( w_1^m \) and \( w_2^m \) are as given in \([16]\).

\[ c \cdot a + \frac{(1-c) \cdot a}{w_1^m} = \frac{-1-n \cdot p}{1-p} \cdot \frac{1-2 \cdot p + n \cdot p - u}{u \cdot (1-n \cdot p - u)} \cdot \frac{n \cdot p - p}{1-p} \cdot \frac{1-2 \cdot p + n \cdot p - u}{u \cdot (1-n \cdot p - u)} \cdot \frac{2}{1-n \cdot p - u} \]

\[ = \frac{-1-2 \cdot p + n \cdot p - u}{2 \cdot (1-p) \cdot u} \cdot \frac{2 \cdot (1-u + n^2 \cdot p^2 + n \cdot p \cdot u - 2 \cdot p)}{(1-n \cdot p - u)^2} \]

\[ = \frac{-1-2 \cdot p + n \cdot p - u}{2 \cdot (1-p) \cdot u} \cdot \frac{2 \cdot (1-u + n^2 \cdot p^2 + n \cdot p \cdot u - 2 \cdot p)}{1-2 \cdot n \cdot p + 2 \cdot n \cdot p \cdot u - 2 \cdot u + n^2 \cdot p^2 + u^2} \]

\[ = \frac{-1-2 \cdot p + n \cdot p - u}{2 \cdot (1-p) \cdot u} , \]

since the second factor in the second last line is seen to be equal to 1 after making the substitution \( u^2 = n^2 \cdot p^2 + 2 \cdot n \cdot p - 4 \cdot p + 1 \). \( \Box \)

In Figure 2 we plot the interception probability \( Q \) as a function of \( p \in [0, 1/n] \), for even \( m = 2, 4, 8, 10 \) (black) and for odd \( m = 3, 5, 7, 9 \) (green) attack duration \( m \).

![Figure 2: Plots of Q, for n = 10, m = 2, \ldots, 10, p \leq \frac{1}{n} \hat{p} \text{ are shown by red dots.}](image-url)
Note that for even \( m \) we get concave plots with interior maxima, while for odd \( m \) we get increasing plots maximised at \( p = \frac{1}{n} \), that is the maximum value that \( p \) can get. For the graphs with even \( m \), we also plot the maxima of \( p \) in red dots. Note that these maxima move to the right as \( m \) increases. For even \( m \geq 6 \) there is no closed solution for the optimal value of \( p \), however (as shown in Figure 2) we can numerically optimise the expression (16) in terms of \( p \). Note as well that for \( p = \frac{1}{n} \) (and \( s = 1 \)) the interception probability \( Q \) is the same for \( m = 3 \) and \( m = 4 \) (or \( m = 2k - 1, m = 2k \)), which illustrates equality in the right inequality of (14).

In Figure 2 we numerically calculated the optimal values \( \hat{p} \) for a single value of \( n = 10 \). We do the same in Figure 3 (left) but for several values of \( n \), namely for \( n = 5 \) (blue circles), \( n = 10 \) (orange squares), \( n = 15 \) (green diamonds), \( n = 20 \) (red triangles). For each \( n \) we draw in horizontal dashed lines the asymptotes \( 1/n \). The decrease in \( \hat{p} \) for fixed \( m \) as \( n \) increases is mainly due to the fact that when leaving the center the Patroller divides her probability of leaving in \( n \) possible locations. To reduce this type of dependence on \( n \), we plot in Figure 3 (right) the optimal probability \( \hat{r} = 1 - n\hat{p} \) which is seen to depend only slightly on \( n \), as the four corresponding symbols are tightly packed for fixed \( m \). Note that for \( m = 4 \) the values of \( \hat{r} \) are clustered near the value of \( \hat{r} \approx 0.202 \) given by the asymptotic analysis of Section 2.4 (see (12)).

![Figure 3: \( \hat{p} \) (left) and \( \hat{r} \) (right) for even \( m, n = 5, 10, 15, 20 \).](image)

### 2.7 The Cost of Wearing a Uniform

In the above analysis, the Attacker uses his information about the presence and absence of the Patroller at his location in optimizing the timing of his attack. So it would seem intuitive that forcing the Patroller to wear a uniform reduces the optimal probability of intercepting the attack. However in a distant but related multiple Patroller game of Lin (2019) it is shown that wearing a uniform does not affect this probability (value of the game). So motivated by that paper we decided to compare the two values (with and without a uniform) in our model. We find in all cases that there is indeed a cost of wearing a uniform, but that this cost varies with the parameters of our game. In Lin’s model, a Patroller who leaves the Attacker’s position will never return, so the Attacker is only vulnerable to the next Patroller, and this may in part be why there is no cost of wearing a uniform in that model.

Consider the original patrolling game where the Patroller is non-uniformed and Markovian. Assuming the attack duration is \( m = 2 \), in any interval of length equal to 2 she visits only one end, so the value of the game (interception probability) is given by \( V = \frac{1}{n} \). Recall that the corresponding interception probability \( V \) for the Uniformed Patroller game is given by (2). For large \( n \), taking the ratio \( \frac{1}{V} \) (uniformed over non-uniformed) and applying twice L’Hopital’s rule
when indeterminate forms occur, we get

\[
\lim_{n \to \infty} \tilde{V} = \lim_{n \to \infty} \frac{(2 \cdot n - 1) - 2 \cdot \sqrt{n \cdot (n - 1)}}{\frac{1}{n}} = \lim_{n \to \infty} \frac{n \cdot \left(2 - \frac{1}{n} - 2 \cdot \sqrt{1 - \frac{1}{n}}\right)}{\frac{1}{n^2}} = \\
= \lim_{n \to \infty} \frac{1}{n^2} \cdot \left(1 - \left(1 - \frac{1}{n}\right)^{-\frac{1}{2}}\right) = \lim_{n \to \infty} \frac{1}{n^2} \cdot \left(1 - \left(1 - \frac{1}{n}\right)^{-\frac{1}{2}}\right) = \\
= \lim_{n \to \infty} \frac{1/2 \cdot \left(1 - \frac{1}{n}\right)^{-3/2} \cdot \frac{1}{n^2}}{2 \cdot \frac{1}{n^2}} = \frac{1}{4}.
\]

**Proposition 4.** For large \( n \) and attack duration \( m = 2 \), wearing a uniform reduces the interception probability (value) by a factor of 4.

Similar results can be obtained if we consider alternative values of \( m \). For example, recall that when \( m \) is odd the value \( V \) of the Uniformed Patroller game on the star \( S_n \) is given by (7).

Without a uniform the Patroller starts equiprobably a random walk at \( t = 1 \) either at an end or at the center, while the Attacker also equiprobably initiates his attack either at an odd or at an even period. That is, the interception probability in the case when \( m = 2 \cdot j + 1 \) is given by

\[
\tilde{V} = \frac{1}{2} \left(1 - \left(\frac{n-1}{n}\right)^j\right) + \frac{1}{2} \left(1 - \left(\frac{n-1}{n}\right)^{j+1}\right).
\]

We look again at the ratio of the two interception probabilities. It is easy to show that as \( n \) goes to infinity \( \tilde{V} \) converges to \( \frac{2j}{2(j+1)} = \frac{(m-1)}{m} \) (the proof is similar to the one for \( m = 2 \)).

**Proposition 5.** When the attack duration \( m \) is odd, the relative loss in interception probability of wearing a uniform for large \( n \) is the reciprocal of the attack duration. That is,

\[
\lim_{n \to \infty} \frac{\tilde{V} - V}{V} = \frac{1}{m}.
\]

### 3 Conclusion

This paper examined the aspects of patrolling games that change when the Attacker can detect the presence of the Patroller at his location. We call such problems Uniformed Patroller Games, as the wearing of a uniform is a metaphor for this type of detection. The Patroller’s problem does not change much from the earlier (non-uniformed) version, but the Attacker must now decide how long to wait after the Patroller has left the location where he waits to carry out his attack. We determine solutions to this game when the Patroller must defend an arbitrary number of locations and the attack lasts an arbitrary number of periods. We proved that for any values of the parameters \( m \) and \( n \), an optimal delay is \( d = 2 \) and it is optimal to never patrol a location in consecutive periods (\( s = 1 \)). We note that it has been shown for some graphs that other values of the delay \( d \) are optimal, see Alpern and Katsikas (2019).

In this model the game without a uniform is easy to solve so that we can determine the reduction in the probability of intercepting an attack when wearing a uniform. This reduction turns out to be sensitive to the parameters involved. These results contrast with the lack of any reduction in interception probability in the continuous time model of Lin (2019), with multiple agents (of course the models are very different). Since wearing a uniform makes intercepting attacks more difficult, we plan to investigate the role the uniform plays in deterring attacks. This should add to the current lively debate on the importance of uniformed police ‘on the beat’ as opposed to undercover agents.
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