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Abstract

Peptide-based drugs are promising as therapeutics, but they are limited by unfavourable pharmacokinetic properties. Modifying or cyclising the peptide backbone increases their biological activity in many cases. However, cyclic peptides remain challenging to make, and no single backbone modification is universally tolerated. Both oxetanes and azetidines have previously been used in medicinal chemistry, and previous work suggests that oxetane modification of the peptide backbone may bring the termini in close proximity, enhancing efficiency of cyclisation. In order to realise the potential of oxetane and azetidine modification in medicinal chemistry, an investigation into the effects of these modifications on the backbone of peptides is needed.

In this work, linear and cyclic oxetane-modified peptides were characterised using CD, NMR spectroscopy and molecular dynamics (MD) simulations. In linear peptides, oxetane modification induces the formation of a turn, as evidenced by the presence of medium-range NOEs observed in NMR experiments. In cyclic peptides, MD simulations reveal that the oxetane-modified peptide is more rigid and the structure is stabilised by the formation of a new hydrogen bond that is absent in the parent peptide. The effect of oxetane modification on α-helicity was also explored. CD spectroscopy revealed that oxetane modification drastically reduces the helical content of a well-characterised sequence. Furthermore, steered MD simulations revealed the molecular determinants of this destabilisation—that oxetane modification introduces a kink in the helical axis, which disrupts the dihedral angles and hydrogen bonding pattern in both directions.

NMR experiments showed that, like oxetane, azetidine induces a turn in a short linear peptide. Finally, the impact of azetidine modification on the activity of antimicrobial peptides (AMPs) was assessed using microbiological assays. Following confirmation of activity, a known AMP sequence was modified and/or cyclised, and the activity was measured. It was found that azetidine modification increases the activity of this AMP without increasing its toxicity.

Overall, this work may help direct future design of peptide-based drugs.
Chapter 1

Introduction

1.1 Statement of the Problem

Peptide-based drugs have the potential to combine the advantages of traditional small molecule drugs and protein-based biologics, but they often have disadvantageous physicochemical properties. Chemical modification of peptides for improved bioavailability and metabolic stability is a critical aspect of work in the development of peptide-based drugs.\textsuperscript{1} Introduction of non-natural backbone linkages such as thioamides, azapeptides (where the C\textalpha is replaced with a nitrogen) and poly-N-substituted glycines (peptoids), has led to the increased stability or enhanced bioavailability of a wide range of peptides.\textsuperscript{2-6} However, backbone modification has also been shown to fundamentally change the structural properties of polypeptides, and no single modification is universally tolerated. For this reason, it is important to understand of the impact of available modifications for future development of peptide-based medicines.

In this work, we explore the impact of oxetane modification on peptide structure using a combination of biophysical and computational techniques, building on previous work by Shipman and co-workers.\textsuperscript{7-10} Synthesis of oxetane-modified peptides can be challenging, and more recently Shipman and co-workers have been exploring the synthesis and structure of azetidine-modified peptides. The impact of azetidine modification is also described in this work, using a mixture of biophysical and microbiological techniques.
1.2 Drugs

1.2.1 Traditional Drugs

Drug molecules tend to fall into one of two categories: traditional small molecule drugs and larger, protein-based biologics. Many small molecule drugs meet the criteria specified by Lipinski’s well-known ‘rule-of-five’,\textsuperscript{11} a set of \textit{in silico} guidelines which note a preference for a molecular weight of $<500$ Da to favour oral bioavailability.\textsuperscript{12} The ‘rule-of-five’\textsuperscript{11} states that an orally active drug in general has no more than one violation of the following:

- No more than 5 hydrogen bond donors (expressed as the sum of OHs and NHs).
- No more than 10 hydrogen bond acceptors (expressed as the sum of Ns and Os).
- A molecular weight of less than 500 Da.
- An octanol-water partition co-efficient (Log P) of less than 5.

These physicochemical parameters are important, as they determine the ability of a drug molecule to cross cell membranes in order to reach the systemic circulation. Smaller molecules can more readily fill in the transient water pores formed in biological membranes. Similarly, drugs with low capacity for hydrogen bonding and a non-polar surface area can cross the hydrophobic phospholipid membrane bilayer more easily.\textsuperscript{13}

As a result, small molecule drugs (such as aspirin, Fig. 1.1a, and penicillin, Fig. 1.1b) are less than 500 Da and are readily orally bioavailable. This is highly advantageous for a drug molecule—oral delivery is the preferred method for drug administration as it results in the highest rate of patient compliance.\textsuperscript{14}

1.2.2 Biologic Drugs

Biologics are treatments derived from living organisms, such as hormones, antibodies, vaccines and antitoxins. The use of protein-based therapeutics is not a new concept, with treatments for diabetes mellitus using insulin derived from the pancreases of pigs available as early as the 1920s,\textsuperscript{15} and this field rapidly expanded in the latter part of the 20th century thanks to advances in the fields of molecular biology, genomics and proteomics.\textsuperscript{16} For example, adalimumab (sold under the brand name Humira), a recombinant monoclonal antibody drug used to treat inflammatory bowel disease and other immune conditions, has become one of the largest blockbuster drugs of all time.\textsuperscript{17}
Figure 1.1: Structures of (a) aspirin, and (b) penicillin, two well-known examples of small molecule drugs. Hydrogen bond acceptors are indicated in blue and hydrogen bond donors are indicated in purple. Aspirin and penicillin do not violate any of the principles outlined by the rule-of-five.

Protein-based biologics disobey all of Lipinski's rule-of-five: they are large (more than 5000 Da in size); and cannot be taken orally without being destroyed in the gastrointestinal tract. As a result, they are not orally bioavailable, and typically must be administered by injection. Additionally, their potency is difficult to quantify in comparison to small molecule drugs. However, biologics have several advantages: biologic drugs are highly effective therapeutics in treating certain diseases, and they have fewer off-target effects compared to traditional small molecule drugs.

There is a large ‘gap’ in molecular weight between the two categories of small molecules and biologic drugs, suggesting that there is the potential to exploit molecules between 500–5000 Da (Fig. 1.2). Such molecules may combine the advantages of small and large drugs.

Figure 1.2: Schematic representation of the molecular weight ‘gap’ between traditional small molecule drugs, which are less than 500 Da, and larger biologic drugs, which are more than 5000 Da. Peptides may fill this ‘gap’, and can potentially combine the advantages of both large and small drugs. Reproduced from Craik et al.
1.3 Peptides as Drugs

1.3.1 Peptides

Peptide-based drugs may be able to fill this molecular weight ‘gap’. Peptides are biomolecules that are composed of 2–50 amino acids joined by peptide bonds (also called amide bonds, Fig. 1.3). Peptide bonds are formed by a condensation reaction between the carboxylic acid end of one amino acid and the amine group of the next. Under normal physiological conditions, peptides are zwitterionic, and the ends of a peptide are referred to as the N- or C-terminus based on their end groups (NH$_3^+$ or COO$^-$ respectively).

![Peptide bond formation by condensation.](image)

The structure and function of peptides is highly dependent on the amino acid sequence—different amino acids have different properties imparted by the size, shape and chemical properties of their sidechains (R groups). There are 20 standard amino acids, ranging from 75–204 Da in size. The smallest amino acid, glycine, has a sidechain consisting of a single hydrogen atom.

Although peptides (and their larger counterparts, proteins) are constructed from simple building blocks, oligomerisation results in complex structures that play vital roles in almost all biological processes. Certain residues are more common in secondary structural elements such as α-helices and β-sheets, which are important for biological function, due to the different chemical properties of the sidechains—for example, a peptide with a high proportion of hydrophobic residues such as leucine or alanine might form stable helices in certain solvents.\textsuperscript{19} Peptides have many critical roles in human physiology, acting as hormones, growth factors,
neurotransmitters, and more.\textsuperscript{20} As a result, the therapeutic application of peptides and proteins is of great interest.\textsuperscript{21–23}

Peptides remain promising as drug molecules, and from the 1960s to the turn of the millennium they were often considered the drugs of the future.\textsuperscript{24} Peptides represent a significant portion of the biopharmaceutical industry, with over 50 peptide-based drugs on the market already, with hundreds in clinical trials and preclinical development.\textsuperscript{25} Some of the advantages and disadvantages of peptide-based drugs are summarised below (Table 1.1). Peptide-based drugs can be readily synthesised and have fewer toxic side effects compared to small molecule drugs.\textsuperscript{16}

Table 1.1: Potential advantages and disadvantages of peptide-based drugs. Reproduced from Craik et al.\textsuperscript{16}

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>High potency</td>
<td>Poor metabolic stability</td>
</tr>
<tr>
<td>High selectivity</td>
<td>Poor membrane permeability</td>
</tr>
<tr>
<td>Broad range of targets</td>
<td>Poor oral bioavailability</td>
</tr>
<tr>
<td>Potentially lower toxicity than</td>
<td>High production costs</td>
</tr>
<tr>
<td>traditional small molecule drugs</td>
<td></td>
</tr>
<tr>
<td>Low accumulation in tissues</td>
<td>Rapid clearance</td>
</tr>
<tr>
<td>High chemical and biological diversity</td>
<td>May have poor solubility</td>
</tr>
<tr>
<td>Discoverable at peptide and/or nucleic acid levels</td>
<td></td>
</tr>
</tbody>
</table>

Despite their advantages, there are still significant challenges with regards to the use of peptide-based drugs. Peptides typically have poor oral bioavailability—they are readily degraded by proteases and have poor permeability across the intestinal membrane.\textsuperscript{26} They are also prone to agglutination (clumping) and opsonisation (targeted destruction by phagocytes).\textsuperscript{14} Furthermore, compared to cheap and small molecules, the costs of developing a new peptide-based drug are still high, especially for longer peptides.\textsuperscript{27} Naturally-occurring peptides are often not directly suitable for use as therapeutics, as they have poor chemical and physical stability, and a short half-life in plasma.\textsuperscript{21}

Perhaps the best-known example of a peptide drug is cyclosporin A (CSA). It was originally isolated from the fungus Tolypocladium inflatum,\textsuperscript{28} and is an immuno-suppressant that has revolutionised human organ transplant therapy, consistently appearing in the World Health Organization’s List of Essential Medicines. Unlike many peptide drugs, CSA has acceptable oral bioavailability, with values ranging from 10–60\% depending on formulation.\textsuperscript{29}

As an 11-residue peptide, CSA violates two of Lipinski’s rules: it is larger than 500 Da, and has more than 10 hydrogen bond acceptors. However, it has some
distinct features (Fig. 1.4) that are thought to contribute to its impressive oral bioavailability. CSA contains a macrocyclic backbone, which reduces the conformational space sampled and can promote permeability.\textsuperscript{29} Additionally, it contains seven N-methyl groups, which reduces the number of hydrogen bond donors. N-methylation is a desirable trait for a drug molecule, as the reduction in intermolecular hydrogen bonding increases lipophilicity and is strongly correlated with cell permeability of small molecule and peptide-based drugs.\textsuperscript{14,29} Finally, it also contains two non-canonical amino acids (i.e. not one of the 20 proteinogenic amino acids), and a D-alanine residue.\textsuperscript{28} Other peptide-based drugs such as somatostatin and encephalin have similar characteristics to CSA and also have improved oral absorption after cyclisation.\textsuperscript{14}

![Figure 1.4: Structure of cyclosporin A, with key characteristics highlighted. It contains two residues with non-canonical sidechains (cyan), seven N-methylated residues (purple) and a D-amino acid (green). Reproduced from Ito et al.\textsuperscript{28}](image)

Because several of the innate physicochemical properties of peptides make them disadvantageous as drug molecules, interest has shifted from simpler naturally-occurring peptides (which are not resistant to proteases, agglutination or opsonisation) towards peptides which contain some of the features that make CSA so successful: modified peptides, peptidomimetics, and cyclic peptide-based molecules.\textsuperscript{14}
1.3.2 Peptide Modifications

Peptide modifications are commonly used in the drug development process, with varying levels of success. PEGylation is one such modification option for some peptides which cannot be readily cyclised. Polyethylene glycol (PEG) is a non-toxic amphipathic molecule (Fig. 1.5), and direct PEGylation of peptides and proteins improves absorption and systemic stability, and increases circulation time. However, PEGylation also has some disadvantages—due to the size of PEG, steric hindrance may decrease the activity of the protein and may increase protein aggregation.

![Diagram of PEG structure and chemical reactions](image)

Figure 1.5: Structure of polyethylene glycol (PEG), and the chemical reactions used to introduce PEG units onto a peptide with commercially available building blocks. Reproduced from Erak et al.

Direct conjugation to vitamin B12 (Fig. 1.6) is another promising method for delivery of peptide-based drugs. B12 is useful for oral drug delivery as it is both protected and absorbed from the gastrointestinal tract upon binding of haptocorrin, a protein produced by the salivary glands. Haptocorrin binds to B12 with high affinity in acidic conditions and protects it from acid hydrolysis. In order to successfully use the B12 pathway, the peptide or protein must be coupled to B12 in a manner that neither molecule obstructs each other—B12 must still be recognised by haptocorrin, and the peptide or protein still needs to interact...
with its desired target. Successful conjugation of B12 to therapeutic peptides has the potential to increase oral bioavailability and plasma-residency time. However, challenges remain in delivery of a clinically relevant dose, as absorption may vary with total body stores of B12.\(^3\)

Substitution of natural \(\text{L}-\)amino acids (Fig. 1.7a) with \(\text{D}-\)amino acids (Fig. 1.7b) is another strategy to enhance the oral bioavailability of peptides. Replacing certain residues with \(\text{D}-\)amino acids in a variety of peptides has been shown to reduce peptidic cleavage by trypsins and peptidases,\(^1\) and to enhance binding affinity. For example, Chen and co-workers showed that substituting glycine residues in a bicyclic peptide inhibitor of the cancer-related protease urokinase-type plasminogen activator with \(\text{D}-\)amino acids improved inhibitory activity and stability.\(^3\)

\(\text{D}-\)amino acids may also have enhanced ability to cross the blood-brain barrier (BBB), making them more effective at treating central nervous system diseases.\(^4\) For example, Wei and co-workers demonstrated that a \(\text{D}-\)peptide ligand of nicotine acetylcholine receptors showed enhanced transcytosis efficiency across an artificial BBB compared with the parent \(\text{L}-\)peptide.\(^5\) However, peptides containing \(\text{D}-\)amino acids are more expensive and more challenging to synthesise than their natural counterparts.

Other peptide modifications that can be used to change the physicochemical properties of peptide-based drugs include N-terminal derivatisation,\(^6\) and lipidi-
1.3. PEPTIDES AS DRUGS

Figure 1.7: Structures of (a) L- and (b) D-amino acids (R = sidechain). The only difference between the structures is the chirality of the sidechain.

Sustained, which involves the covalent conjugation of a hydrophobic residue of the peptide to a hydrophobic compound and increases lipophilicity of the peptide.\textsuperscript{37}

Several common peptidomimetic backbone modifications are summarised in Fig. 1.8, although this is not an exhaustive list and many others have been reported in reviews.\textsuperscript{38–40}

Figure 1.8: Examples of several common backbone modifications. R = amino acid sidechain. Adapted from Saunders.\textsuperscript{41}

1.3.3 Cyclic Peptides

There are numerous examples of cyclic peptide therapeutics, with over 40 currently in the market, ranging from immunosuppressants such as CSA to antibiotics including vancomycin and polymyxin B to hormone analogues such as vasopressin.\textsuperscript{42}
Cyclisation can occur in several different ways (Fig. 1.9), such as head-to-tail (N- to C-terminus) as for CSA (Fig. 1.4), or between the sidechains, as for lanthipeptides.  

Cyclic peptide backbones appear to be a valuable attribute when selecting a peptide-based drug, as it protects against proteolytic degradation and helps to bury polar groups in the interior of the molecule. Due to the lack of C- and N-termini, head-to-tail cyclisation confers resistance to both endo- and exo-peptidases. 

Cyclisation also affects passive permeability, for several reasons. Firstly, where head-to-tail backbone cyclisation has occurred, the absence of free termini reduces potential interactions with the solvent, which improves permeability. Secondly, a cyclic peptide is more compact compared to its linear counterpart, which allows it to diffuse faster through a membrane due to its reduced collision profile in solution. Finally, in comparison to a linear peptide of the same size, a cyclic peptide is more rigid and samples a more restricted conformational space. If the

Figure 1.9: Four possible ways peptide cyclisation can occur: sidechain-to-sidechain (green), sidechain-to-tail (blue), head-to-tail (purple) and head-to-sidechain (pink). Arrows indicate where the new bond is formed to join the macrocycle. Reproduced from White and Yudin.

Figure 1.9: Four possible ways peptide cyclisation can occur: sidechain-to-sidechain (green), sidechain-to-tail (blue), head-to-tail (purple) and head-to-sidechain (pink). Arrows indicate where the new bond is formed to join the macrocycle. Reproduced from White and Yudin.
conformations that are sampled favour permeability, then the cyclic peptide spends more of its time in those conformations compared to their linear counterparts, and therefore are able to permeate the membrane more frequently. In this way, a cyclic backbone can be thought of as a sort of ‘conformational lock’.

The increase in rigidity also has been shown to affect biological activity. Cyclisation can lead to a loss of activity if the reduced flexibility fixes the compound in an inactive conformation, but in many cases cyclisation has been shown to increase biological activity. For example, cyclised variants of peptides derived from myelin basic protein were shown to be more stable and with higher in vivo efficacy compared to their linear counterparts.

However, cyclic backbones can be difficult to select for in large scale pharmaceutical screening studies, since mass spectrometry-based proteomics studies are typically poor at sequencing cyclic peptides without first linearising them. Additionally, most natural cyclic peptides were thought to be synthesised through non-ribosomal biosynthetic pathways, and this makes screening at the nucleic acid level impossible due to a lack of transcripts, although over the last two decades the number of reported ribosomally-synthesised cyclic peptides is increasing.

Preparation of cyclic peptides synthetically is also challenging, especially where the peptide is small (less than seven amino acids in length) and does not contain a turn-inducing element such as proline. Although solution-phase peptide synthesis can be used to generate cyclic peptides, this method is demanding and frequently has poorer yields compared to solid-phase strategies. Solid-phase peptide synthesis involves an insoluble and activated solid polymer support (resin), to which amino acid building blocks are added in a stepwise fashion, resulting in the growth of the peptide chain. The peptide is then cleaved from the resin, and can be cyclised, and the sidechain protecting groups can be removed.

In order for a linear precursor to undergo macrocyclisation, it must adopt a conformation in which the reactive groups are in close proximity. However, because trans peptide bonds (Fig. 1.10a) are generally more favourable than cis peptide bonds, it is not energetically favourable for the reacting groups to be near each other (especially when cyclising a peptide with 4–6 amino acids). Rather than the desired product, oligomeric by-products often predominate (Fig. 1.10b), and due to the slow reaction rates C-terminal epimerisation can occur (Fig. 1.10c). C-terminal epimerisation results in the stereochemistry of one of the amino acid sidechains to be inverted (i.e. resulting in a D-amino acid when the desired product contains only L-amino acids).

There are many strategies to overcome the challenges associated with head-to-tail macrocyclisation, including the use of turn-inducing amino acids, backbone modifications, and performing the reaction in under dilute conditions, but there is
currently no general method for the preparation of small cyclic peptides.  

1.4 Oxetane

Introduction of oxetanes offers a promising route to producing cyclic peptides with enhanced efficiency. Oxetanes are four-membered heterocyclic compounds composed of three carbon atoms and one oxygen atom (Fig. 1.11). They have attracted considerable attention in medicinal chemistry due to their ability to
modulate the physicochemical properties of molecules.\textsuperscript{51–53}

![Figure 1.11: (a) Structure of the oxetane ring, and (b) ring puckering (10.7° at 90 K) of oxetane. Adapted from Bull et al.\textsuperscript{53}]

\section*{1.4.1 Oxetane in Nature}

Although oxetane-containing natural products are rare, they have been found to exert interesting biological activities. These natural products range from fairly simple structures to complicated fused ring systems (Fig. 1.12). Perhaps the most well-known example is paclitaxel (marketed as Taxol), derived from the bark of Pacific Yew (\textit{Taxus brevifolia}) and used in chemotherapy for many types of cancer.\textsuperscript{54} In paclitaxel, the oxetane ring is proposed to act as a conformational lock, rigidifying the structure and allowing it to bind to microtubules.\textsuperscript{53} Other examples include the nucleoside analogue oxetanocin A, which was isolated from soil bacteria and inhibits the \textit{in vivo} replication of human immunodeficiency virus,\textsuperscript{55} and the $\beta$-amino acid oxetin, which has antibacterial and herbicidal activity.\textsuperscript{56}

![Paclitaxel]

![Oxetanocin A]

![Oxetin]

Figure 1.12: Oxetane-containing natural products. In each case, the oxetane is highlighted in red. Adapted from Bull et al.\textsuperscript{53}
1.4.2 Oxetane in Medicinal Chemistry

Oxetane has previously been used as an isosteric replacement for *gem*-dimethyl and carbonyl groups in medicinal chemistry.51,57,58

*gem*-Dimethyl groups are often used in medicinal chemistry to block metabolic attack of methylene groups. However, replacement of the hydrogen atoms with methyl groups increases lipophilicity, which in turn may adversely affect its pharmacological properties.58 Additionally, the *gem*-dimethyl group itself is at risk of metabolic attack. Previous work by Carreira and co-workers suggests that the oxetane ring can be used as a polar replacement of the *gem*-dimethyl group, as they have a similar molecular volume and oxetane reduces lipophilicity and metabolic vulnerability (Fig. 1.13).51,58

![Figure 1.13: Comparison of *gem*-dimethyl and oxetane modules. The oxetane is metabolically robust compared to the *gem*-dimethyl unit. Reproduced from Wuitschik et al.58](image)

Oxetane can be a valuable isosteric replacement for a carbonyl group due to their similar dipoles, hydrogen bonding capabilities and lone pair electron arrangement, although the oxetane has a larger length and volume (Fig. 1.14), which could alter pharmacokinetic properties such as binding. Small drug-like molecules in which the carbonyl group is replaced with an oxetane show low acidity and high permeability compared to unmodified compounds, providing advantages in the context of central nervous system drugs.59 This is because a carboxylate COO− is stabilised by resonance (Fig. 1.15a), resulting in a more stable conjugate base and lower pK_a compared to an alkoxide O− next to an oxetane ring (Fig. 1.15b. This reduction in acidity makes the compound less polar and more lipophilic, enhancing permeability. Additionally, while carbonyl groups are vulnerable to enzymatic attack and epimerisation of stereogenic centres, oxetane derivatives are stable to both of these concerns.53

An example of carbonyl to oxetane substitution is provided in work carried out by Carreira and co-workers, in which the drugs thalidomide and lenalidomide were modified.60 Thalidomide is a sedative which was marketed for morning sickness during pregnancy. It was withdrawn from use after it was found to be teratogenic,
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Figure 1.14: Comparison of carbonyl group with oxetane ring. The two functional groups show similar lone pair arrangement but the distance between the carbon and oxygen atoms in the oxetane is considerably larger than in the carbonyl. Reproduced from Bull et al.53

![Carbonyl vs Oxetane Comparison](image1)

Figure 1.15: Substituting a carbonyl to an oxetane in small molecule drugs results in lower acidity and enhanced permeability, as (a) carboxylate is stabilised by resonance, (b) resulting in a lower $pK_a$ compared to the oxetane-modified molecule.

![Substitution Comparison](image2)

**Figure 1.15:** Substituting a carbonyl to an oxetane in small molecule drugs results in lower acidity and enhanced permeability, as (a) carboxylate is stabilised by resonance, (b) resulting in a lower $pK_a$ compared to the oxetane-modified molecule.
causing birth defects in up to 12000 children in the 1960s.\textsuperscript{61} The two enantiomers of thalidomide readily interconvert \textit{in vivo}, and each enantiomer causes a distinct effect, with (+)-\textit{R} acting as a sedative and (−)-\textit{S} as a teratogen. Substitution of the imide carbonyl with an oxetane ring (Fig. 1.16) produced an analogue which displayed similar physiochemical and \textit{in vitro} properties to the parent thalidomide, but was more stable in human plasma. Importantly, oxetane modification of thalidomide blocks \textit{in vivo} racemisation, suggesting that oxetane modification has the potential to alter teratogenicity (although this work did not include any studies into the biological activity of oxetane-modified thalidomide).\textsuperscript{60}

![Thalidomide and oxetane-modified analogue](image)

Figure 1.16: Thalidomide and oxetane-modified analogue. Reproduced from Burkhard et al.\textsuperscript{60}

As described, grafting the oxetane motif onto small molecules in place of carbonyl or gem-dimethyl groups can trigger profound changes in metabolic stability, lipophilicity, aqueous solubility and conformational preference without drastically changing hydrogen bonding capabilities or lone pair arrangement (Fig. 1.14).\textsuperscript{57,58}

### 1.4.3 Oxetane-Modified Peptides

In 2014, Shipman\textsuperscript{7} and Carreira\textsuperscript{62} independently developed a new type of peptide bond isostere, in which the carbonyl of an amide bond is replaced with a 3-aminooxetane unit (Fig. 1.17). Several features of oxetane-modified peptides were expected to make them advantageous as peptidomimetics. Firstly, replacing the amide bond with an oxetane was expected to increase resistance to proteases. Additionally, as the 3-aminooxetane unit has similar hydrogen bonding capabilities and lone pair arrangement to a carbonyl,\textsuperscript{53} the oxetane-modified peptidomimetics were expected to support conventional secondary structures. Finally, removing the double bond character of the peptide bond may open up new areas of conformational space that the peptide could sample.

The initial investigation by Shipman and co-workers focussed on the preparation of oxetane-containing tripeptide analogues, in which the central C=O amide bond was substituted for an oxetane ring. The oxetane-modified peptidomimetics were synthesised by conjugate addition of various \(\alpha\)-amino esters to a 3-nitromethylene-
oxetane, reduction of the nitro group followed by coupling with protected amino acids to grow the peptide chain. The structural preferences of these oxetane-modified tripeptides was also studied. In the solid state, oxetane-modified tripeptide Leu-Gly-Ile (LGI) was zwitterionic and displayed antiparallel strand-like arrangements. Both the secondary amine and the oxygen of the 3-aminooxetane unit were involved in the hydrogen bonding network, and further analysis of the crystal structure showed that the nitrogen adjacent to the oxetane is pyramidal with a torsion angle of 60.2°, substantially different from a conventional sp²-hybridised peptide bond which is planar.⁷

In structures generated from MD simulations, oxetane-modified tripeptide LGI had greater conformational flexibility compared to the unmodified parent, and the C- and N-termini of the oxetane-modified peptides were closer together.⁷ This led to the hypothesis that oxetane could increase efficiency of cyclisation by inducing a turn in the peptide backbone. The Shipman group have since produced a variety of linear and cyclic oxetane-modified peptides using solid-phase peptide synthesis methods.⁸

The synthetic approach to oxetane-modified peptides, developed independently by Shipman⁷ and Carreira,⁶² is highly efficient for the preparation of peptidomimetics in which the oxetane residue is based on glycine (G_ox). Subsequent work by Shipman and co-workers involved the preparation of oxetane-modified alanine (A_ox) residues.⁹,¹⁰ To date, it is not possible to prepare oxetane-modified structures in which the modification is based on other amino acid residues. This could in theory be achieved using work published by Carreira,⁶³ but the approach is lengthy and challenging.⁴¹

By using the oxetane modification, it may be possible to much more read-

![Figure 1.17: (a) Parent and (b) oxetane-modified linear peptide synthesised by the Shipman lab. Reproduced from Beadle et al.⁸](image-url)
ily chemically synthesise cyclic peptides, which have potential as useful drug molecules, thanks to their improved physicochemical properties compared to their linear counterparts. Therefore, it is important to investigate the effect of oxetane modification on small peptides, to better understand how oxetane could increase macrocyclisation efficiency, and on the structure of relevant biological molecules, such as α-helical structures.

1.5 Azetidine Modification

The main limitation of oxetane modification is the poor stability of the oxetane ring under acidic conditions.\textsuperscript{53} This can be overcome to a degree by altering the protecting groups used and only employing mildly acidic conditions.\textsuperscript{64} However, preparing oxetane-modified peptides containing residues with protecting groups which require harshly acidic conditions, such as arginine (particularly important for antimicrobial activity) is still a significant challenge.\textsuperscript{41} Instead, alternative heterocycles such as azetidine could yield similar advantages in the preparation of cyclic peptides. Like oxetane, azetidine could help bring the termini of a peptide closer together, and 3-aminoazetidine-3-carboxylic acid (Azt) residues containing an azetidine ring covalently bonded to the Cα have been reported to induce a type II β-turn.\textsuperscript{65}

The azetidine heterocycle is similar to oxetane, but contains an NH in place of the oxygen atom (Fig. 1.18). Azetidines have been of interest in medicinal chemistry since the 1970s,\textsuperscript{66} they are able to enhance metabolic stability and pharmacokinetic properties\textsuperscript{67–69} and are found in several drugs (e.g. Baricitinib, Cobimetinib)\textsuperscript{70,71} and biologically active natural products (e.g. Gelsemoxonine).\textsuperscript{72} They have attracted new attention due to more recent work involving functionalisation of amines in strained rings.\textsuperscript{73,74} By selective functionalisation of the azetidine nitrogen, it may be possible to prepare functional derivatives with a variety of applications.\textsuperscript{75–77} An additional benefit of azetidine-modified peptides is that the azetidine ring is stable under acidic conditions, unlike oxetane, which is prone to ring-opening under acidic conditions.\textsuperscript{53} This is because the C-N bond is less polarised and the partial positive charge on the carbon is smaller as nitrogen is less electronegative than oxygen, making it less susceptible to attack by water (Fig. 1.19). The instability of oxetanes in acidic conditions limits the scope of amino acids that oxetane-modified peptides can contain, as all of the amino acid sidechain protecting groups used are removable using acids,\textsuperscript{64} whereas this is not a problem in the preparation of azetidine-modified peptidomimetics.

Both oxetane- and azetidine-modified peptides have exciting implications as
Antimicrobial Peptides

Antimicrobial peptides (AMPs) are increasingly promising treatment strategies for bacterial infections. Antibiotic resistance is a global crisis that threatens life as we know it. Pathogenic resistance to antibiotics continues to spread due to inappropriate usage in healthcare and agriculture, and pathogens resistant to one antibiotic must be treated with another, resulting in the emergence of multi-drug resistant bacteria. Of particular concern is the prevalence of multi-drug resistance in Gram-negative species such as *Eschericia coli* and *Acinetobacter baumannii*, where pan-drug resistance (i.e. resistance to all classes of antibiotics) has been observed.\(^{78}\) Drug-resistant diseases already cause over 700,000 deaths a year globally, and unless action is taken this figure could increase to 10 million deaths per year globally by 2050,\(^ {79}\) with increasing concerns about a ‘post-antibiotic’ era with no antimicrobial treatment options.\(^ {80}\)

AMPs are part of the innate immunity of most living organisms (from bacteria to vertebrates),\(^ {80}\) and are generally small, often with an overall net positive charge. The most well-known examples of AMPs include polymyxin B, a cationic peptide produced by *Bacillus polymyxa*, and vancomycin, a non-cationic glycopeptide produced by *Amycolatopsis orientalis*. Both polymyxin B and vancomycin are FDA-approved antibiotics.\(^ {81}\)

AMPs can exhibit antibacterial, antifungal, antitumour and antiviral activity, and, importantly, they have potential to overcome bacterial resistance.\(^ {82}\) AMPs often have broad spectrum activity against Gram-positive and Gram-negative bacteria, and many of them rapidly act on the cytoplasmic membrane (rather than on specific proteins, like most antibiotics), resulting in a decreased rate of resistance being developed.\(^ {83,84}\)
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Figure 1.19: Comparison of acid stability between (a) oxetane, and (b) azetidine. Oxygen is highly electronegative, resulting in a partial positive charge on the carbon, making it susceptible to attack by water. As nitrogen is less electronegative, the C-N bond is less polarised than a C-O (with a smaller partial positive charge on the carbon), making it less susceptible.

larger dipole moment due to oxygen’s electronegativity
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There are several modes of action that have been proposed for AMPs, including those which involve selective interaction of the AMP with the cell membrane of the target organism, which is highly dependent on the structure of the peptide, although AMPs may also target intracellular processes such as DNA and protein synthesis.

The most widely accepted membrane-active mechanistic models are the barrel stave model, the carpet model, and the toroidal pore model (Fig. 1.20). The barrel stave model describes the formation of transmembrane pores by amphipathic α-helices, where the hydrophobic surfaces of the peptides are interacting with the lipid core of the membrane. The carpet model involves the peptides lining up parallel to the membrane surface and forming a peptide carpet, which is followed by detergent-like action resulting in pore formation. The toroidal pore model is similar to the barrel stave model in that it involves formation of transmembrane pores by peptides, but the pores are lined with peptide and lipid.

Figure 1.20: Classical models of membrane disruption by antimicrobial peptides, in which peptides reach a threshold concentration sufficient for them to insert across the membrane to (a) form peptide-lined pores in the barrel stave model, (b) form peptide-and-lipid-lined pores in the toroidal pore model, or (c) solubilise the membrane into micellar structures in the carpet model. Adapted from Nguyen et al.

There are several factors that are thought to be important for the antimicrobial activity of AMPs, such as net charge (most are highly cationic), hydrophobicity, amphipathicity and secondary structure. Additionally, specific amino acids also
result in increased antimicrobial activity. In particular, arginine and tryptophan residues are found in high proportions in many AMPs. These residues are thought to increase antimicrobial activity due to their positive charge (Arg) and hydrophobic bulk (Trp).

Cationic residues (Arg and Lys) are thought to mediate the initial electrostatic attraction to the negatively charged bacterial cell membranes. Arginine appears to have an advantage over lysine, in that when in a stacked cation-π arrangement with tryptophan, the Arg sidechain is still able to form almost as many hydrogen bonds with surrounding water molecules as when it is not involved in any cation-π interactions. Lysine, however, cannot form hydrogen bonds when forming cation-π interactions with an aromatic residue. These cation-π interactions effectively shield the Arg from the hydrophobic lipid bilayer, making entry more energetically favourable. Additionally, Trp residues have a preference for the interfacial region of lipid bilayers, anchoring the peptide to the bilayer surface and allowing for prolonged association with the membrane.

As previously discussed, cyclic peptides often have enhanced biological activity compared to their linear counterparts, and there have been several studies which suggest that antimicrobial activity can be enhanced by cyclisation. Compared to linear peptides, cyclic peptides demonstrate enhanced stability, low toxicity and enhanced binding properties, making cyclic AMPs attractive potential therapeutics and a growing area of interest.

1.7 Aims and Objectives

The aim of this study was to use a combination of biophysical, microbiological and computational techniques to understand the impact of oxetane and azetidine modification on small peptides and peptides of helical secondary structure. This has important implications in the development of potential therapeutics, as oxetane and azetidine modification have previously been used in medicinal chemistry, and have the potential to aid in cyclisation of small peptides, which has been shown to improve pharmacokinetic properties. This new understanding was then applied to a biologically active peptide, specifically an AMP, to measure the effect of modification on biological activity. In order to achieve this aim, the study was divided into three smaller objectives:

- Characterise the impact of oxetane modification on small peptides (cyclic and linear) using a combination of biophysical and computational techniques.

- Characterise the impact of oxetane modification on longer peptides with α-helical content (an important motif in biology), using a predominantly
computational approach.

- Assess changes in antimicrobial activity following cyclisation and/or azetidine modification for a model sequence with known biological activity.

The first and second objectives described are extending upon previous work by Powell et al.\textsuperscript{7} and Beadle\textsuperscript{9} respectively. Previous work has involved the preparation and simulation of linear oxetane-modified tripeptides, so we aimed to study longer (pentapeptide) sequences, both linear and cyclic, using simulations and complementary biophysical techniques. The effect of oxetane modification on helical peptides had previously been studied using circular dichroism, but the mechanism by which oxetane reduces helical content was not understood, therefore we aimed to characterise this using a computational approach. The third objective was completely novel—we wanted to characterise how azetidine modification of peptides alters biological activity, as this had never been done before and has important implications in the development of potential therapeutics.

1.8 Chapter Organisation

In Chapter 2, simulation theory is outlined. Methodologies (both experimental and computational) are reported in Chapter 3. The results are split into three chapters. The impact of oxetane modification on small peptides (linear and cyclic), as described using a combination of biophysical techniques and molecular dynamics (MD) simulations, is presented in Chapter 4, and this work is in part published in Roesner et al.\textsuperscript{92} Chapter 5 focusses on using steered MD simulations to simulate the unwinding of helical peptides, to assess differences between unmodified and oxetane-modified residues, and to compare to circular dichroism data. This work is published in Jayawant et al.\textsuperscript{93} The effect of azetidine modification on antimicrobial activity is described in Chapter 6. Each of the results chapters contain an introduction section, a results and discussion section, and finish with a conclusion. Finally, Chapter 7 discusses overall conclusions and future directions for the work as a whole.
Chapter 2

Theory

2.1 Statistical Mechanics

Many experimental techniques aim to measure thermodynamic macroscopic bulk properties, time averaged over a large number of particles. However, as bulk measurements, these techniques cannot convey the full picture of a system. In order to elucidate the components that make up the observed bulk property, it is necessary to ‘zoom in’ to the atomic scale, and simulations (sometimes referred to as the ‘computational microscope’\textsuperscript{94}) are an increasingly popular tool for this purpose. Since classical computational simulations calculate the positions and velocities of atoms, the data cannot be compared directly to the averaged bulk properties obtained using experimental techniques.\textsuperscript{95} Statistical mechanics involves the use of probability theory to link the microscopic information from simulations to the macroscopic experimental data.\textsuperscript{96} A macroscopic property, $A$, will depend on the position and momenta of the $N$ particles which make up the system, and the value of $A$ changes over time due to the way the particles interact in the system. Macroscopic systems consist of huge numbers of particles (in the order of $10^{23}$, Avogadro’s number), and it is not feasible to calculate the way every particle moves in a time-dependent manner, since today’s simulations are typically only in the order of $10^6$ particles. Instead statistical mechanics relies on the concept of microstates and ensembles for a system.

A microstate is a microscopic configuration of the $N$ atoms in a system. Each point in the phase space of a system is a microstate, and can be expressed by a set of values $6N = (r_{x1}, r_{y1}, r_{z1}, \ldots, r_{xN}, r_{yN}, r_{zN}, p_{x1}, p_{y1}, p_{z1}, \ldots, p_{xN}, p_{yN}, p_{zN})$, where $r$ is the position and $p$ is the momentum. Thus the phase space of a thermodynamic system is $6N$-dimensional, with three position co-ordinates and three components of momenta for each atom. An ensemble is a collection of all possible microstates with identical macroscopic properties. An example of this
could be an identical arrangement of particles in different regions of a box. Their atomic co-ordinates and configurations are different, but the total energy of the two microstates is identical. In statistical mechanics, a single system evolving in time is replaced by a large number of replications of the system that are considered simultaneously. Therefore, the time average of single system can be replaced by the ensemble average, $\langle A \rangle_{\text{ensemble}}$, for multiple microstates at a given time point:

$$\langle A \rangle_{\text{ensemble}} = \int \int d^N p \, d^N r \, A(p^N, r^N) \rho(p^N, r^N)$$

(2.1)

where $A(p^N, r^N)$ is the macroscopic property and $\rho(p^N, r^N)$ is the probability of finding the system in which the particles are in a microstate with particle momenta $p^N$ and positions $r^N$.

Ergodicity is used to describe a system in which the time averaged behaviour across all microstates equals the ensemble average:

$$\langle A \rangle_{\text{ensemble}} = \langle A \rangle_{\text{time}}$$

(2.2)

This is important in MD, because a time average is computed and used to calculate experimentally relevant macroscopic properties.

### 2.2 Interaction Potentials

Quantum mechanics calculations can provide information about the behaviour of a system on an atomic and subatomic level, but are so computationally expensive that it is only possible to study a small number of particles. As biologically relevant systems are much larger (on the scale of $10^{23}$ atoms), it is necessary to use alternative means to model these systems. Molecular mechanics, or force field theory, involves stripping away detail by ignoring the electronic motions of atoms and allows for the simulation of many-body systems. Although information about quantum effects is lost, molecular mechanics provides an excellent approximation for a wide range of materials.

In force field theory, the interaction between particles or atoms is described using a set of parameters which relate the chemical structure to the total energy of the system. A force field is the set of interaction potentials and parameters that describe the forces acting on each type of atom in a system due to its interactions with the other atoms in the system. It is generally broken down into non-bonded and bonded potentials. Bonded interactions include bond stretching, angle bending and torsion angle rotation, and together describe the energy penalties associated with the movement of bonds and angles away from equilibrium. Non-bonded
interactions include van der Waals forces and electrostatic interactions, and these describe how atoms that are not covalently bonded together interact through space as a function of distance. The potential energy, \( V \), of a system can be described as a sum of these interaction components as a function of the positions of the particles, \( r \), which is represented by the force field’s functional form:

\[
V(r) = \sum_{\text{bonded}} K_{\text{bonded}}(r) + \sum_{\text{non-bonded}} K_{\text{non-bonded}}(r) \\
= \sum_{\text{bonds}} K_{\text{bonds}}(r) + \sum_{\text{angles}} K_{\text{angles}}(r) + \sum_{\text{dihedrals}} K_{\text{dihedrals}}(r) \\
+ \sum_{\text{vdW}} K_{\text{vdW}}(r) + \sum_{\text{electrostatics}} K_{\text{electrostatics}}(r)
\]  \tag{2.3}

where parameters are defined in the following section, and are represented visually in Fig. 2.1. The way these parameters will have been determined depends on the force field, but are generally based on \textit{ab initio} calculations or experimental observations. More specialised force fields may contain additional terms, but the most frequently used force fields for biological molecules, including CHARMM27,\textsuperscript{97} take this form.

![Figure 2.1](image.png)

Figure 2.1: Representation of the most common interaction components that comprise a basic force field. These components are (a) bond stretching, (b) angle bending, (c) torsion angles, (d) electrostatic interactions, and (e) Van der Waals interactions.
2.2.1 CHARMM Force Field

The force field predominantly used in this work is the Chemistry at Harvard Macromolecular Mechanics (CHARMM) force field. CHARMM is a popular force field for the simulation of biomolecules. The CHARMM potential energy function is described below:

\[
V(r) = \sum_{bonds} K_b(b - b_0)^2 + \sum_{angles} K_\theta(\theta - \theta_0)^2 + \sum_{dihedrals} K_\chi[1 + \cos(n\chi - \delta)] \\
+ \sum_{Urey-Bradley} K_{UB}(S - S_0)^2 + \sum_{improps} K_\phi(\phi - \phi_0)^2 \\
+ \sum_{non-bonded\ atom\ pairs} \left[ \varepsilon \left( \frac{R_{\min,ij}}{r_{ij}} \right)^{12} - 2 \left( \frac{R_{\min,ij}}{r_{ij}} \right)^6 \right] + \frac{q_i q_j}{\varepsilon_D r_{ij}} \tag{2.4}
\]

where \( V \) is the potential energy, \( r \) is the ensemble of co-ordinates of atoms in the system. \( K_b, K_\theta, K_{UB}, K_\chi \) and \( K_\phi \) represent the bond, valence angle, Urey-Bradley (U-B), dihedral angle, and improper dihedral angle force constants, respectively. \( b, \theta, S, \chi, \phi \) are the bond length, bond angle, U-B 1,3 distance, dihedral torsion angle, and improper dihedral angle, respectively. The subscript zero indicates the equilibrium values for each term. \( n \) represents the multiplicity and \( \delta \) is the phase of the dihedral angle (see section 2.2.4). Collectively, these terms are referred to as the internal terms in the potential energy function. \( \varepsilon \) is the Lennard-Jones (L-J) well-depth and \( R_{\min} \) is the distance at the L-J minimum interaction energy (see section 2.2.6). \( q_i \) represents the partial atomic charge and \( \varepsilon_D \) is the dielectric constant (see section 2.2.5). \( r_{ij} \) is the distance between atoms \( i \) and \( j \), respectively. Given the position of the atoms, \( r \), all the distances and angles required to evaluate \( V(r) \) can be readily determined.

There are a couple of terms in the CHARMM functional form which are absent from the standard molecular mechanics force field described previously. The U-B term is a harmonic term describing the distance between atoms 1 and 3 of some of the angle terms. The U-B term was introduced to optimise the fit to vibrational spectra. Additionally, there is a separate term for improper torsion angles. While a dihedral angle potential depends on four consecutive bonded atoms, improper torsion depends on three atoms located around a fourth atom, and describes out-of-plane bending motions (Fig. 2.2).
2.2.2 Bond Stretching

The potential energy curve for a typical bond has a form which can be described by a Morse potential:

$$V_{\text{bond}}(b) = D_e\{1 - \exp[-a(b - b_0)]\}^2 \quad (2.5)$$

$D_e$ is the depth of potential energy minimum and $a = \omega \sqrt{\mu / 2D_e}$, where $\mu$ is the reduced mass and $\omega$ is the frequency of bond vibration. $\omega$ is related to the stretching constant of the bond, $k$, by $\omega = \sqrt{k/\mu}$. $b_0$ is the reference value of the bond (the value that the bond adopts when all other terms in the force field are set to zero). This Morse potential is not usually used in molecular mechanics force fields, for several reasons. It is not very amenable for efficient computation, in part because it requires three parameters to be specified for each bond. Additionally, the Morse curve describes a wide range of behaviour, from strong equilibrium to dissociation. Since it is rare for bonds in molecular mechanics calculations to deviate significantly from their equilibrium values, much of the information described by a Morse curve is unnecessary, and thus simpler approximations can often be used instead.\textsuperscript{96} The simplest commonly used approximation of a bond is described by Hooke’s law, which is a harmonic potential:

$$V_{\text{bond}}(b) = \frac{k_b}{2}(b - b_0)^2 \quad (2.6)$$

where $V_{\text{bond}}(b)$ is the bond energy as a function of the bond length, $b$, $k_b$ is the bond force constant, and $b_0$ is the reference bond length. The CHARMM27 force field uses $K_b$ rather than $\frac{k_b}{2}$, this is because the $K_b$ given in the parameter files is half the value of a traditional spring constant.

In proximity to the energy minimum, the Morse potential and harmonic potential are in close agreement (Fig. 2.3). The CHARMM27 force field (which is
used throughout this work) uses simple harmonic potentials to represent bond lengths. Alternatively, bond lengths can be constrained using various constraint algorithms, which are discussed in further detail in a subsequent section.

![Figure 2.3: Representation of bond energy as a function of length, described by the harmonic potential (purple) and the Morse potential (blue).](image)

### 2.2.3 Angle Bending

A harmonic potential is also used frequently to describe the deviation of angles from their reference value:

\[
V_{\text{angle}}(\theta) = \frac{k_{\theta}}{2} (\theta - \theta_0)^2
\]

(2.7)

where \(V_{\text{angle}}(\theta)\) is the energy as a function of the angle, \(\theta\), formed between the three covalently bonded particles, \(K_{\theta}\) is the angular force constant, and \(\theta_0\) is the equilibrium angle. As with bond stretching, CHARMM27 force field uses \(K_{\theta}\) rather than \(\frac{k_{\theta}}{2}\), the halving is incorporated already into the force field.

### 2.2.4 Torsion Angle Rotation

The bond stretching and angle bending terms in the force field require substantial energies in order to deviate significantly from their reference values. Most of the variation in relative energies is due to changes in torsion angles and non-bonded contributions.\(^{96}\) In biomolecules, major changes in conformation are often due to rotations about bonds (consider the classic boat and chair conformations of glucose). In order to simulate these molecules it is vital for the force field to accurately represent the energy profile of such changes.
Torsion potentials can be represented as a cosine series expansion:

\[ V_{\text{dihedral}}(\chi) = \sum_n \frac{V_n}{2}[1 + \cos(n\chi - \delta)] \] (2.8)

where \( \chi \) is the torsion angle, \( V_n \) is the barrier height (provides a qualitative indication of the relative barriers to rotation), \( n \) is the multiplicity (gives the number of minimum points in the function as the bond is rotated through 360°), and \( \delta \) is the phase factor (determines where the torsion angle passes through its minimum value).

As previously mentioned, the CHARMM27 force field also contains a term to describe improper torsions. In certain molecular components, for example the groups forming an aromatic ring, the atoms are always approximately planar. Improper dihedral angle terms in a force field use an out-of-plane bending component to enforce planarity, thereby imposing the correct geometry on these specific groups. A torsion potential can be used to maintain the improper torsion angle at 0° or 180°:

\[ V_{\text{improper}}(\phi) = k(1 - \cos 2\phi) \] (2.9)

Alternatively, a harmonic form can be used, as in CHARMM27:

\[ V_{\text{improper}}(\phi) = \frac{k\phi}{2}(\phi - \phi_0)^2 \] (2.10)

### 2.2.5 Electrostatic Interactions

Electrostatic interactions are through-space interactions that occur between non-bonded, charged particles. The electrostatic interaction between two non-bonded molecules is calculated using Coulomb’s law:

\[ V_{\text{electrostatics}}(r_{ij}) = \frac{1}{4\pi\varepsilon_0} \frac{q_i q_j}{\varepsilon_r r_{ij}} \] (2.11)

where \( V_{\text{electrostatics}}(r_{ij}) \) is the Coulombic interaction energy as a function of distance \( r_{ij} \) between particles \( i \) and \( j \), \( \varepsilon_0 \) is the vacuum permittivity, and \( q \) is the charge.

The Coulomb interaction energy decays slowly, and covers a long range that is often larger than the size of the system (Fig. 2.4). Therefore, long-range electrostatic interactions make an important contribution to the energy and must be considered, so it is not possible to introduce a simple cut-off to reduce computational costs as is done for L-J interactions (see section 2.2.6). Instead, more sophisticated methods are used.

One such method is the Particle Mesh Ewald (PME) summation, an implementation of the Ewald summation method. In a periodic system (see section
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Figure 2.4: Representation of the Coulomb interaction between two atoms \( i \) and \( j \). The interaction energy decays slowly, so truncating the potential at a cut-off value \( r_{\text{cutoff}} \) has a significant impact on long-range interactions, highlighting the need for the Ewald summation method.

2.4.4), particles interact with every other particle within the simulation box, as well as their periodic images, in an infinite lattice. The total electrostatic energy can be derived from the sum of these contributions, but it is very slow to converge upon a solution. The Ewald summation method breaks down the summed electrostatic interactions into short-range (real space particle-particle) and long-range (Fourier space) components. The PME method is much faster compared to standard Ewald summation, as it uses Fast Fourier Transforms (FFT), in which the charges are assigned to grid points and an FFT algorithm is implemented to give the reciprocal energy. The total long-range interaction energy is then calculated using an inverse Fourier transformation and summation over the grid points. This method is much more efficient for use in large systems, as the computational cost of the PME algorithm scales as \( N \log N \) (compared to \( N^2 \) for Ewald summation).

2.2.6 Van der Waals Interactions

Electrostatic interactions do not make up the entirety of the non-bonded interactions occurring between particles, as forces also occur between electrically neutral atoms, due to fluctuations in the positions of electrons. These fluctuations induce attractive forces due to dipole-dipole interactions at long-range separations, and repulsive forces due to overlap of electron distributions at short-ranges. Collectively, these intermolecular interactions are called van der Waals forces, and these
can be approximated by an L-J 12-6 potential:

\[
V_{vdW}(r_{ij}) = 4\varepsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^{6} \right]
\]  
(2.12)

where \( V_{vdW}(r_{ij}) \) is the energy as a function of the intermolecular separation \( r_{ij} \) between two particles \( i \) and \( j \), \( \varepsilon \) and \( \sigma \) describe the depth of the potential well and the collision diameter (the distance between pairwise particles \( i \) and \( j \) at which the potential energy is zero, Fig. 2.5) respectively.

This can be related back to the form shown in Eqn. 2.4, where:

\[
R_{\text{min}} = 2^{1/6} \sigma
\]  
(2.13)

![Figure 2.5: Representation of an L-J potential between two atoms \( i \) and \( j \). At the minimum of the energy well, \( R_{\text{min}} \), the potential energy equals \( \varepsilon \). Since the plot tails off rapidly, implementing a cut-off value (\( r_{\text{cutoff}} \)) has a negligible effect on interactions.](image)

### 2.3 Energy Minimisation

Unless the system is very small and simple, the potential energy is a complicated and multi-dimensional function of the co-ordinates. For a system with \( N \) particles the energy is a function of \( 3N \) Cartesian co-ordinates, and thus is impossible to visualise.\(^{96}\) Locations of minimum energy exist on this multi-dimensional surface, which are local energy minima, and the lowest point overall is the global energy minimum.

In this study, peptide models were initially built in either a linear, cyclic or he-
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itical fashion by arranging the atoms relative to each other based on the chemical structures of the individual amino acids, and were then solvated. It is necessary to minimise the potential energy between the atoms to ensure the starting geometry of the model is optimal. Steric clashes between atoms can be introduced during the initial creation of a system, and the proximity between particles can result in high intermolecular forces that cause the time step integrator to fail (the system ‘explodes’). To help prevent steric clashes, the potential energy between atoms can be minimised through the use of energy minimisation algorithms, which move the system ‘downhill’ on the energy surface to the nearest local energy minimum (Fig. 2.6). Three of the most commonly used potential energy minimisation algorithms are steepest descent,\textsuperscript{102} conjugate gradients,\textsuperscript{103} and limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) quasi-Newtonian minimizer.\textsuperscript{104–106} In this work, all starting systems were energy minimised using the steepest descent algorithm.

![Potential Energy Surface](image)

**Figure 2.6:** Representation of a one-dimensional potential energy surface. Energy minimisation algorithms move the system downhill (represented with arrows) from the starting co-ordinates (blue circles) to the nearest local energy minimum. This may not be the global energy minimum.

The steepest descent algorithm is a first order optimisation algorithm which iteratively adjusts the co-ordinates of the atoms to move the system down the steepest local energy gradient. Initially, a maximum displacement value, $h_0$ is chosen (e.g. 0.01 nm). First the forces, $F$, and potential energy are calculated.
New positions are calculated using the following:

$$r_{n+1} = r_n + \frac{F_n}{\max(|F_n|)} h_n$$  \hfill (2.14)

where $r_n$ and $r_{n+1}$ represent the vector of all $3N$ co-ordinates at the $n^{\text{th}}$ and $n+1^{\text{th}}$ iteration steps, $F_n$ is the force, $\max(|F_n|)$ is the largest scalar force on any atom, and $h_n$ is the maximum displacement. The forces and energy are calculated before ($V_n$) and after ($V_{n+1}$) each iteration. If $V_{n+1} < V_n$, the new co-ordinates are accepted and the displacement value is increased ($h_{n+1} = 1.2h_n$). If $V_{n+1} > V_n$, the new positions are rejected and the displacement value is reduced ($h_n = 0.2h_n$).

The algorithm stops either after a pre-defined number of steps or when $\max(|F_n|)$ falls below a specified value $\varepsilon$. The value for $\varepsilon$ can be estimated from the root mean square force $f$ a harmonic oscillator exhibits at temperature $T$:

$$f = 2\pi v \sqrt{2mkT}$$  \hfill (2.15)

where $v$ is the oscillator frequency, $m$ is the reduced mass, and $k_B$ is Boltzmann’s constant.

Stopping the algorithm once $\max(|F_n|)$ falls below $\varepsilon$ ensures that the system is within close vicinity of a local minimum. The steepest descent method was used to minimise the potential energy of all systems prior to running the simulations.

### 2.4 Molecular Dynamics

Molecular dynamics (MD) is a technique for simulating the motions of particles in a system, and simulations have become a standard tool for probing the natural structure and dynamics of biomolecules.\(^\text{107}\)

In order to perform a MD simulation, it is essential to have a knowledge of the interaction potential for the particles, and of the equations of motion governing the dynamics of the particles.\(^\text{108}\) For biomolecular systems, classical Newtonian equations of motion are suitable. These three physical laws describe the relationship between a body and the forces acting upon it, and its motion in response.\(^\text{96}\)

These three laws can be summarised as follows:

1. An object moves in a straight line at constant velocity unless a force acts upon it.

2. The force on an object is equal to the rate of change of momentum, which
can be written as the following equation:

\[ F = ma \]  \hfill (2.16)

where \( F \) is the force exerted, \( m \) is the mass of an object or particle, and \( a \) is the acceleration.

3. For every action there is an equal and opposite reaction.

In MD, successive configurations of the system are generated by integrating Newton’s laws of motion, resulting in a trajectory, which specifies how the positions and velocities of particles in the system vary with time (Fig. 2.7).

\[
\frac{d^2}{dt^2} r_i(t) = \frac{d}{dt} v_i(t) = a_i(t) = \frac{F_i(t)}{m_i} \tag{2.17}
\]

where \( r_i(t) \) is the position, \( m_i \) is the mass, \( a_i(t) \) is the acceleration, \( v_i(t) \) is the velocity and \( F_i(t) \) is the force on particle \( i \) at time \( t \).
It is necessary to use a numerical integration algorithm, because the force on each atom changes over the trajectory and it is coupled to the force acting on every other atom (i.e. it is a many body problem), and cannot be solved analytically.

### 2.4.1 Leap-Frog Algorithm

The leap-frog algorithm\(^{109}\) is a time integration method used to integrate the equations of motion in an MD simulation. It is a modified version of the Verlet algorithm\(^{110}\) which uses the positions and accelerations at time \(t\), and the positions from the previous step, \(r(t - \delta t)\), to calculate new positions at time \(t + \delta t\), \(r(t + \delta t)\). The positions at some small time step \(\delta t\) from the current time \(t\) can be approximated by a Taylor expansion:

\[
r_i(t + \delta t) = r_i(t) + \delta t v_i(t) + \frac{1}{2} \delta t^2 a_i(t) + \ldots
\]

(2.18)

\[
r_i(t - \delta t) = r_i(t) - \delta t v_i(t) + \frac{1}{2} \delta t^2 a_i(t) - \ldots
\]

(2.19)

where \(r_i(t)\) is the position, \(m_i\) is the mass and \(a_i(t)\) is the acceleration of particle \(i\) at time \(t\). Substituting these two equations together gives:

\[
r_i(t + \delta t) = 2r_i(t) - r_i(t - \delta t) + \delta t^2 a_i(t)
\]

(2.20)

The velocity of particle \(i\) at the half-step, \(t + \frac{1}{2} \delta t\), can be estimated by:

\[
v_i(t + \frac{1}{2} \delta t) = \frac{r_i(t + \delta t) - r_i(t)}{\delta t}
\]

(2.21)

The leap-frog algorithm uses the following relationships:

\[
r_i(t + \delta t) = r_i(t) + \delta t v_i(t + \frac{1}{2} \delta t)
\]

(2.22)

\[
v_i(t + \frac{1}{2} \delta t) = v_i(t - \frac{1}{2} \delta t) + \delta t a_i(t)
\]

(2.23)

\[
v_i(t) = \frac{1}{2} [v_i(t + \frac{1}{2} \delta t) + v_i(t - \frac{1}{2} \delta t)]
\]

(2.24)

Based on these equations, the particle velocity at time \(t + \frac{1}{2} \delta t\) can be calculated based on the velocity at time \(t - \frac{1}{2} \delta t\) and the acceleration at time \(t\). The positions then ‘leap-frog’ over the velocities to give their new values at \(t + \delta t\), hence the name ‘leap-frog algorithm’ (Fig. 2.8).

Choosing an appropriate time step is extremely important in MD simulations. If the time step is too small, the trajectory will not sample enough phase space, and if the time step is too large then instabilities can arise in the integration algorithm.
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Figure 2.8: Representation of the leap-frog integration method. The algorithm is called ‘leap-frog’ because $x$ and $v$ are leaping over one another.

due to high energy overlaps between atoms. With an appropriate time step, the phase space is covered efficiently and collisions between atoms occur smoothly.\(^96\)

2.4.2 Ensembles

In the early days of MD, the microcanonical ($NVE$; constant number of particles $N$, volume $V$ and total energy $E$; Fig. 2.9a) ensemble was traditionally used for MD simulations. In such an ensemble, the system remains isolated and unable to exchange energy or particles within its environment.\(^{111}\) As a result, these conditions do not closely represent experimental environments, which are typically temperature controlled. Instead, it is more appropriate to maintain a constant temperature $T$ and/or pressure $P$ throughout the simulation, to match more closely to the experimental conditions. For this purpose, more recently the canonical ($NVT$) and isothermal-isobaric ($NPT$) ensembles (Fig. 2.9b and c) are commonly used. In order to run MD simulations in these ensembles, a thermostat or barostat is necessary to maintain the constant temperature or pressure of the system.

2.4.2.1 Thermostats

There are several different thermostats available, which allow a temperature to fluctuate around an average by adding or removing energy to and from the system in a constant temperature ensemble. The most commonly used thermostats in MD simulations of biological molecules are the Berendsen\(^ {112}\) and Nosé-Hoover\(^ {113}\) thermostats, both of which were used in this study.

The Berendsen thermostat works by weakly coupling the system to a thermal bath with a coupling constant, $\tau_T$, and rescaling the particle velocities proportional to the differences between the system temperature and the temperature of the thermal bath at each time step. The larger the value of $\tau_T$, the longer the system
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Figure 2.9: Representation of (a) the microcanonical (constant $NVE$), (b) the canonical (constant $NVT$), and (c) the isobaric-isothermal (constant $NPT$) ensembles.

will take to adjust to the target temperature, $T_0$, from the temperature at time $T(t)$:

$$\frac{dT(t)}{dt} = \frac{T_0 - T(t)}{\tau_T}$$ (2.25)

The Berendsen thermostat has the advantage that it is relatively simple to implement and that the value of $\tau_T$ can be easily changed to suit the requirements of the system. However, the Berendsen thermostat suppresses the fluctuations in kinetic energy, so the system never approximates a true canonical ensemble. The error in ensemble averages are small for large systems, but are still sufficient to affect the distribution of kinetic energy. Therefore, any properties calculated from the fluctuation of the kinetic energy will be incorrect. Depending on the system, the Berendsen thermostat can be used when computing some average properties.

In this work, where the Berendsen (or its adaptation, velocity rescaling\textsuperscript{114}) thermostat was used, we did not calculate any properties derived from the kinetic energy.

The Nosé-Hoover thermostat is implemented by introducing an extra degree of freedom into the Hamiltonian of the system to take the form:

$$H(P, R, p_s, s) = \sum_i \frac{P_i^2}{2ms^2} + \frac{1}{2} \sum_{i,j,i\neq j} U(R_i - R_j) + \frac{p_s^2}{2Q} + gk_bT \ln(s)$$ (2.26)

where $P$ and $R$ represent all co-ordinates $r_i$ and $p_i$, $Q$ is a coupling constant, $p_s$ is the momentum of the extra degree of freedom, $s$, and $g$ is the number of independent momentum degrees of freedom.

The Nosé-Hoover thermostat is able to approximate a canonical ensemble, unlike the Berendsen thermostat, which means it can be used to calculate properties.
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derived from the fluctuation of the kinetic energy e.g. the heat capacity. Additionally, while the Berendsen thermostat is very efficient for relaxing a system to the target temperature, the Nosé-Hoover thermostat is also computationally inexpensive.

2.4.2.2 Barostats

Several different barostats exist, which maintain constant pressure of a system during a simulation in the isothermal-isobaric (NPT) ensemble. Commonly used are the Berendsen$^{112}$ and Parrinello-Rahman$^{115}$ barostats.

Similar to the Berendsen thermostat, the Berendsen barostat controls the pressure by weakly coupling the system to a pressure bath with a coupling constant $\tau_P$. The larger the value of $\tau_P$, the longer the system takes to adjust to the target pressure, $P_0$, from the pressure at time $P(t)$:

$$\frac{dP(t)}{dt} = \frac{P_0 - P(t)}{\tau_P}$$  \hspace{1cm} (2.27)

The Berendsen barostat does produce the correct average pressure, but it is not able to yield a true NPT ensemble.$^{112}$ In cases where the fluctuations in the pressure or volume are important (for example, if thermodynamic properties will be calculated from them), the Berendsen barostat may not be appropriate. Instead, the Parrinello-Rahman barostat may be used, often combined with the Nosé-Hoover thermostat, as in theory this yields a true NPT ensemble.

The Parrinello-Rahman is similar to the Nosé-Hoover thermostat in the way it uses an additional degree of freedom. This extended ensemble algorithm allows the volume and shape of the simulation cell to fluctuate (if the system is far from equilibrium the box may oscillate wildly). The Hamiltonian includes an additional term to represent a thermal reservoir $s$:

$$H = K + V + K_s + V_s$$  \hspace{1cm} (2.28)

where $K$ is the kinetic energy and $V$ is the potential energy. The equations of motion for the atoms obtained from the Hamiltonian becomes:

$$\frac{d^2r_i}{dt^2} = \frac{m_i}{F_i} - \xi \frac{dr_i}{dt}$$  \hspace{1cm} (2.29)

where the acceleration of an atom $i$ is reduced by some factor $\xi \frac{dr_i}{dt}$ (where $\xi$ represents a fictitious friction parameter).
2.4.3 Constraints

As alluded to previously, choosing an appropriate time step is very important in order to ensure the simulation runs smoothly. The time step should ideally be small enough to capture all intramolecular atomic interactions, including bond vibrations. However, this would be extremely computationally expensive and slow to implement. Instead, constraints can be placed on bonds to eliminate vibrations, fixing the bond length to a set value during the simulation. This allows the time step to be increased without compromising on accuracy. The LINCS (Linear Constraint Solver) algorithm is a non-iterative method which resets bonds to their correct length after each integration step. Other algorithms such as SHAKE and SETTLE are implemented in GROMACS, but LINCS is predominantly used throughout this work, as it is three to four times faster than the SHAKE algorithm while maintaining accuracy.\(^\text{116,117}\) In this work, all bonds were constrained using the LINCS algorithm.

Constraints are not to be confused with restraints. In this work, harmonic position restraints were placed on molecules during equilibration, preventing deviation from the starting position. Restrained molecules are able to move, but receive a large energy penalty for deviating from their starting position:

\[
V_{pi}(r_i) = \frac{k_{pr}}{2} |r_i - r_0|^2
\]  

(2.30)

where \(V_{pi}(r_i)\) is the energy penalty imposed on particle \(i\) for moving to position \(r_i\) from starting position \(r_0\).

2.4.4 Periodic Boundary Conditions

In order to calculate macroscopic properties of a system, the system size needs to be sufficiently large, which is challenging and computationally expensive to simulate. Periodic boundary conditions (PBC) enable a simulation to be performed using a relatively small number of particles, where the particles experience forces as if they were in a bulk phase.\(^\text{96}\) The simulation cell is replicated in all directions to form an infinite lattice of identical cells, so a particle that moves out of the unit cell is replaced by an image particle that enters from the opposite side (Fig. 2.10), thus keeping the number of particles within the unit cell constant, and removing any effects due to boundaries to allow for sampling of bulk macroscopic effects. Each atom interacts with any neighbouring atom or image in the periodic lattice within the interaction cut-off specified by the force field. Therefore, it is important that the unit cell is large enough to accommodate the cut-off and prevent an atom from interacting with its own periodic image.
Figure 2.10: Representation of periodic boundary conditions in two dimensions. The simulation cell (blue) is replicated to form an infinite lattice. The particle experiences short-range interactions with all particles within the specified cut-off, $r_{\text{cutoff}}$. 
2.4.5 Steered Molecular Dynamics

Many biologically relevant events occur on time scales that are inaccessible by conventional MD. Steered molecular dynamics (SMD) simulations can be used to bias the behaviour of a system towards a particular phenomenon, such as extraction of lipids from membranes, PPIs and protein-ligand binding.\textsuperscript{118–120} Experimental techniques such as atomic force microscopy are based on the application of mechanical forces to single molecules and are commonly used to study the properties of biomolecules. In SMD simulations, time-dependent external forces are applied, for example by anchoring a molecule at a fixed point and pulling at another point via a dummy spring (Fig. 2.11), in a manner analogous to single molecule spectroscopy. It has previously been used to aid unwinding of helical structures,\textsuperscript{121,122} as it allows unwinding events to occur on computationally feasible time scales.

There are two typical ways to perform SMD simulations: constant force and constant velocity. In constant velocity SMD simulations (as performed in this work), a dummy spring (harmonic potential) is used to induce motion, and the free end of the spring is moved at constant velocity while the atoms attached to the fixed end of the spring are subject to the steering force. In constant force SMD simulations, a force is directly applied to one or more atoms, and the dynamics of the system are used to measure extension or displacement.\textsuperscript{123}

![Figure 2.11: Representation of a constant velocity SMD simulation. Peptides are anchored at one point (represented by the N-terminal purple dot) and pulled by a dummy spring fixed at a second point. The force constant of the spring, $k$, and the pull speed, $v$, can be optimised based on the system.](image)

Qualitative data can be readily obtained from SMD simulations, and with sufficient repeats quantitative data can also be obtained. Jarzynski’s principle states that thermodynamic potentials can be obtained from irreversible processes such as a protein unfolding. The ensemble average of an exponential of the total work $W$ performed on the system during a non-equilibrium transition from one
state to another is connected to the free energy different $\Delta F$ of the two states$^{118}$:

$$\langle \exp[-W/k_B T]\rangle = \exp[-\Delta F/k_B T]$$  \hspace{1cm} (2.31)

In this work, SMD simulations were used to unwind parent and modified 18-residue helical peptides. These peptides were shown based on experimental data to have reduced helical content, and observing a reduction in helicity was not feasible using conventional MD.$^{93}$ The total amount of work required to pull each peptide 5 nm was calculated by integrating the area under each force extension curve produced from the SMD simulations, using the trapezium rule via a Python 3 script (included in Appendices).

\section*{2.5 Biophysics Theory}

\subsection*{2.5.1 Circular Dichroism}

Circular dichroism (CD) spectroscopy is a technique commonly used to investigate the secondary structure of proteins and peptides. Chiral molecules give CD signals at wavelengths where they absorb light. A molecule is considered chiral if it cannot be superimposed on its mirror image (Fig. 2.12)$^{124}$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{chirality.png}
\caption{Comparison of (a) chiral and (b) achiral molecules. The chiral stereocentre is indicated with (*). Rotation of the mirror image of (a) does not general the original structure, in order to superimpose the mirror images bonds would have to be broken and reformed. Rotation of the mirror image of (b) can be superimposed on the original structure.}
\end{figure}

CD spectroscopy measures the difference in absorbance of left- and right-
handed circularly polarised light ($A_L$ and $A_R$ respectively) at a given wavelength:

$$\Delta A = \Delta A_L - \Delta A_R \quad (2.32)$$

This difference in absorption is normally outputted in units of millidegrees ($\theta$). This can be normalised with respect to sample concentration, peptide size and cuvette path length by converting from millidegrees to mean residue ellipticity (MRE; $\Theta$):

$$\Theta = \frac{\theta \times 0.1 \times M_r}{c \times l \times N_A} \quad (2.33)$$

where $M_r$ is the mean residue weight, $c$ is the concentration in mg mL$^{-1}$, $l$ is the path length in cm and $N_A$ is the number of residues in the peptide. MRE is given in mdeg cm$^2$ dmol$^{-1}$.

Different structural elements have characteristic CD spectra (Fig. 2.13). For example, the CD spectrum for an $\alpha$-helical peptide or protein has two negative maxima at 208 and 222 nm. Data can be fit using tools such as DichroWeb$^{125}$ to obtain an estimate of global secondary structure content.

![Figure 2.13: Characteristic spectra for $\alpha$-helices (purple), $\beta$-sheets (cyan) and random coil (green) structures.](image)
2.5.2 Solution-State NMR Spectroscopy

Solution-state NMR is a high resolution technique in which the chemical environments of individual atoms within a molecule can be studied. It is well-suited for the structural characterisation of peptides and small proteins. The basic principles of NMR are described briefly here.

2.5.2.1 Spin Angular Momentum

Electrons possess an intrinsic quantum mechanical property called ‘spin’. Protons and neutrons within atomic nuclei also possess a spin angular momentum called the nuclear spin angular momentum. The spins of protons and neutrons contribute to the net spin of the atomic nucleus. If the spins are paired (for example in $^{12}$C, $S = 0$), the atom is not NMR-active. If, however, the spins are unpaired, (for example in $^1$H, $S = \frac{1}{2}$), then the atom possesses a net spin, and is able to be studied using NMR. Spin in atoms with unpaired nucleons (such as $^1$H, $^{13}$C and $^{15}$N) produces a magnetic dipole moment, $\mu$:

$$\mu = \gamma \hbar \sqrt{S(S + 1)}$$  \hspace{1cm} (2.34)

where $\hbar$ is Planck’s constant divided by $2\pi$, and $\gamma$ is the gyromagnetic ratio. Since the value of $\gamma$ is characteristic to each nuclei, as are the strengths of the magnetic dipole moments and therefore their NMR frequencies.

In the presence of a magnetic field $B_0$, for a sample containing nuclei of $S = \frac{1}{2}$ the spin of each nucleus aligns either with or against the magnetic field. Thus, $S = \frac{1}{2}$ nuclei will split into two different populations of energy levels, one parallel and the other one anti-parallel to $B_0$. This splitting is dependent on the chemical environment of each nucleus, and the ratio of populations aligning with or against the field is described by the Boltzmann distribution. At thermal equilibrium, there is a small excess number of nuclei in the lower energy state (i.e. aligned with $B_0$), resulting in a small but measurable net magnetisation, $M_0$.

2.5.2.2 The Larmor Frequency

When a particle is placed in an external magnetic field $B_0$, the magnetic moment precesses around the $z$-axis at a frequency known as the Larmor Frequency, $\omega_0$ (Fig. 2.14). The Larmor frequency depends on the gyromagnetic ratio, $\gamma$, and the magnetic field applied, $B_0$:

$$\omega_0 = -\gamma B_0$$  \hspace{1cm} (2.35)

NMR spectroscopy measures the magnetisation perpendicular to the $z$-axis.
When $M_0$ is aligned along the $z$-axis, an NMR signal is not generated. In order to generate an NMR signal, $M_0$ must be perturbed away from the $z$-axis. Application of a radio frequency (RF) pulse along the $x$- or $y$-axis causes the bulk magnetisation to precess in the $xy$-plane at a frequency related to the RF field (Fig. 2.15). This generates an electrical current which is detected by a receiver coil within the NMR spectrometer.

It is possible to alter the angle of rotation of the magnetisation by varying the length of time for which the RF field is applied. The most common pulse is the $90^\circ$ excitation pulse. This pulse causes the spins to cluster, generating a transverse magnetisation.
2.5.2.3 Free Induction Decay

After application of the RF pulse, the magnetic moment relaxes back to its thermal equilibrium along the z-axis. The rate at which this occurs depends on $T_1$ and $T_2$, known as the longitudinal and transverse relaxation rates respectively. $T_1$ describes the return of magnetisation to equilibrium as a result of spin-lattice interaction, and $T_2$ describes the return to equilibrium as a result of spin-spin interactions. As the magnetisation relaxes, precession continues, and the radius of precession shortens as $M_0$ approaches the z-axis. As a result, following termination of the RF pulse, the amplitude of the detected NMR signal decays over time. The decay and oscillation of the transverse magnetisation over time can be measured and is called the free induction decay (FID) (Fig. 2.16a and b). Fourier transformation of the FID yields a frequency spectrum (Fig. 2.16c).

2.5.2.4 Nuclear Shielding

Each NMR-active nucleus within the magnetic field acts as a tiny electromagnet. This means that each nucleus imposes its own local magnetic field, thus a small magnetic field $B'$ is established in either the opposite direction or aligned to the applied field $B_0$. As a result, the nucleus is shielded or deshielded from the external magnetic field by surrounding electrons and consequently experiences an altered total magnetic field as shown in Eqn. 2.36:

$$B = B_0 - B' = B_0(1 - \sigma) \quad (2.36)$$

where $\sigma$ is the shielding constant.

Electronegative atoms such as oxygen are electron-withdrawing groups, and as a result the nuclei within are deshielded and experience a greater level of magnetisation than expected, precessing with corresponding higher frequencies (signal shifted downfield in the spectrum, Fig. 2.17). Conversely, nuclei within electropositive groups are shielded from the magnetic field, and so the frequencies of these nuclei are reduced (upfield in the spectrum).

In molecules, electron currents provided by neighbouring groups can also lead to shielding or deshielding of nuclei. Therefore, the frequency of a nucleus depends also on its local chemical environment. Different nuclei in a molecule resonate at slightly different frequencies causing each nucleus to precess at a different Larmor frequency, thereby creating different resonance frequencies (chemical shift) in the NMR spectrum. Frequencies are described with reference to the frequency of a standard, typically tetramethylsilane (TMS) when protons are studied in aqueous solution. TMS contains 12 hydrogen atoms which are all in the exact same chemical
Figure 2.16: (a) The precession and relaxation of the net magnetisation $M_0$ back to longitudinal magnetisation. (b) The signal is detected as function of time along the $xy$-plane (FID). (c) The signal is Fourier transformed to obtain the frequency spectrum.

These methyl hydrogens are highly shielded from the external magnetic field, so adopt very upfield Larmor frequencies. Frequencies of studied protons are referenced with respect to that of the stan-
Figure 2.17: The 1D $^1$H NMR spectrum showing where more or less shielded nuclei appear on the spectra.

The chemical shifts of nuclei are specific to a particular functional group (such as aliphatic protons) and are descriptive of the chemical structures within the sample. A disperse set of chemical shifts indicates that nuclei within the sample experience a number of different chemical environments. Such a spectrum might indicate, for example, that a protein of interest is well folded. In an unstructured or aggregated protein, the peaks are broader and not as widely dispersed due to loss of different local environments.

### 2.5.3 2D NMR Techniques

For large biomolecules such as proteins, it is often impossible to distinguish between NMR signals arising from each nucleus in a one-dimensional $^1$H spectrum, as signals overlap, especially where there are several nuclei in similar chemical environments. To overcome problems caused by overlap in the 1D spectrum, two-dimensional NMR spectroscopy can be used.

A 1D NMR spectrum has two dimensions: the $x$-axis corresponds to the chemical shifts in ppm, and the $y$-axis corresponds to the intensity (Fig. 2.18a). A 2D NMR spectrum contains two frequency axes, where the horizontal axis is for the direct dimension (F2) and the vertical axis is the indirect dimension (F1) with intensity as the third axis. As a result, 2D NMR spectra are typically displayed as contour plots (Fig. 2.18b).

In homonuclear spectra (e.g. both proton frequencies in the two frequency
a) Figure 2.18: Representations of (a) a 1D NMR spectrum, with two dimensions corresponding to frequency and intensity, and (b) a 2D NMR contour plot, with two frequency dimensions (F1 and F2) and intensity as the third axis. A homonuclear spectrum is symmetrical and contains cross peaks ($v_1, v_2; v_2, v_1$) and diagonal peaks ($v_1, v_1; v_2, v_2$).

dimensions), peaks are symmetric with respect to the diagonal of the spectrum. The diagonal peaks correlate identical spins, and are of little analytical use.

A 2D NMR pulse program has a general basic format composed of four periods: preparation, evolution, mixing and detection (Fig. 2.19). The preparation and mixing periods vary depending on the nature of the experiment, and the detection period is analogous to the detection period of a 1D experiment. It is the evolution period, $t_1$, that allows the generation of a second (indirect) dimension. During the recording of a 2D experiment, the same experiment is repeated many times with a varying $t_1$. The repeated acquisition of FIDs with systematically incremented $t_1$ time periods, followed by a double Fourier transform with respect to $t_2$ and $t_1$ results in the 2D spectrum.\textsuperscript{126}

2.5.3.1 Total Correlation Spectroscopy

Total correlation spectroscopy (TOCSY, also called HOHAHA (Homonuclear Hartmann Hahn)),\textsuperscript{127,128} provides through-bond proton-proton correlations due to scalar couplings (also known as J-couplings, Fig. 2.20a) between all the atoms in a single spin-system, i.e. all the protons in a single amino acid (Fig. 2.20b). Scalar coupling arises due to indirect interaction between two nuclear spins, mediated by
the electrons participating in the bond connecting the nuclei. Information cannot travel from amino acid to the next because the carbonyl carbon of the peptide backbone cannot participate in scalar coupling in $^1$H-$^1$H NMR. Each amino acid has a characteristic pattern of chemical shifts which can be used to identify the amino acid (Fig. 2.20c).

2.5.3.2 Nuclear Overhauser Enhancement Spectroscopy

The NOESY (nuclear Overhauser enhancement spectroscopy) experiment is crucial for the determination of peptide structure. It uses through-space proton-proton correlations due to dipolar couplings (the nuclear Overhauser effect, NOE) (Fig. 2.21a). The NOE describes the transfer of nuclear spin polarisation from one nucleus to another via crossrelaxation. It identifies the chemical shifts of pairs of protons that are close together in three-dimensional space, regardless of whether or not they are within the same amino acid. The coupling between two protons depends on the distance between them ($r_{ij}$), but a signal is only observed if they are within 5 Å of each other. The rate of build-up of the NOE is proportional to $r_{ij}^{-6}$ (Fig. 2.22), and thus the size of the NOE is a sensitive measure of inter-nuclear distance:

$$\sigma_{ij} = \frac{3 \gamma^4 h^2}{10 r_{ij}^6} \left[ \frac{2 \tau_c}{1 + 4 \omega^2 \tau_c^2} - \frac{\tau_c^3}{3} \right]$$

(2.38)

where $r_{ij}$ is the inter-nuclear distance between nuclei $i$ and $j$, $\sigma_{ij}$ is the rate of growth of the NOE, $\tau_c$ is the correlation time, $\omega$ is the resonance frequency for $^1$H and $\gamma$ is the magnetogyratic ratio for $^1$H.

The sign of the NOE depends on the magnitude of the correlation time ($\tau_c$; the time it takes for the compound to rotate through 1 radian) and thus the molecular weight. For a small peptide, cross-relaxation occurs slowly, and NOEs...
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Figure 2.20: Information provided by a TOCSY experiment. (a) TOCSY cross-peaks arise from scalar coupling, and (b) the magnetisation can be transferred over up to 5 or 6 bonds as successive protons are coupled. (c) The carbonyl group disrupts the TOCSY transfer, thus TOCSY only allows identification of all protons within a single spin system. Adapted from Roberts.\textsuperscript{129}

Figure 2.21: Information provided by a NOESY experiment. (a) NOESY cross-peaks arise from dipolar coupling only for nuclei within 5 Å of each other. (b) NOESY provides intra-residue correlations (dashed lines) as well as inter-residue correlations (solid lines), which allow the peptide to be assigned sequentially.
Figure 2.22: NOE strength is dependent on time. At low mixing times, the NOE builds up quickly at a rate that is proportional to \( r_{ij}^{-6} \). As mixing time increases, the NOE begins to decay due to relaxation. Adapted from Claridge.\textsuperscript{126}

build up steadily. As the molecular weight of the sample increases, cross-relaxation gets faster, and NOEs build up more rapidly. Fig. 2.23 represents the maximum proton-proton NOE as a function of molecular tumbling rates. The curve can be divided into three distinct regions, which correspond to fast, intermediate and slow motion regimes. For low molecular weight molecules (short \( \tau_c \)) that tumble rapidly, the NOE is positive. For molecules that are very large and tumble very slowly, the NOE is negative. In between these regimes, the NOE passes through zero and then becomes negative, thus for peptides with molecular weights of \( \sim 1500 \) Da, the NOE may become very small or even zero, and alternative techniques must be used. In such a situation, ROESY (rotating-frame Overhauser enhancement spectroscopy) can be used instead of NOESY. In ROESY, the ROEs (rotating-frame Overhauser enhancements) are always positive regardless of correlation time.\textsuperscript{126} Fortunately, for all the peptides used in this study, NOESY proved to be a suitable technique and ROESY was not necessary.

Because the NOESY can contain both inter-residue and intra-residue correlations, it is possible to deduce which residues are next to each other in the peptide chain (Fig. 2.21b). As it correlates protons which are distant in the amino acid sequence, but are close in space due to higher order structure, it allows for the identification of secondary and tertiary structure elements.
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Figure 2.23: NOE and ROE as a function of molecular tumbling rate, $\omega_0 \tau_c$, where $\omega_0$ is spectrometer observation frequency and $\tau_c$ is the correlation time. Adapted from Claridge.126

2.5.3.3 Heteronuclear Techniques

For large and complex molecules such as proteins, $^1$H NMR signals can become very challenging to resolve. Whilst two-dimensional techniques such as TOCSY can solve this, heteronuclear techniques such as heteronuclear single-quantum correlation (HSQC) can also help overcome this constraint. In an HSQC spectrum, two types of nuclei are excited and mixed, and the two frequency axes correspond to the two different isotopes, with protons along the F2 axis and a heteronucleus (such as $^{13}$C or $^{15}$N) along the F1 axis. Each peak is due to coupling between $^1$Hs and heteronuclei across a single bond. As such, it identifies directly connected nuclei.126 For example, a $^1$H-$^{13}$C HSQC spectrum will display all $^1$H-$^{13}$C correlations within the target protein, so can provide structural information about amino acid sidechains. Similarly, a $^1$H-$^{15}$N HSQC experiment will provide information about all $^1$H-$^{15}$N correlations, such as those present in the backbone amides of an amino acid, as well as in some amino acid sidechains. The spectral window for $^{13}$C and $^{15}$N are much wider than for $^1$H, therefore HQSC spectra can assist in the assignment of a molecule by providing additional information about the chemical environment of an atom in a manner which is easy to distinguish (signal overlap is greatly reduced).
The major disadvantage of heteronuclear techniques is that they require the presence of NMR-active nuclei other than $^1$H, which can be low in abundance. Whilst natural-abundance can be sufficient to obtain HSQC spectra for small molecules (in our case it was sufficient for the small peptides), for larger molecules such as proteins it may be necessary for the molecule to be isotopically enriched with $^{13}$C or $^{15}$N.
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Methodology

3.1 Peptide Preparation

Synthetic peptides were prepared in-house or by Insight Biotechnology Ltd. (Middlesex, UK) according to Table 3.1. Sequences for each peptide are listed in Table 3.2.

Table 3.1: Peptides used throughout this work. All peptides were made in-house (indicated with *) or by Insight Biotechnology Ltd., Middlesex, UK.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Source</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAGAY derivatives</td>
<td>Dr Stefan Roesner*</td>
<td>Synthesis and characterisation previously described$^{92}$</td>
</tr>
<tr>
<td>Helical peptides</td>
<td>Dr Jonathan Beadle*</td>
<td>Synthesis and characterisation previously described$^{10}$</td>
</tr>
<tr>
<td>Bacaucin-1 derivatives</td>
<td>Dr Ina Wilkening*</td>
<td></td>
</tr>
<tr>
<td>Panel of AMPs (Table 3.6)</td>
<td>Insight Biotechnology Ltd.</td>
<td></td>
</tr>
<tr>
<td>Ac-RRWWCA-NH$_2$ derivatives</td>
<td>Dr Sam Spring*</td>
<td></td>
</tr>
</tbody>
</table>

3.2 Circular Dichroism

CD spectra were recorded using a Jasco J-1500 spectropolarimeter (Jasco UK, Essex, UK), using acquisition parameters listed in Table 3.3. Peptide samples for CD were prepared to be approximately 175 µM in 10 mM potassium phosphate buffer (pH 7.0), and spectra were acquired using a quartz cuvette with a path length of 0.1 cm.

For all samples, baseline spectra were acquired of the buffer solution. The baseline spectra were subtracted from peptide spectra prior to conversion from
### Table 3.2: Sequences for all peptides used throughout this work.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAGAY derivatives</td>
<td>LAGAY</td>
</tr>
<tr>
<td></td>
<td>AGAYL</td>
</tr>
<tr>
<td></td>
<td>LAG$_{ox}$AY</td>
</tr>
<tr>
<td></td>
<td>AG$_{ox}$AYL</td>
</tr>
<tr>
<td></td>
<td>LAGAY-OMe</td>
</tr>
<tr>
<td></td>
<td>LAG$_{ox}$AY-OMe</td>
</tr>
<tr>
<td></td>
<td>LAG$_{az}$AY-OMe</td>
</tr>
<tr>
<td></td>
<td>cLAGAY</td>
</tr>
<tr>
<td></td>
<td>cLAG$_{ox}$AY</td>
</tr>
<tr>
<td>Helical peptides</td>
<td>Ac-KAAAAAAKAAAAAKAAAAA-KGY-NH$_2$</td>
</tr>
<tr>
<td></td>
<td>Ac-KAAAAAAKAA$_{ox}$AAKAAAAA-KGY-NH$_2$</td>
</tr>
<tr>
<td></td>
<td>Ac-KAA$_{ox}$AAKAAAAKAAGAAAAA-KGY-NH$_2$</td>
</tr>
<tr>
<td></td>
<td>Ac-KAG$_{ox}$AAKAAAAAAKAAAAAA-KGY-NH$_2$</td>
</tr>
<tr>
<td>Bacaucin-1 derivatives</td>
<td>ELLSRVD</td>
</tr>
<tr>
<td></td>
<td>ALLSRVDM</td>
</tr>
<tr>
<td>Panel of AMPs</td>
<td>Ac-RRWWCA-NH$_2$</td>
</tr>
<tr>
<td></td>
<td>GLLKRIK-NH$_2$</td>
</tr>
<tr>
<td></td>
<td>KNKGWWW</td>
</tr>
<tr>
<td></td>
<td>ALLRL</td>
</tr>
<tr>
<td></td>
<td>KVFLGLK</td>
</tr>
<tr>
<td>Ac-RRWWCA-NH$_2$ derivatives</td>
<td>cRRWWCA</td>
</tr>
<tr>
<td></td>
<td>Ac-RRWWGA-NH$_2$</td>
</tr>
<tr>
<td></td>
<td>cRRWWGA</td>
</tr>
<tr>
<td></td>
<td>cRRWWG$_{az}$A</td>
</tr>
</tbody>
</table>

millidegree to MRE.

### 3.3 Solution-state NMR Spectroscopy

#### 3.3.1 $^1$H 1D NMR Experiments

All NMR experiments were conducted at 283 or 298 K (for the helical and small peptides respectively) on a 700 MHz Bruker Avance spectrometer equipped with a cryoprobe, housed at the University of Warwick. 200 $\mu$L samples of 2–60 mM peptide were prepared in d$_6$-DMSO (small peptides) or 80:20 MeOD: H$_2$O (helical peptides). Spectra were acquired with 64k data points and 32 scans. Water suppression was achieved using excitation sculpting. Data were processed using a Gaussian multiplication window function. Processing was performed using TopSpin 3.2.
3.3.2 $^1$H 2D NMR Experiments

200 μL samples of 2–60 mM peptide were prepared in $d_6$-DMSO (small peptides) or 80:20 MeOD:H$_2$O (helical peptides). Spectra were acquired with 256 data points in the F1 dimension and 4k data points in the F2 dimension, with 16 (small peptides) or 32 (helical peptides) scans. Water suppression was achieved using excitation sculpting$^{134}$ or the WATERGATE method.$^{135}$ The spectral width was 14 ppm in both dimensions for the cyclic and helical peptides, and 16 ppm in both dimensions for the short linear and methyl ester peptides. Data were zero-filled to 8k in F2 and 512 in F1 and processed using a squared sine window function and quadratic baseline corrections in both dimensions. Processing was performed using TopSpin 3.2, and analysis was performed using CcpNmr Analysis 2.4.2.$^{136}$

The pulse programs and mixing times used in the TOCSY and NOESY experiments are summarised in Table 3.4.

Table 3.4: Pulse programs and mixing times used in TOCSY and NOESY experiments.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Pulse program</th>
<th>Mixing times (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short linear peptides</td>
<td>mlevphpr.2</td>
<td>70, 140</td>
</tr>
<tr>
<td></td>
<td>noesyphpr</td>
<td>100, 250, 400, 600, 800</td>
</tr>
<tr>
<td>Methyl esters of peptides</td>
<td>mlevphpr.2</td>
<td>70, 140</td>
</tr>
<tr>
<td></td>
<td>noesyphpr</td>
<td>100, 250, 400, 600, 800</td>
</tr>
<tr>
<td>Cyclic peptides</td>
<td>mlevphpr.2</td>
<td>70, 140</td>
</tr>
<tr>
<td></td>
<td>noesyphpr</td>
<td>100, 250, 400, 600, 800</td>
</tr>
<tr>
<td>Helical peptides</td>
<td>dipsi2esgpph</td>
<td>70, 140</td>
</tr>
<tr>
<td></td>
<td>noesygpphw5</td>
<td>100, 150, 200</td>
</tr>
</tbody>
</table>
3.3.3 HSQC Experiments

Natural-abundance HSQC experiments were used to assist with peptide assignment.

Two-dimensional $^1$H-$^{13}$C HSQC spectra were obtained at 298 K using the pulse program hsqcfetgpsp.2, with 256 data points in the F1 dimension and 2k data points in the F2 dimension and 32 scans. The spectral width was 16 ppm in the F2 dimension and 260 ppm in the F1 dimension. Water suppression was achieved using $z$-gradients. Data were zero-filled to 1k in both dimensions, processed using a squared sine window function in both dimensions, and baseline corrected in the F2 dimension using a quadratic baseline correction.

Two-dimensional $^1$H-$^{15}$N HSQC spectra were obtained at 298 K using the pulse program hsqc3gpph19, with 256 data points in the F1 dimension and 4k data points in the F2 dimension and 32 scans. The spectral width was 16 ppm in the F2 dimension and 80 ppm in the F1 dimension. Water suppression was achieved using $z$-gradients. Data were zero-filled to 512 in F1 and 8k in F2, processed using a squared sine window function in both dimensions, and baseline corrected in the F2 dimension using a polynomial baseline correction.

Processing was performed using TopSpin 3.2, and analysis was performed using CcpNmr Analysis 2.4.2.136

3.4 Theoretical Methods

3.4.1 Force Field Parameters

Molecular dynamics (MD) simulations were performed using GROMACS 5.1.4137 and the CHARMM27 force field97,138 with additional parameters for the oxetane modification.7 Starting configurations of the peptides were prepared using Avogadro 1.2.0,139

3.4.1.1 Oxetane Parameterisation

The CHARMM-compatible force field parameters for the 3-amino oxetane residue were derived by Powell et al.,7 and a brief summary is described here.

Parameters were developed for small molecular fragments that capture the essential chemistry of the modified peptide bond (carbonyl to oxetane substitution and rotation about the $\psi$ and $\omega$ dihedral angles). Non-bonded Lennard-Jones parameters for the C, O and H atoms comprising the oxetane ring were taken from existing CHARMM parameters for tetrahydrofuran (THF).140
Atomic partial charges were determined using the Force Field Toolkit (ffTK) Plugin\textsuperscript{141} to the Visual Molecular Dynamics (VMD) software package,\textsuperscript{142} and quantum mechanical (QM) calculations were performed using the Gaussian 03 program.\textsuperscript{143} Firstly, a 3-amino oxetane molecule was energy minimized at the MP2/6-31G* level of theory. Putative hydrogen bond acceptor or donor interaction sites were identified and a TIP3P water molecule placed in an ideal orientation for hydrogen bonding with each interaction site. For each oxetane-water complex, calculations were carried out at the HF/6-31G* level of theory to optimize the distance of the water molecule to the target atom, and the interaction energy was determined from the difference between the energy of the complex and the independent energies of an oxetane and a water molecule. Target data for fitting bond stretching, angle bending and dihedral angle rotation parameters were obtained from QM calculations at the MP2/6-31G* level of theory.

### 3.4.2 Linear Methyl Ester Peptides

#### 3.4.2.1 Model Building

The peptides were built assuming a linear conformation ($\phi$, $\psi$ and $\omega$ backbone dihedral angles were set to $180^\circ$) and uncharged ends. Both peptides had the C-terminus replaced with a methyl ester end group, and for the oxetane-modified peptide, the carbonyl of the glycine was substituted with an oxetane. This was followed by a steepest descent energy minimisation in Avogadro using the Universal Force Field,\textsuperscript{144} which generated the starting structure of the two peptides for subsequent MD simulation in GROMACS 5.1.4.\textsuperscript{137} Input topology files for GROMACS were generated using the GROMACS pdb2gmx tool after first modifying the residue database to include oxetane-substituted residues and the methyl ester end C-terminus. Each peptide was subjected to a short simulation (5000 steps) in the NVT ensemble in vacuum at 300 K, and was then solvated with a pre-equilibrated box of 424 or 426 DMSO molecules.\textsuperscript{145} This box size was sufficient to ensure the peptides were not able to interact with their periodic image.

#### 3.4.2.2 Simulation Parameters

Following solvation in DMSO, the system was subjected to 50000 steps of steepest descent energy minimization. This was followed by 100000 steps of simulation at 300 K in the NVT ensemble and 50000 steps of simulation at 300 K and 1 bar in the NPT ensemble to equilibrate the temperature and density of the system respectively. Each peptide was then simulated at a higher temperature of 500 K for 100 ns in the NVT ensemble, to enhance the sampling of conformational space.
and prevent the conformations becoming trapped in local energy minima.

Cluster analysis (described in section 3.4.2.3) was performed on the trajectory to group peptide conformations based on their structural similarity. The central structure of the top five most populated clusters (which accounted for > 99.9% of the total population) was then used as the starting configuration for five independent 100 ns simulations of each peptide at 300 K and 1 bar in the NPT ensemble. As such, each peptide was simulated for a total simulation time of 500 ns.

All bonds were constrained using the LINCS algorithm\textsuperscript{117} and a simulation time step of 2 fs was used. Periodic boundary conditions were applied in all directions. Lennard-Jones interactions were cut-off at 1.0 nm. Electrostatic interactions were handled using the particle mesh Ewald approach with a real-space cut-off of 1.0 nm. The temperature was controlled using velocity rescaling with a time constant of 0.1 ps,\textsuperscript{114} and the pressure was isotropically maintained at 1 bar using the Parrinello-Rahman barostat with a time constant of 2.0 ps and compressibility of $4.5 \times 10^{-5}$ bar$^{-1}$.\textsuperscript{113,115} Atomic coordinates were saved every 20 ps for all analysis except the cluster analysis, which was performed on snapshots spaced 40 ps apart to avoid computer memory issues.

To improve the quality of the models, selected NOE distances from NMR experiments were incorporated as distance restraints in the MD simulations. The GROMACS implementation of distance restraints follows that of Torda et al., whereby time-averaged restraints are used.\textsuperscript{146} Time-averaged distance restraints provide a better approximation of the physical nature of the NOE (which may reflect an averaging of multiple conformations), as they allow an atom to satisfy distance restraints that seem incompatible on average by moving between multiple positions.\textsuperscript{137,146} If the NOE upper bound of the time-averaged distance between two atoms is exceeded, a harmonic restoring force (the strength of which is controlled by the corresponding force constant for the restraint and is described below) pulls the atoms back towards each other. The distance ranges and force constants were 1.8–2.7 Å and 2000 kJ mol$^{-1}$ nm$^{-2}$, for strong restraints, 1.8–3.3 Å and 1500 kJ mol$^{-1}$ nm$^{-2}$ for medium restraints and 1.8–5.0 Å and 1000 kJ mol$^{-1}$ nm$^{-2}$ for weak restraints. The time constant for the distance restraints running average was 10 ps.

### 3.4.2.3 Convergence and Cluster Analysis

Cluster analysis was used to group structurally similar peptide conformations from the trajectory. We used the algorithm proposed by Daura et al. in which the root mean square deviation (RMSD) of atom positions between all pairs of structures is determined.\textsuperscript{147} For each structure, the number of other structures for which the
RMSD of the backbone atoms was within 0.15 nm was calculated. The structure with the highest number of ‘neighbours’ was taken as the centre of a cluster and together with its neighbours was grouped as the first cluster. These structures were eliminated from the pool of structures, and the process was repeated to find the structure with the next highest number of neighbours to form the next cluster, until the pool of structures was empty. As structures were eliminated from the pool of structures once allocated to a cluster, each structure only belonged to one cluster.

In order to assess whether the number of clusters continues to change throughout the simulation, the number of clusters as a function of the total simulation time was calculated. A total of 4 clusters are identified for the parent peptide LAGAY-OMe, and no new structures are found after the third independent simulation (after approx. 250 ns total simulation time, Fig. 4.8a). A total of 5 clusters are identified for LAG_{ox}AY-OMe, and it takes five independent simulations (approx. 450 ns total simulation time) for the number of new structures to converge (Fig. 4.8b).

3.4.3 Cyclic Peptides

3.4.3.1 Model Building

The peptides were built assuming a linear conformation (\( \phi \), \( \psi \) and \( \omega \) backbone dihedral angles were set to 180°) and uncharged ends. Both peptides were cyclised by manually joining the C-terminal carbonyl carbon to the N-terminal amide nitrogen with a long bond, and for the oxetane-modified peptide, the carbonyl of the glycine was substituted with an oxetane. The structures were briefly subjected to a steepest descent energy minimisation in Avogadro using the Universal Force Field,\(^ {144} \) which generated the starting structure of the two peptides for subsequent MD simulation in GROMACS 5.1.4.\(^ {137} \) This method of generating cyclic peptides is in line with other published methods,\(^ {148} \) and does not result in any significant variation of the backbones of the starting structures. Regardless, any deviation from the ‘ideal’ starting structure would likely be resolved during a 500 K \( NVT \) simulation as performed to enhance sampling. Input topology files for GROMACS were generated using the GROMACS pdb2gmx tool after first modifying the residue database to include oxetane-substituted residues and special bond information to appropriately model the cyclic backbone. As for the linear methyl ester peptides (section 3.4.2.1), each peptide was subjected to a short simulation (5000 steps) in the \( NVT \) ensemble in vacuum at 300 K, and was then solvated with a pre-equilibrated box of 425 or 428 DMSO molecules,\(^ {145} \) which was sufficient to ensure the peptides were not interacting with their periodic image.
3.4.3.2 Simulation Parameters

Simulation parameters were as described in section 3.4.2.2.

3.4.3.3 Convergence and Cluster Analysis

Cluster analysis and assessment of convergence was carried out as described in section 3.4.2.3, using a cut-off of 0.05 nm. This is a smaller cut-off than for the linear methyl ester peptides, which are much more flexible.

In order to assess whether our sampling was sufficient, the number of clusters as a function of the total simulation time was calculated. A total of 5 clusters are identified for the parent cyclic peptide, and no new structures are found after the third independent simulation (after approx. 250 ns total simulation time, Fig. 4.18a). Only 4 clusters are identified for the oxetane-modified cyclic peptide, and it also takes approx. 200 ns of total simulation time for the number of new structures to converge (Fig. 4.18b). Additionally, the cluster populations converge (Fig. 4.19) with the last 180 ns of simulation contributing no new structural information.

3.4.4 Helical Peptides

3.4.4.1 Brute Force Simulations

In order to compare how the model system behaved in different force fields, brief simulations using the GROMOS96 54a7, AMBER99SB-ILDN and CHARMM27 force fields were performed. The parent (unmodified) peptide was built in Avogadro 1.2.0\textsuperscript{139} with \( \phi \) and \( \psi \) angles corresponding to an idealised \( \alpha \)-helix, with zwitterionic ends and protonated lysines. It was then briefly subjected to a steepest descent energy minimisation in Avogadro using the Universal Force Field.\textsuperscript{144} The resulting structure was used for simulations in all three force fields using GROMACS 5.1.4.\textsuperscript{137}

The initial structures were solvated in a box of 6942–6960 water molecules and charges were countered using chloride ions, and each system was subjected to 50000 steps of energy minimisation using the steepest descent algorithm. For each force field, the peptide was then relaxed by performing 50000 steps of MD simulation in the \( NVT \) ensemble and 50000 steps of simulation at 300 K and 1 bar in the \( NPT \) ensemble to equilibrate the temperature and density of the system respectively. The final production run was carried out in each force field for 500 ns at 300 K in the \( NPT \) ensemble.

All bonds were constrained using the LINCS algorithm\textsuperscript{117} and a simulation time step of 2 fs was used. Periodic boundary conditions were applied in all directions. Lennard-Jones interactions were cut-off at 1.0 nm. Electrostatic interactions were
handled using the particle mesh Ewald approach with a real-space cut-off of 1.0 nm. The temperature was controlled using velocity rescaling with a time constant of 0.1 ps, and the pressure was isotropically maintained at 1 bar using the Parrinello-Rahman barostat with a time constant of 2.0 ps and compressibility of \(4.5 \times 10^{-5} \text{ bar}^{-1}\). Atomic coordinates were saved every 10 ps.

Ramachandran plots were used to compare relative helicity throughout the simulation. Based on this data, CHARMM27 was selected for subsequent simulations.

Following equilibration as previously described, the parent peptide was simulated for a total of 2 \(\mu\)s in the NPT ensemble, which was not sufficient for helical unwinding to occur, thus brute force MD simulations were deemed to be not computationally feasible, as it would be unlikely to reflect the experimentally observed differences in helicity between the unmodified and oxetane-modified peptides.

### 3.4.5 Steered MD of Helical Peptides

#### 3.4.5.1 Model Building

Starting configurations of the peptides were generated using the Avogadro program version 1.2.0. The peptides were built assuming an ideal \(\alpha\)-helical conformation (\(\phi\) and \(\psi\) backbone dihedral angles were set to -60° and -40° respectively) and uncharged ends. The ends were then replaced with N-terminal acetyl and C-terminal amide caps. For the oxetane-modified peptides, the carbonyl of either residue 3 or 8 was replaced by an oxetane ring. This was followed by a brief steepest descent energy minimisation in Avogadro using the Universal Force Field, which generated the starting structure of each helical peptide for subsequent MD simulation in GROMACS 5.1.4. Input topology files for GROMACS were generated using the GROMACS pdb2gmx tool.

#### 3.4.5.2 Simulation Parameters

Prior to solvation, each structure was relaxed by performing energy minimisation. The structures were solvated with a pre-equilibrated box of 4931–4935 MeOH molecules and 4 chloride ions were added to balance the charge. The initial structures were relaxed by performing 50000 steps of steepest descent energy minimisation in vacuum. The final structures were then solvated with MeOH and the system was subjected to a further 50000 steps of steepest descent energy minimization. The systems were equilibrated in two stages, with position restraints of 1000 kJ mol\(^{-1}\) applied to peptide atoms. This equilibration consisted of 50000 steps of simulation at 310 K in the NVT ensemble, followed by 50000 steps of sim-
ulation at 310 K and 1 bar in the \textit{NPT} ensemble to equilibrate the temperature and density of the system respectively.

Production MD simulations were performed for 40 ns and position restraints were released except for the C\textalpha{} atom of Lys1, which was used as an immobile reference for the pulling simulations. For each helical structure, the C\textalpha{} atom of Tyr18 was pulled along the \textit{z}-axis, using a spring constant of 25 kJ mol\(^{-1}\) nm\(^{-2}\) and a pull speed of 0.00025 nm ps\(^{-1}\). These parameters were selected following a series of tests in which spring constants of 100 to 10 kJ mol\(^{-1}\) nm\(^{-2}\) and pull speeds of 0.02 to 0.00005 nm ps\(^{-1}\) were assessed using the parent peptide, the results of which are described in Chapter 5.

In all steered MD simulations, all bonds were constrained using the LINCS algorithm\(^{117}\) and a simulation time step of 2 fs was used. Periodic boundary conditions were applied in all directions. Lennard-Jones interactions were cut-off at 1.0 nm. Electrostatic interactions were handled using the PME approach with a real-space cut-off of 1.0 nm. In initial temperature equilibration simulations, the temperature was controlled using a modified Berendsen thermostat with a time constant of 0.1 ps.\(^{114}\) For the density equilibrations, temperature was maintained using the Berendsen thermostat and the pressure was isotropically maintained at 1 bar using the Berendsen barostat with a time constant of 2.0 ps and compressibility of \(4.5 \times 10^{-5}\) bar\(^{-1}\).\(^{112}\) In the steered MD production run, temperature was controlled using the Nosé-Hoover thermostat.\(^{113}\)

### 3.5 Microbiological Assays

All reagents were obtained from Sigma-Alrich, UK, unless otherwise specified.

#### 3.5.1 Minimum Inhibitory Concentration

The minimum inhibitory concentration (MIC) is the lowest concentration of a chemical that prevents the visible growth of bacteria over a defined incubation period. The MIC is determined using dilution methods, by exposing the organism to twofold dilutions of a compound, and the result depends on the compound used, the strain of bacteria screened against (different strains may be resistant to different chemicals) and the composition of the growth medium, amongst other factors.\(^{149}\) The lower the MIC, the more potent the compound is at inhibiting bacterial growth.

Initially we selected bacaucin-1a\(^{150}\) (ALLSRVD) as a model system, and screened a variety of conditions and strains for this compound (Table 3.5). However, after being unable to observe any activity for this compound or bacaucin-1\(^{151}\) (ELL-
SRVD), five new model systems were selected (Table 3.6). These were screened using the conditions listed in Table 3.7. MICs were observed for three model systems (Ac-RRWWCA-NH$_2$, GLLKRIK-NH$_2$ and KNKGWWW) against E. coli ATCC 25922 in M9 minimal media in the presence of DMSO, so these conditions were selected moving forward.

Table 3.5: Conditions and strains screened against for the bacaucin-1 and bacaucin-1a peptides.

<table>
<thead>
<tr>
<th>Strain</th>
<th>Media</th>
<th>Additional conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. coli ∆TolC</td>
<td>Cation-adjusted</td>
<td>Peptides dissolved in DMSO</td>
</tr>
<tr>
<td></td>
<td>Mueller-Hinton broth</td>
<td></td>
</tr>
<tr>
<td>E. coli ATCC 25922</td>
<td>M9 minimal media (+ maltose)</td>
<td>0.1% TWEEN</td>
</tr>
<tr>
<td>S. aureus ATCC 29213</td>
<td>1/2 strength peptone water (+ 2% lactose)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.6: Subsequent panel of five AMPs, with notes on published activity and references. Abbreviations in brackets are used throughout Chapter 6.

<table>
<thead>
<tr>
<th>Peptide sequence</th>
<th>Activity against</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac-RRWWCA-NH$_2$ (RRW)</td>
<td>S. aureus</td>
<td>Blondelle et al.$^{152}$</td>
</tr>
<tr>
<td></td>
<td>E. coli</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S. sanguinis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P. aeruginosa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C. albicans</td>
<td></td>
</tr>
<tr>
<td>GLLKRIK-NH$_2$ (GLL)</td>
<td>S. aureus ATCC 25923</td>
<td>Ifrah et al.$^{153}$</td>
</tr>
<tr>
<td></td>
<td>E. coli ATCC 25922</td>
<td></td>
</tr>
<tr>
<td>KNKGWWW (KNK)</td>
<td>S. aureus ATCC 29213</td>
<td>Pasupuleti et al.$^{154}$</td>
</tr>
<tr>
<td></td>
<td>E. coli ATCC 25922</td>
<td></td>
</tr>
<tr>
<td>ALLRL (ALL)</td>
<td>Gram+ bacteria</td>
<td>Otsuka et al.$^{155}$</td>
</tr>
<tr>
<td>KVFLGLK (KVF)</td>
<td>S. aureus ATCC 25923</td>
<td>Xiao et al.$^{156}$</td>
</tr>
<tr>
<td></td>
<td>S. typhimurium</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P. aeruginosa</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S. dysenteriae</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B. subtilis</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S. pneumoniae</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.7: Conditions and strains screened against for the subsequent panel of five AMPs.$^{152–156}$

<table>
<thead>
<tr>
<th>Strain</th>
<th>Media</th>
<th>Additional conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>E. coli ∆TolC</td>
<td>Cation-adjusted</td>
<td>2–5% DMSO</td>
</tr>
<tr>
<td></td>
<td>Mueller-Hinton broth</td>
<td></td>
</tr>
<tr>
<td>E. coli ATCC 25922</td>
<td>M9 minimal media (+ maltose)</td>
<td>0.25–1 mM DTT</td>
</tr>
<tr>
<td>S. aureus ATCC 29213</td>
<td>M9 (+ GC media)</td>
<td></td>
</tr>
</tbody>
</table>
3.5. MICROBIOLOGICAL ASSAYS

MICs were determined using a broth microdilution method\textsuperscript{157} in M9 minimal media supplemented with 5 g of maltose per litre of media. Prior to use, the media was filter-sterilised using a 0.22 µm filter. Peptides were dissolved in sterile distilled water in low-binding polypropylene Eppendorfs. Peptide solutions and quality control antibiotic (carbenicillin; Fisher Scientific, UK) dissolved in appropriate solvent\textsuperscript{158} (water) were added to sterile flat-bottom polystyrene 96-well microplates at concentrations of approximately 0.5–256 µg/ml. Dithiothreitol (DTT) was added to each well containing the peptide Ac-RRWWCA-NH\textsubscript{2} to a final concentration of 1 mM, to prevent disulphide bond formation. This concentration of DTT was not sufficient to prevent bacterial growth. The final concentration of bacterial inoculum in each well was 7.5 \times 10^5 CFU/ml. DMSO was added to each well, corresponding to 2% of the final well volume. MIC was defined as the lowest concentration of peptide or antibiotic which inhibited the visible growth of bacteria after 18–20 hours at 37 °C. A separate biological repeat was carried out to confirm activity.

Following confirmation that RRW demonstrated antimicrobial activity, five additional sequences were screened (cRRWWCA, Ac-RRWWGA-NH\textsubscript{2}, cRRWWGA, cRRWWGA\textsubscript{az}A and RWWG\textsubscript{az}AR) to assess how cyclisation and azetidine modification alters antimicrobial activity. We used the same conditions as previously described, but omitted DTT, except where the peptide sequence contained a cysteine.

3.5.2 Minimum Bactericidal Concentration

The minimum bactericidal concentration (MBC) is the lowest concentration of a chemical required to kill a particular bacterium, and can be determined by subculturing broth dilutions taken at or above the MIC. The MBC is the lowest broth dilution of antimicrobial that prevents growth of the bacteria on the agar plate, as failure to grow on an agar plate that does not contain the test agent implies that only nonviable organisms are present.\textsuperscript{149}

MBC assays were performed by transferring broth dropwise from the microplate following MIC assay onto an agar plate. The plates were incubated for 24 hours at 37 °C, and the MBC was defined as the lowest concentration for which there was no visible growth.

3.5.3 Toxicity Studies

In order for an AMP to be an effective therapeutic, it is important that it selectively targets prokaryotic cells and does not damage eukaryotic cells. One preliminary method to determine toxicity against mammalian cells is a haemolysis assay, in
which the compounds are incubated with red blood cells. Lysis at low concentrations or at concentrations close to the MIC indicates that the compound will not be suitable for therapeutic use.

Haemolytic activity was determined for RRW derivatives following a previously published procedure.\textsuperscript{159} Defibrinated horse blood (E&O Laboratories Limited, UK) was centrifuged at 1,000 $\times$ g for 10 minutes and the supernatant and the buffy coat (the fraction that contains white blood cells and platelets) were removed. The erythrocytes were washed three times with cold 0.9% saline solution and resuspended to a concentration of 5% in 0.9% saline. Peptide solutions were added to sterile round-bottom polystyrene 96-well microplates at concentrations of approximately 2–1024 $\mu$g/ml. Controls of 0.9% saline and 5% Triton X-100 were used for 0% and 100% haemolysis respectively. Erythrocytes were then added to each well and incubated at 37 $^\circ$C for one hour. Lack of haemolysis was noted by formation of a ‘button’ of erythrocytes in the bottom of the well.
Chapter 4

Heterocycle Modification on Small Peptides

4.1 Introduction

Peptide-based drugs remain promising as drug molecules, due to their potential to combine the advantages of traditional small molecule drugs with those of larger protein-based biologics.\textsuperscript{16} For example, they have high potency and selectivity, have potentially lower toxicity than small molecule drugs, and can be readily synthesised. However, there are significant challenges surrounding the use of peptide-based drugs—they often have poor oral bioavailability, poor membrane permeability and are not resistant to proteases.\textsuperscript{16,21,26} Modification of the peptide backbone via macrocyclisation or introduction of non-natural backbone linkages such as thioamides, azapeptides, and poly-N-substituted glycines has led to the increased stability or enhanced bioavailability of a wide range of peptides.\textsuperscript{2–6}

The oxetane modification has previously been used in medicinal chemistry, often as bioisosteres for carbonyl or \textit{gem}-dimethyl functional groups (Fig. 4.1).\textsuperscript{53} Oxetanes also have emerging applications in peptide science,\textsuperscript{63,160,161} and recently both Shipman\textsuperscript{7} and Carreira\textsuperscript{62} independently developed oxetane-modified peptidomimetics, where the carbonyl of a peptide backbone is replaced with a 3-aminooxetane unit. Oxetane-modified peptides could potentially have enhanced physicochemical properties and perform better as peptide-based drugs. For example, the serum half-life and \textit{in vivo} analgesic properties of Leu-enkephalin, a short linear peptide neurotransmitter, can be improved by oxetane modification.\textsuperscript{8,63}

Shipman and co-workers showed that oxetane-modified tripeptides with the sequence Leu-Gly-Ile (LGI) displayed antiparallel sheet-like arrangements in the solid state, and molecular dynamic (MD) simulations indicate that this oxetane-modified tripeptide has greater conformational flexibility compared to the unmod-
modified parent tripeptide. The unmodified tripeptide adopts extended conformations in which the C- and N-termini are separated by > 7 Å, whilst oxetane-modified LGI adopts a folded conformation in which the C- and N-termini are within 3–4 Å. The ability of the oxetane-modified tripeptide to more readily adopt a turn-like feature likely arises from the change in hybridisation and dihedral angle at the central amino oxetane unit.7

These observations suggest that oxetane modification could give rise to turn-like conformations in longer peptidomimetics. This could help improve efficiency of macrocyclisation, a process which remains challenging, especially for very small compounds (less than seven amino acids), except where the peptide contains secondary structural elements such as β-turns.49,50 Compared to their linear counterparts, cyclic peptides benefit from enhanced cell permeability, increased target affinity, and resistance to degradation by proteases, which makes them desirable drug candidates.162,163

Although oxetane-modified peptidomimetics have potential advantages compared to their unmodified counterparts, they are not without problems. The oxetane is prone to ring-opening under acidic conditions,53 which limits the scope of amino acids that oxetane-modified peptides can contain, as all of the amino acid sidechain protecting groups used are removable using acids.64 For Tyr(tBu), which can be removed under low acid concentrations, it is possible to achieve a reasonable yield of oxetane-modified cyclic peptides using 15% trifluoroacetic acid (TFA). However, for protecting groups such as Thr(tBu), which requires a higher concentration of TFA to remove, the yield decreases significantly,41 and Arg(Pbf) is particularly challenging, as it requires more than 70% TFA to remove, resulting in very poor yields of oxetane-modified peptides.92 For this reason, recently Shipman and co-workers have been investigating the impact of azetidine modification on peptide backbones.

Azetidines (Fig. 4.1), like oxetanes, have previously been used in medicinal chemistry.66 They can enhance metabolic stability and pharmacokinetic properties,67–69 and are found in several drugs (e.g. Baricitinib, Cobimetinib)70,71 and biologically active natural products (e.g. Gelsemoxonine).72 Azetidines have recently attracted significant interest due to their ability to be functionalised.73,74 By selective functionalisation of the azetidine nitrogen, it may be possible to prepare functional derivatives with a variety of applications.75–77

In this chapter, the impact of oxetane and azetidine modification is explored on a pentapeptide, Leu-Ala-Gly-Ala-Tyr (LAGAY), derived from medicinal herbs and previously used to study macrocyclisation.164 This work is published in part in Roesner et al.92 We used biophysical methods including circular dichroism (CD) and two-dimensional nuclear magnetic resonance (NMR) techniques to charac-
4.2. Results and Discussion

4.2.1 Structural Impact of Oxetane Modification on Linear Precursors

Previous work by Shipman and co-workers suggests that oxetane-modified tripeptides adopt turn-like features. We aimed to characterise the effect of oxetane on a longer, well-characterised sequence, LAGAY, and its oxetane-modified counterpart LAG\textsubscript{ox}AY (Fig. 4.2).

4.2.1.1 Circular Dichroism Reveals Changes in the Global Structure Upon Oxetane Modification

Circular dichroism (CD) spectroscopy was used to detect any changes in the global structure of linear peptides upon introduction of the oxetane. CD spectra were obtained for the linear precursor peptides LAG\textsubscript{ox}AY and AG\textsubscript{ox}AYL (Fig. 4.3). AG\textsubscript{ox}AYL contains the same amino acids as LAG\textsubscript{ox}AY, but in a different order, so was used to assess whether the position of the oxetane residue changes the structure of the peptide. Spectra for unmodified LAGAY and AGAYL were not obtained due to technical difficulties (LAGAY sample contained residual moisture;
Figure 4.2: Structures of peptides LAGAY and LAG\textsubscript{ox}AY. The oxetane is highlighted in red.

AGAYL contained 2 equivalents of DMF which strongly absorbs light $< 240$ nm.

Although it was not possible to obtain spectra for LAGAY and AGAYL, data for these peptides has previously been published by Tang et al., and LAGAY was shown to have a maximum absorbency at 202 nm, with a shoulder at 225 nm,\textsuperscript{164} similar to the spectra we obtained for LAG\textsubscript{ox}AY and AG\textsubscript{ox}AYL (Fig. 4.3). However, Tang et al. obtained spectra using methanol as a solvent, which causes changes in hydrogen bonding and secondary structure of peptides,\textsuperscript{165} while we used 10 mM potassium phosphate buffer, so it is difficult to compare between the two data sets. AGAYL has two negative maxima at 202 and 218 nm, suggesting some degree of $\alpha$-helicity.\textsuperscript{164} Both linear modified peptides, LAG\textsubscript{ox}AY and AG\textsubscript{ox}AYL,
yielded very similar spectra (Fig. 4.3) with a maximum absorbency at 202 nm, indicative of a \( \beta \)-turn (II) structure. This supports previous results by Powell et al. that the oxetane modification encourages turn-formation in short peptides\(^7\). As it was not possible to calculate the concentration of the peptides from absorbance, the concentration was estimated from dry weight and thus some deviation in signal intensity is observed.

### 4.2.1.2 NMR Provides Evidence for the Formation of a Turn in Oxetane-Modified Peptides

During the cyclisation process, peptides are coupled to 1,2,3-Benzotriazin-4(3H)-one, derived from the reagent DEPBT. However, this ‘activated ester’ form of the peptide (Fig. 4.4) is highly reactive and cannot be isolated for NMR analysis. Thus, two-dimensional NMR experiments (see section 3.2.3) were performed on the linear, zwitterionic forms of the peptides to better understand the conditions prior to cyclisation.

![Figure 4.4: Structures of activated ester of LAGAY and LAG\(_{ox}\)AY. The 1,2,3-Benzotriazin-4(3H)-one is highlighted in blue, and the oxetane modification is highlighted in red.](image)

2D \(^1\)H-\(^1\)H TOCSY and NOESY spectra were acquired in order to assign the proton signals in both peptides and probe changes in conformation, especially near the site of modification. A larger number of nuclear Overhauser effects (NOEs) in oxetane-modified LAG\(_{ox}\)AY were observed compared to the unmodified parent. While sequential NOEs are observable in both peptides (\(d\alpha N\), \(dNN\), \(d\beta N\)), medium-range NOEs, commonly observed in \(\alpha\)-helices, \(\beta\)-sheets, and turns\(^{132}\), are only observed in peptide LAG\(_{ox}\)AY (Fig. 4.5).
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Figure 4.5: NOE-connectivity maps of LAGAY and LAG$_{\text{ox}}$AY based on NOE spectra collected with 250–800 ms mixing times. Each sequential and medium-range coupling is indicated on the left, and a bar is used to join the observed coupled residues.

<table>
<thead>
<tr>
<th></th>
<th>L A G A Y</th>
<th>L A G$_{\text{ox}}$ A Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{\alpha N}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{NN}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{\beta N}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{\alpha N}(i,i+3)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{\alpha \beta}(i,i+3)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{\alpha N}(i,i+4)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{NN}(i,i+2)$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d_{\alpha N}(i,i+2)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To ensure that the previously observed turn-inducing effect is not due to charge interactions between the zwitterionic ends, linear LAGAY with a C-terminal methyl ester (Fig. 4.6a) was prepared. This methyl ester, LAGAY-OMe, and modified LAG$_{\text{ox}}$AY-OMe (Fig. 4.6b), should better mimic the behaviour of the activated ester, and prevent any charge-charge interactions between the termini.

![Structure of LAGAY-OMe and LAG$_{\text{ox}}$AY-OMe](image)

Like its zwitterionic counterpart, oxetane-modified LAG$_{\text{ox}}$AY-OMe yielded a larger number of NOEs than the unmodified parent (Fig. 4.7a and b), which were used to construct an NOE-connectivity map (Fig. 4.7c) summarising sequential and medium-range NOEs. Again, sequential NOEs are observable in both peptides,
and medium-range NOEs (dNN (i, i+2) and dαN (i, i+2)) are only observed in modified peptide LAG_{ox}AY-OMe. These longer-range NOEs are clearly observed in the oxetane-modified peptide between residues Gly3 and Tyr5, indicating their close proximity, suggesting the formation of a turn. These NMR studies provide the first direct experimental evidence that the oxetane modification is turn-inducing, and brings the peptide termini closer in space to facilitate efficient cyclisation.

Inter-residue NOE restraints were incorporated into MD simulations (Table 4.1). The GROMACS implementation follows that of Torda et al., whereby time-averaged distance restraints are used.\textsuperscript{137,146} As an NOE may reflect an averaging of multiple conformations, time-averaged distance restraints provide a better approximation of the physical nature of the NOE by enabling an atom to satisfy seemingly incompatible distance restraints on average by moving between multiple positions.\textsuperscript{146} If the NOE upper bound of the time-averaged distance between two atoms is exceeded, a harmonic restoring force (the strength of which is controlled by the corresponding force constant for the restraint and is described below) pulls the atoms back towards each other. Based on the analysis of the NMR experiments described above, NOEs were binned based on their intensities into strong, medium and weak. The distance ranges and force constants were 1.8–2.7 Å and 2000 kJ mol\(^{-1}\) nm\(^{-2}\), for strong restraints, 1.8–3.3 Å and 1500 kJ mol\(^{-1}\) nm\(^{-2}\) for medium restraints and 1.8–5.0 Å and 1000 kJ mol\(^{-1}\) nm\(^{-2}\) for weak restraints.

Table 4.1: Inter-residue \(^1\)H–\(^1\)H NOEs observed for pentapeptides LAGAY-OMe and LAG_{ox}AY-OMe. Intensities correspond to \(^1\)H–\(^1\)H distances of 1.8–2.7 Å (strong), 1.8–3.3 Å (medium), and 1.8–5.0 Å (weak). NMR restraints were implemented in MD simulations with the above distance ranges and force constants of 2000 kJ mol\(^{-1}\) nm\(^{-2}\) (strong), 1500 kJ mol\(^{-1}\) nm\(^{-2}\) (medium) and 1000 kJ mol\(^{-1}\) nm\(^{-2}\) (weak).

<table>
<thead>
<tr>
<th>Peptide</th>
<th>NOE</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAGAY-OMe</td>
<td>Ala2H(\alpha)–Gly3NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Gly3H(\alpha)–Ala4NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Ala4H(\alpha)–Tyr5NH</td>
<td>Weak</td>
</tr>
<tr>
<td>LAG_{ox}AY-OMe</td>
<td>Ala2NH–Glx3H(\alpha)</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Leu1H(\alpha)–Ala2NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Ala2H(\alpha)–Glx3NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Ala2H(\beta)–Glx3NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Glx3NH–Tyr5NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Glx3H(\alpha)–Tyr5NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Ala4H(\alpha)–Tyr5NH</td>
<td>Weak</td>
</tr>
</tbody>
</table>
Figure 4.7: (a) Fingerprint region and (b) amide region of NOESY spectra of LAG\textsubscript{ox}AY-OMe (cyan) and LAGAY-OMe (purple) collected with a mixing time of 400 ms for samples containing 30 mM peptide solubilised in d\textsubscript{6}-DMSO. Both spectra were collected at 298 K at a field strength of 700 MHz. Medium-range NOEs are underlined. (c) NOE-connectivity maps of LAG\textsubscript{ox}AY-OMe and LAGAY-OMe based on NOE spectra collected with 250–800 ms mixing times. Each sequential and medium-range coupling is indicated on the left, and a bar is used to join the observed coupled residues. Reproduced from Roesner et al.\textsuperscript{92}
4.2. RESULTS AND DISCUSSION

4.2.1.3 NMR-Restrained MD Simulations Show the Turn-Inducing Effect

The peptides were built in Avogadro 1.2.0 with a linear conformation and uncharged ends. The methyl ester end group was added to both peptides and C=O of peptide LAG\textsubscript{ox}AY was substituted with the oxetane group. Each peptide was briefly subjected to a steepest descent energy minimisation in Avogadro using the Universal Force Field. This generated methyl ester peptide structures used in subsequent simulations in GROMACS 5.1.4.

The initial structures were relaxed by performing 50000 steps of MD simulation in the \textit{NVT} ensemble in vacuum at 300 K. The final structures were then solvated with DMSO (to better mimic the conditions used in the NMR experiments) and the system was subjected to 50000 steps of steepest descent energy minimization. This was followed by 100000 steps of simulation at 300 K in the \textit{NVT} ensemble and 50000 steps of simulation at 300 K and 1 bar in the \textit{NPT} ensemble to equilibrate the temperature and density of the system respectively. To overcome the issue of kinetic trapping in local minima and to enhance the sampling of conformational space, each peptide was then simulated for 100 ns at 500 K in the \textit{NVT} ensemble.

Cluster analysis was performed on the resultant trajectory to group peptide conformations according to their structural similarity, using an algorithm described by Daura et al., and a cut-off of 0.15 nm. The central structure of the top five most populated clusters (which accounted for $> 99.9\%$ of the total population) was then used as the starting configuration for five independent 100 ns simulations of each peptide at 300 K and 1 bar in the \textit{NPT} ensemble. Accordingly, each peptide was simulated for a total simulation time of 500 ns.

Cluster analysis was performed on 12500 structures extracted from the trajectories at 40 ps intervals, on sections of the trajectory from 0–20 ns initially, adding data in 20 ns at a time until the full 0–500 ns trajectory was analysed. By repeating the cluster analysis with different lengths of trajectory, it is possible to assess how the number (Fig. 4.8) and populations (Fig. 4.9) of clusters changes over time, and confirm that the data are converging.

LAG\textsubscript{ox}AY-OMe appears to be much more flexible than the parent peptide—it takes significantly longer for the cluster populations to begin to converge (Fig. 4.9). Furthermore, although both peptides can be described as having four distinct structures, LAG\textsubscript{ox}AY-OMe spends only 65.05\% of frames in its most populated cluster, compared to 92.51\% for LAGAY-OMe (Fig. 4.9 and 4.10). Intriguingly, LAG\textsubscript{ox}AY-OMe spends $> 10\%$ of its time in a conformation where the termini are within 5 Å, whereas LAGAY-OMe spends a mere 0.02\% of its time in a similar conformation (Fig. 4.10). This may provide an explanation as to why oxetane
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Figure 4.8: Number of clusters over time as the five independent 100 ns simulations are added to the trajectory for (a) the parent peptide LAGAY-OMe, and (b) the oxetane-modified peptide LAG\textsubscript{ox}AY-OMe.

Modification is able to so drastically improve cyclisation efficiency, and these MD data are in strong agreement with the NMR experiments which provide evidence of turn formation surrounding the oxetane.

Figure 4.9: Population (% of total) of each cluster as the 5 independent 100 ns simulations are added to the trajectory for (a) the parent peptide LAGAY-OMe, and (b) the oxetane-modified peptide LAG\textsubscript{ox}AY-OMe. Data are overlaid going from the lightest shade of blue 0–20 ns to the darkest shade of blue 0–500 ns.
Figure 4.10: Snapshots of each of the clusters for (a) LAGAY-OMe, and (b) LAG<sub><i><i>α</i></i>AY-OMe. Single structures are shown for each cluster for each peptide. The population percentage (rounded to 2 d.p.) of each cluster is indicated above. Yellow dashed lines indicate where the termini are within 5 Å.
Similarly, Ramachandran plots (Fig. 4.11), showing the distribution $\phi$ and $\psi$ backbone dihedral angles of the entire peptide (averaged over the entire simulation trajectory), indicate that LAGAY-OMe spends most of its time in a single dominant conformation, with additional minor conformations that sample a range of $\phi/\psi$ space. In contrast, the plot for modified peptide LAG$_{\text{ox}}$AY-OMe shows more ‘hotspots’, representing multiple higher population clusters.

Figure 4.11: Ramachandran plots indicating differences in $\phi/\psi$ space for linear peptides LAGAY-OMe and LAG$_{\text{ox}}$AY-OMe.

The goodness-of-fit to the restraints in the resulting structures were evaluated (Table 4.2). There were no restraint violations for the unmodified peptide, but the oxetane-modified LAG$_{\text{ox}}$AY-OMe did experience some violations of the restraint between Ala2NH and Glx3H$\alpha$. However, these violations are within ranges similar to those recorded in previous MD simulations with NMR-derived restraints. In future, the force constants selected for NMR-derived restrained may need further optimisation, as violations are only observed in the stronger restraint (and therefore only observed in the modified peptide, as the parent peptide only contains weaker restraints).

Table 4.2: Restraint violations (root mean squared deviation from experimental distance restraints (Å) with standard deviation) throughout simulations for LAGAY-OMe and LAG$_{\text{ox}}$AY-OMe.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>LAGAY-OMe</th>
<th>LAG$_{\text{ox}}$AY-OMe</th>
</tr>
</thead>
<tbody>
<tr>
<td>All inter-residue</td>
<td>0.00 ± 0.01</td>
<td>0.14 ± 0.21</td>
</tr>
<tr>
<td>Medium</td>
<td>N/A</td>
<td>0.54 ± 0.11</td>
</tr>
<tr>
<td>Weak</td>
<td>0.00 ± 0.01</td>
<td>0.05 ± 0.06</td>
</tr>
</tbody>
</table>

Taken together, the data suggests that oxetane behaves in a manner that is consistent with a turn-inducing effect. From the MD simulations with NMR re-
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strains, we see that for the modified peptide the termini spend a higher proportion of the time within close proximity. This work is in agreement with previously published simulation work involving oxetane-modified tripeptides, and correlates well with other experimental observations that oxetane modification drastically increases efficiency of macrocyclisation.

4.2.2 Structural Impact of Oxetane Modification on Cyclic LAGAY

Oxetane behaves as a turn-inducer in short linear peptides, and as a result it substantially increases the efficiency of macrocyclisation (by 20% for the sequence LAGAY, significantly more than other modifications assessed such as N-methylation). We aimed to understand how oxetane modification may change the structure of the cyclic peptide, since a cyclic backbone is highly desirable when designing peptide-based drugs. In order to investigate the effect of the oxetane modification on cyclic peptides, cyclic LAGAY (cLAGAY) and cyclic oxetane-modified LAGAY (cLAGoxAY) were selected as model systems (Fig. 4.12), based on a sequence identified from medicinal herbs and previously used as a model system to explore influences on the factors of cyclisation.

Figure 4.12: Structures of cLAGAY and cLAGoxAY. The oxetane is highlighted in red.

4.2.2.1 Circular Dichroism Reveals Clear Differences Between cLAGAY and cLAGoxAY

CD spectra were obtained for cyclic peptides cLAGAY and cLAGoxAY (Fig. 4.13). For these cyclic peptides, there was no change in overall spectral shape at 10 °C.
compared to 25 °C, although at lower temperatures the spectrum becomes noisier (data not shown). Therefore a temperature of 25 °C was selected.

Comparison of the spectra for cLAGAY and cLAG\textsubscript{ox}AY (Fig. 4.13) show clear differences in structure upon introduction of the oxetane modification, likely reflecting changes in chirality for the cyclic peptides. The spectrum of cLAGAY shows negative peaks at 197 and 202 nm, and looks very similar to a previous spectrum published by Tang and colleagues, apart from the presence of a slight shoulder at ca. 218 nm, tailing off to 0 at 230 nm\textsuperscript{164} which was observed in their data but was not observed in our hands. This difference may be due to differences in solvent and concentrations—our spectra were obtained at a much lower concentration (175 µM vs. 4200–8400 µM), and in a different solvent (phosphate buffer vs. methanol).

The spectrum for cLAG\textsubscript{ox}AY is similar to the unmodified cyclic peptide spectra observed by Howell and colleagues.\textsuperscript{167} Intriguingly, the spectra for AG\textsubscript{ox}AYL and LAG\textsubscript{ox}AY (Fig. 4.3) appear to be inverted compared to cLAG\textsubscript{ox}AY, which may suggest opposite chirality,\textsuperscript{168} but is more likely due to π-stacking of tyrosines occurring in the linear peptides, resulting in two overlapping excitons centred at 220 and 190 nm.

\textbf{4.2.2.2 NMR Shows Oxetane Modification Alters the Structure of the Cyclic Peptide}

In order to characterise the structural changes in these peptides with atomic resolution, two-dimensional $^1$H-$^1$H TOCSY and $^1$H-$^1$H NOESY experiments were used to assign the $^1$H atoms in cLAGAY and cLAG\textsubscript{ox}AY and to compile a list of inter-
residue NOE-derived distance restraints. For both peptides full assignment was achieved (Tables 4.3 and 4.4).

Table 4.3: Chemical shifts of cyclic peptide cLAGAY in d$_6$-DMSO at 298 K. (*) indicates protons with degenerate chemical shifts.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Chemical shift (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH</td>
<td>H$_\alpha$</td>
</tr>
<tr>
<td>Leu1</td>
<td>8.50</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Ala2</td>
<td>8.51</td>
</tr>
<tr>
<td>Gly3</td>
<td>8.39</td>
</tr>
<tr>
<td>Ala4</td>
<td>8.15</td>
</tr>
<tr>
<td>Tyr5</td>
<td>8.23</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Chemical shifts of cyclic peptide cLAG$_{ox}$AY in d$_6$-DMSO at 298 K. (*) indicates protons with degenerate chemical shifts. H$_{ox}$ refers to the four protons of the oxetane ring.

<table>
<thead>
<tr>
<th>Residue</th>
<th>Chemical shift (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH</td>
<td>H$_\alpha$</td>
</tr>
<tr>
<td>Leu1</td>
<td>8.49</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Ala2</td>
<td>8.51</td>
</tr>
<tr>
<td>Glx3</td>
<td>7.34</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Ala4</td>
<td>3.30</td>
</tr>
<tr>
<td>Tyr5</td>
<td>8.49</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comparison of these assignments as well as representative NOESY overlays from the fingerprint region (Fig. 4.14a) and near the diagonal (Fig. 4.14b) reveal distinct changes in chemical shifts observed upon addition of an oxetane ring. For example, in cLAG$_{ox}$AY, Glx3 and Ala4 amide protons are shifted upfield due to shielding by the oxetane ring. The oxetane ring of the modified glycine has a distinct signature of four peaks around the diagonal.
Figure 4.14: (a) Fingerprint region and (b) amide region of NOESY spectra of cLAG_{ox}AY (cyan) and cLAGAY (purple) collected with a mixing time of 250 ms for samples containing 60 mM peptide solubilised in d_{6}-DMSO. Both spectra were collected at 298 K at a field strength of 700 MHz.
To ensure that NOE restraints were estimated using a mixing time at which spin diffusion is not occurring, NOE build-up curves (NOE intensity vs. mixing time) were plotted for inter-residue NOE peaks following normalisation to the Tyr aryl peak volume (Fig. 4.15a). The Tyr aryl has a fixed $^1\text{H}-^1\text{H}$ distance and a well-characterised NOE peak which correlates with mixing time, so the aryl peaks can be used to normalise data in which peak intensity varies due to changes in receiver gain.

The NOE build-up curves shown in Fig. 4.15b suggest that a mixing time of 100–250 ms would be appropriate for selection of distance restraints, as in this region the peak volumes correlate linearly with mixing time, thus a mixing time of 250 ms was selected for estimation of NOE restraints. Inter-residue restraints were incorporated into MD simulations (Table 4.5).

A strong NOE peak corresponding to Ala4H$_\alpha$-Tyr5OH was observed in the NOE spectra of cLAG$_{ox}$AY. Dipolar coupling of these protons was unexpected, and to ensure this NOE peak was not a result of an inter-molecular interaction between peptide molecules, a series of dilution experiments was performed. 1D $^1\text{H}$ NMR spectra were recorded for both cLAGAY and cLAG$_{ox}$AY at concentrations of 2–60 mM (Fig. 4.16 and 4.17). At 2 mM, TOCSY and NOESY experiments were also performed, although these spectra had poor signal-to-noise ratios (data not shown). There are slight changes in chemical shifts as concentration decreases corresponding to the amide protons of the peptide. However, the chemical shift of Tyr5OH is unchanged from concentrations of 2–60 mM (Fig. 4.17), suggesting there are no inter-molecular interactions occurring at this site.
Table 4.5: Inter-residue $^1$H-$^1$H NOEs observed for cyclic pentapeptides cLAGAY and cLAG$_{ox}$AY. Intensities correspond to $^1$H-$^1$H distances of 1.8–2.7 Å (Strong), 1.8–3.3 Å (Medium), and 1.8–5.0 Å (Weak).

<table>
<thead>
<tr>
<th>Peptide</th>
<th>NOE</th>
<th>Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>cLAGAY</td>
<td>Leu1NH–Tyr5NH</td>
<td>Strong</td>
</tr>
<tr>
<td></td>
<td>Leu1NH–Tyr5H$_{\beta 1}$</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Leu1NH–Tyr5H$_{\beta 2}$</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Gly3NH–Tyr5NH</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Leu1NH–Tyr5H$_{\alpha}$</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Gly3NH–Ala2H$_{\alpha}$</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Gly3H$_{\alpha 1}$–Ala4NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Gly3H$_{\alpha 2}$–Ala4NH</td>
<td>Weak</td>
</tr>
<tr>
<td>cLAG$_{ox}$AY</td>
<td>Ala4H$_{\alpha}$–Tyr5OH</td>
<td>Strong</td>
</tr>
<tr>
<td></td>
<td>Glx3NH–Tyr5NH</td>
<td>Medium</td>
</tr>
<tr>
<td></td>
<td>Glx3NH–Ala4NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Glx3H$<em>{\alpha}$–Ala4H$</em>{\alpha}$</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Glx3H$_{ox}$–Ala4NH</td>
<td>Weak</td>
</tr>
<tr>
<td></td>
<td>Ala4H$_{\alpha}$–Leu1NH</td>
<td>Weak</td>
</tr>
</tbody>
</table>

4.2.2.3 MD Simulations with NMR-Derived Restraints Show Changes in Hydrogen Bonding Upon Oxetane Modification

The peptides were built in Avogadro 1.2.0 with a linear conformation and uncharged ends. Both peptides were then cyclised and C=O of peptide cLAG$_{ox}$AY was substituted with the oxetane group. Each peptide was briefly subjected to a steepest descent energy minimisation in Avogadro using the Universal Force Field. This generated cyclic peptide structures used in subsequent simulations in GROMACS 5.1.4.

The simulations were performed as for the linear peptides described in section 4.2.1.3, except the cut-off for the cluster analysis was 0.05 nm, due to the relative rigidity of the cyclic backbone compared to the linear counterparts. The central structure of the top five most populated clusters (which accounted for $>99.9\%$ of the total population) was then used as the starting configuration for five independent 100 ns simulations of each peptide at 300 K and 1 bar in the NPT ensemble. Accordingly, each peptide was simulated for a total simulation time of 500 ns.

As for the linear peptides, cluster analysis was carried out on sections of the trajectory. The numbers (Fig. 4.18) and population distributions (Fig. 4.19) of the different clusters throughout the length of the trajectory indicate simulation convergence.

As a smaller cut-off was used during the cluster analysis due to the comparative rigidity of the cyclic peptides, it is not possible to compare the cluster analysis of the cyclic peptides to their linear precursor counterparts. However, we can com-
Figure 4.16: 1D $^1$H NMR experiments of cLAGAY at concentrations of 2–60 mM. Changes appear to be occurring in the amide region of the spectra (indicated with blue box) and should be further investigated.

Prepare unmodified cLAGAY to oxetane-modified peptide cLAG$_{ox}$AY. Five and four distinct structures were found for peptides cLAGAY and cLAG$_{ox}$AY respectively, with the first three clusters representing $\geq 99.9\%$ of the entire trajectory for both peptides. The trajectories were dominated by conformations belonging to a single cluster that represented 93.7\% and 99.1\% of the total population of cLAGAY and cLAG$_{ox}$AY, respectively. The cluster analysis indicates that the backbones of both structures have little conformational flexibility (as expected for small cyclic peptides), but that cLAGAY is more flexible than the oxetane-modified cLAG$_{ox}$AY, as cLAGAY samples a greater number of clusters (Fig. 4.18a and b), and the population of the most dominant structure is reduced compared to cLAG$_{ox}$AY (Fig. 4.19a and b). In contrast, cLAG$_{ox}$AY is rigid, and spends over 99\% of the total trajectory in a single backbone conformation (Fig. 4.20).

Similarly, Ramachandran plots (Fig. 4.21), showing the distribution $\phi$ and $\psi$ backbone dihedral angles of each residue and the entire peptide (averaged over the entire simulation trajectory), indicate that cLAGAY samples more $\phi/\psi$ space than cLAG$_{ox}$AY, suggesting decreased flexibility on addition of oxetane. However, this
Figure 4.17: 1D $^1$H NMR experiments of cLAG$_{ox}$AY at concentrations of 2–60 mM. Changes appear to be occurring in the amide region of the spectra (indicated with blue box) and should be further investigated. The peak corresponding to Tyr5OH is indicated with (*).

is in contrast to what has been observed previously, where oxetane modification resulted in increased backbone flexibility of oxetane-modified peptides, as this module acts as a $\beta$-turn-inducing element.$^7$
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Figure 4.18: Number of clusters over time as the five independent 100 ns simulations are added to the trajectory for (a) the parent peptide cLAGAY, and (b) the oxetane-modified peptide cLAG$_{ox}$AY.

Figure 4.19: Population (% of total) of each cluster as the 5 independent 100 ns simulations are added to the trajectory for (a) the parent peptide cLAGAY, and (b) the oxetane-modified peptide cLAG$_{ox}$AY. Data are overlaid going from the lightest shade of blue 0–20 ns to the darkest shade of blue 0–500 ns.
Figure 4.20: Snapshots of each of the three most populated clusters for (a) cLA-GAY, and (b) cLAG\textsubscript{ox}AY. Ten representative structures are overlaid for cluster 1, and single structures are shown for clusters 2 and 3 for each peptide. The population percentage of each cluster is indicated above.
Figure 4.21: Ramachandran plots showing dihedral angles $\phi$ against $\psi$ for the amino acid residues within cyclic peptides cLAGAY and cLAG$_{ox}$AY.
In order to elucidate what could be causing the increased and unexpected rigidity of cLAG\(_{ox}\)AY, hydrogen bonding capabilities were assessed. MD suggests that cLAG\(_{ox}\)AY is able to form on average ca. one intra-peptide hydrogen bond (Fig. 4.22), while cLAGAY has virtually no intra-peptide hydrogen bonding capability. However, both peptides have similar total theoretical hydrogen bonding capabilities. The hydrogen bonding pairs were assessed individually (Tables 4.6 and 4.7), and there is one dominant (86.3%) intra-peptide hydrogen bond present in the trajectory of cLAG\(_{ox}\)AY, corresponding to Leu1NH–Ala4O. Solvent-accessible surface area was not significantly different between the two peptides.

Table 4.6: Average number of peptide-solvent and intra-peptide hydrogen bonds formed by cLAGAY and cLAG\(_{ox}\)AY in DMSO.

<table>
<thead>
<tr>
<th>Peptide</th>
<th># of intra-peptide hydrogen bonds</th>
<th># of peptide-solvent hydrogen bonds</th>
<th>Total # of hydrogen bonds</th>
</tr>
</thead>
<tbody>
<tr>
<td>cLAGAY</td>
<td>0.002</td>
<td>5.034</td>
<td>5.036</td>
</tr>
<tr>
<td>cLAG(_{ox})AY</td>
<td>0.966</td>
<td>4.029</td>
<td>4.995</td>
</tr>
</tbody>
</table>

Table 4.7: Occupancy of intra-peptide hydrogen bonds for cLAGAY and cLAG\(_{ox}\)AY in DMSO.

<table>
<thead>
<tr>
<th>Peptide</th>
<th>Donor atom</th>
<th>Acceptor atom</th>
<th>% occupancy</th>
</tr>
</thead>
<tbody>
<tr>
<td>cLAGAY</td>
<td>Gly3N</td>
<td>Leu1O</td>
<td>0.02</td>
</tr>
<tr>
<td>cLAG(_{ox})AY</td>
<td>Leu1N</td>
<td>Ala4O</td>
<td>86.30</td>
</tr>
<tr>
<td></td>
<td>Glx3N</td>
<td>Ala4O</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Oxetane introduction only alters the backbone conformation of residues in proximity to the modification itself. In this case, an inversion of the amide bond between Ala4 and Tyr5 arises on oxetane introduction, which allows the structure to be stabilised by an intra-peptide hydrogen bond across the macrocycle (Fig. 4.22).
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4.2.2), corresponding to a shift of Gly3, Ala4 and Tyr5 to different regions of \( \phi/\psi \) space. This visual representation of the backbone is in agreement with the Ramachandran plots (Fig. 4.21).

The goodness-of-fit to the restraints in the resulting structures were evaluated (Table 4.8). As with the linear peptide, the parent peptide does not experience any major restraint violations, however the strong restraint between Ala4H\( \alpha \) and Tyr5OH in cLAG\( _{ox} \)AY experiences significant deviation from its bounds. This suggests that the current force field parameters for oxetane may not be capturing the chemistry of the turn-inducing effect fully. Unrestrained simulations were also carried out, however without the NMR-derived restraints the molecules were very flexible and the simulations did not converge within a time frame that allowed for cluster analysis. Therefore, it would be prudent to further validate the oxetane parameters, for example by using MD to generate theoretical NOEs to compare to those obtained using NMR.

Table 4.8: Restraint violations (root mean squared deviation from experimental distance restraints (Å) with standard deviation) throughout simulations for cLAGAY and cLAG\( _{ox} \)AY.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>cLAGAY</th>
<th>cLAG( _{ox} )AY</th>
</tr>
</thead>
<tbody>
<tr>
<td>All inter-residue</td>
<td>0.04 ± 0.05</td>
<td>0.25 ± 0.75</td>
</tr>
<tr>
<td>Strong</td>
<td>0.04</td>
<td>2.63</td>
</tr>
<tr>
<td>Medium</td>
<td>0.12 ± 0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>Weak</td>
<td>0.00 ± 0.01</td>
<td>0.00 ± 0.01</td>
</tr>
</tbody>
</table>

Together, the data suggest that the oxetane modification reduces flexibility in this specific sequence. This may be due to a distortion in the backbone of the oxetane-modified peptide, which is stabilised by an intra-peptide hydrogen bond. As this depends on intra-peptide hydrogen bonding, the effect may be sequence-specific.

4.2.3 Structural Impact of Azetidine Modification on Linear LAGAY

The azetidine modification is of growing interest in medicinal chemistry, as it is possible to prepare functional derivatives by selective functionalisation of the azetidine nitrogen. The azetidine heterocycle is structurally similar to oxetanes, but contains an amine in place of the oxygen. We anticipated that changing the oxygen atom to nitrogen may elicit a similar turn-inducing effect, which has been beneficial in the preparation of challenging cyclic peptides. 3-aminoazetidine-3-carboxylic acid (Azt) residues containing an azetidine ring covalently bonded to
the Cα have been reported to induce a type II β-turn.\textsuperscript{65} It is therefore of interest to assess whether azetidine-modified peptides behave in the same way as oxetane-modified peptides, and 2D NMR techniques were used to investigate whether a similar turn-inducing effect was observed.

As previously, the methyl ester of the peptides were used to eliminate any charge-charge interactions between the termini (Fig. 4.23). As with the oxetane-modified LAG\textsubscript{ox}AY-OMe, the methyl ester of azetidine-modified LAGAY (LAG\textsubscript{az}AY-OMe) has an increased number of medium-range NOE connectivities compared to the parent (Fig. 4.24), notably the dNN (i, i+2) and dαN (i, i+2) NOEs observed in the oxetane-modified peptide between residues Gly3 and Tyr5 (Fig. 4.13c). This suggests that the azetidine modification behaves in a similar turn-inducing manner to the oxetane in short linear peptides.

![Figure 4.23: Structures of methyl ester of azetidine-modified peptide LAG\textsubscript{az}AY-OMe. The azetidine is highlighted in red, and contains the Boc protecting group.](image)

**4.3 Conclusions**

A major challenge with peptide-based drugs is their poor resistance to proteases. Peptide modifications have been used to reduce vulnerability to exo-peptidases, for example with incorporation of N-terminal D-amino acids or C-terminal reduction of the carboxylic acid into the corresponding alcohol.\textsuperscript{45} Head-to-tail cyclisation is particularly advantageous, as it confers resistance to both endo- and exo-peptidases.

Cyclic peptides remain promising as potential therapeutics, yet they are challenging to synthesise. Peptide modification provides an avenue for the increased efficiency of macrocyclisation, and oxetane modification has been shown to bring the termini of a linear tripeptide closer together, potentially increasing the efficiency of cyclisation.\textsuperscript{7} In order to understand the effect of oxetane modification on both linear and cyclic peptides, we used a combination of biophysical techniques and molecular dynamics simulations.
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Figure 4.24: (a) Fingerprint region and (b) amide region of NOESY spectra of LAG<sub>az</sub>AY-OMe (cyan) and LAGAY-OMe (purple) collected with a mixing time of 400 ms for samples containing an unknown concentration of peptide solubilised in d<sub>6</sub>-DMSO. Both spectra were collected at 298 K at a field strength of 700 MHz. Medium-range NOEs are underlined. (c) NOE-connectivity maps of LAG<sub>az</sub>AY-OMe and LAGAY-OMe based on NOE spectra collected with 250–800 ms mixing times. Each sequential and medium-range coupling is indicated on the left, and a bar is used to join the observed coupled residues.
Solution-state NMR shows the presence of medium-range NOEs in oxetane-modified linear LAGAY, which are absent in the unmodified parent peptide. These are observed in both the zwitterionic and methyl ester forms of the peptide, and are indicative of the formation of a turn.\textsuperscript{92,132} Additionally, MD simulations with NMR-derived restraints performed on LAGAY-OMe and LAG\textsubscript{ox}AY-OMe suggest that LAG\textsubscript{ox}AY-OMe was much more flexible than the unmodified parent. In fact, LAG\textsubscript{ox}AY-OMe spends over 10\% of its time in a conformation where the termini are within 5 Å, while the parent peptide spends a tiny fraction of its time in a similar conformation.

This agrees with previous observations, which suggested that oxetane-modified linear tripeptides were more flexible than their unmodified counterparts,\textsuperscript{7} and have the termini closer together more frequently. This may explain why oxetane-modified peptides have an increased efficiency of macrocyclisation, as confirmed experimentally by comparing the yields of cyclic peptides. The yields of cyclic peptides are consistently higher following oxetane modification, by around 20\% for the sequence LAGAY. The increase in yield following oxetane modification is substantially higher than that following other common modifications such as N-methylation. The largest improvement in the macrocyclisation efficiency is observed when the oxetane modification is located in the centre of the precursor backbone.\textsuperscript{92}

A similar effect has been observed in azetidine-modified peptides, and it was shown using 2D NMR techniques that addition of an azetidine results in a similar pattern of medium-range NOEs, suggesting azetidine modification also has a turn-inducing effect in short linear peptides. Importantly, unlike the oxetane modification, the azetidine modification is robust under acidic conditions which are required to deprotect the sidechains of the amino acids in the macrocycle.\textsuperscript{41} Additionally, azetidines provide a route for functionalisation, as the azetidine ring itself can be modified to provide useful derivatives, for example by the attachment of dyes or radionucleotides (for imaging),\textsuperscript{75,169} drug conjugates (for receptor targeting)\textsuperscript{76} or additional peptide sequences (to aid cell penetration).\textsuperscript{77}

As discussed, a cyclic backbone is a highly desirable trait when selecting a drug molecule. Thus, it is important to characterise the effect of peptide modification on cyclic peptides. The effect of oxetane modification of a cyclic pentapeptide, cLAGAY, was assessed. CD spectra show clear differences between modified and unmodified peptides, and our data appears similar to that for other cyclic peptides characterised using CD.\textsuperscript{164,167} Both cLAGAY and cLAG\textsubscript{ox}AY were fully assigned using 2D NMR techniques, further illustrating distinct differences between the two peptides. Using MD simulations with NMR-derived restraints, the data suggest that the oxetane rigidifies this peptide, and the structure is stabilised by the for-
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formation of an additional intrapeptide hydrogen bond.\textsuperscript{92} It is difficult to directly compare the cluster analysis results for the linear and cyclic LAGAY obtained from the MD simulations due to a different cut-off used. This was selected because of the rigidity of the cyclic peptides compared to their linear precursors (the reduction in flexibility caused by macrocyclisation is well-documented).\textsuperscript{170–172} However, it is possible to compare the structures between the modified and unmodified cyclic peptides. There is a change in the conformational space sampled for all five residues for the modified peptide, which corresponds with the rigidity observed in the cluster analysis.

Overall it appears that oxetane-modification is a useful modification in the production of cyclic peptides, and it is important that future directions of this work confirm that oxetane-aided cyclisation does not reduce any biological activity present in the linear precursor. Cyclisation can lead to a loss of activity if the reduced flexibility fixes the compound in an inactive conformation,\textsuperscript{45} but in many cases cyclisation has been shown to increase biological activity.\textsuperscript{46–48}
Chapter 5

Oxetane Modification on Helical Peptides

5.1 Introduction

Protein function is directly affected by structure, and in biology secondary structural motifs including $\alpha$-helices and $\beta$-sheets are widely recognised as important. The $\alpha$-helix was first characterised in 1951 and is one of the most common secondary structure conformations of natural proteins. A typical $\alpha$-helix consists of amino acids arranged in a helical structure with a characteristic repeating hydrogen bond pattern, where each carbonyl oxygen forms a hydrogen bond with a backbone amide hydrogen four residues away (Fig. 5.1).

In an $\alpha$-helix, each residue is related to its neighbour by a translation of 1.5 Å along the helix axis and a 100° rotation, giving 3.6 residues per turn of the helix. The screw-sense of an $\alpha$-helix can be right- or left-handed, but most $\alpha$-helices found in nature are right-handed, as $\alpha$-helices composed of L-amino acids in a left-handed conformation are destabilised due to steric crowding of the sidechains and the carbonyl groups. In a right-handed $\alpha$-helix, all the amino acids have negative $\phi$ and $\psi$ angles, typically around $-60^\circ$ and $-40^\circ$ respectively. The $\alpha$-helix plays a multitude of biological roles, including structural scaffold, cell signalling initiator, and membrane curvature sensor amongst others. Additionally, the ability of $\alpha$-helices to mediate protein-protein interactions (PPIs) makes them desirable therapeutic candidates. Thus, it is important to consider how peptide modifications can affect secondary structure.

Backbone modifications can alter the biological properties of $\alpha$-helices. For example, substitution of $\alpha$- to $\beta$-amino acids has been shown to improve the pharmacokinetic properties of parathyroid hormone derivatives. Other modification methods have been used to stabilise or induce helicity, such as the incorporation...
of Cα-alkylated amino including 2-aminoisobutyric acid,\textsuperscript{30,181} or by stapling short to mid-size peptides by constraining them with a synthetic brace composed of non-natural amino acids or hydrocarbons.\textsuperscript{30}

Short alanine-based peptides form highly stable α-helices in water,\textsuperscript{19,182,183} and these model systems have been used to assess how amino acid substitution affects helix stability.\textsuperscript{19,182} Alanine-based peptides have also previously been used to investigate the impact of peptide backbone modifications on α-helix structure and stability. For example, thioamide substitution at either a central or N-terminal position of an alanine-based model peptide has a destabilising effect on the helix, with the impact greatest when the modification is in the centre of the peptide.\textsuperscript{184}

Oxetanes have previously attracted significant attention in medicinal chemistry,\textsuperscript{53} as substituting gem-dimethyl or carbonyl groups with an oxetane motif can trigger profound changes in the stability, lipophilicity, solubility and conformational preference of small molecules. Despite the fact that the C-O distance in an oxetane ring is larger than in a carbonyl group (2.1 vs. 1.2 Å),\textsuperscript{53} the two motifs have a similar lone pair arrangement or hydrogen bonding capabilities,\textsuperscript{57,58} thus oxetane modification could result in minimal disruption to helicity whilst modulating the pharmacokinetic properties of the molecule.

This work builds on previous results in which a model helical peptide, Ac-[KAAAA]\textsubscript{3}-KGY-NH\textsubscript{2}, was selected to test the structural impact of oxetane mod-

Figure 5.1: Hydrogen bonding scheme (top) and a ball-and-stick depiction (bottom) of an α-helix. In both representations, $i, i+4$ hydrogen bonds are shown by purple lines.
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Modification at two sites in an α-helix. Specifically, oxetane modification was introduced at the N-terminus and in the centre of a helical region (Table 5.1). These two sites were selected based on previous research involving modifications of α-helical structures, which suggest that modifications are better tolerated in the terminal regions of α-helices due to their lower intrinsic helical content. The synthesis of these peptides was outside of the scope of this thesis, and is described elsewhere. A previous report generated by our collaborators used circular dichroism (CD) data to show that addition of an oxetane heterocycle impacts helical content dramatically (see Fig. 5.2). The greatest disruptive effect was observed when methanol (which promotes the formation of helices by strengthening hydrogen bonds) was used as a solvent (Fig. 5.2b). The percentage helicity of the oxetane-containing peptides used are displayed in Table 5.2, below. Oxetane modification was performed at position 3 (henceforth referred to as N-term. Alx, for N-terminal oxetane-modified alanine, and N-term. Glx, for N-terminal oxetane-modified glycine) and position 8 (central Alx).

Table 5.1: Sequences of the peptides used. A$_{ox}$ indicates the presence of an oxetane-modified alanine and G$_{ox}$ indicates the presence of an oxetane-modified glycine.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Peptide</th>
<th>Modified position</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac-KAAAAAKAAAAA-KGY-NH$_2$</td>
<td>Parent</td>
<td>N/A</td>
</tr>
<tr>
<td>Ac-KAAAAKAA$_{ox}$AAAAAA-KGY-NH$_2$</td>
<td>Central Alx</td>
<td>8</td>
</tr>
<tr>
<td>Ac-KAA$_{ox}$AAAAAAKAAAAA-KGY-NH$_2$</td>
<td>N-term. Alx</td>
<td>3</td>
</tr>
<tr>
<td>Ac-KAG$_{ox}$AAAAAAKAAAAA-KGY-NH$_2$</td>
<td>N-term. Glx</td>
<td>3</td>
</tr>
</tbody>
</table>

Figure 5.2: Circular dichroism spectra acquired for 0.1 mg/mL solutions of each peptide shown in Table 5.1 in (a) 10 mM potassium phosphate buffer (pH 7.0) with 1M NaCl, and (b) 100% methanol. Negative peaks at 208 and 222 nm indicate the presence of α-helical structure.
Table 5.2: Secondary structure of the peptides in MeOH at 0 °C estimated by circular dichroism. Helical content was calculated using DichroWeb (Selcon3, Ref. set 4).\textsuperscript{125} Reproduced from Beadle.\textsuperscript{9}

<table>
<thead>
<tr>
<th>Peptide</th>
<th>Helicity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parent</td>
<td>57</td>
</tr>
<tr>
<td>Central Alx</td>
<td>15</td>
</tr>
<tr>
<td>N-term. Alx</td>
<td>34</td>
</tr>
<tr>
<td>N-term. Glx</td>
<td>37</td>
</tr>
</tbody>
</table>

In this chapter, work is summarised that reveals the long-range and short-range molecular details of how the oxetane modification destabilises α-helices. Two-dimensional NMR methods were used to explore the impact of incorporation of an oxetane-modified glycine at a single site in an α-helical structure, and observed that oxetane modification was poorly tolerated. Experimental NMR data were complemented with computational methods, and we used work required to unwind the peptides as a measure which correlates with helical content observed using CD. The simulations provide details of the structural impact surrounding the incorporation of an oxetane-modified alanine at two different sites, and an oxetane-modified glycine at a single site, and could be used to guide future design of chemically modified peptides.

5.2 Results and Discussion

5.2.1 NMR Spectroscopy Shows a Reduction in Helicity Upon Oxetane Modification

The parent peptide and the N-term. Glx peptide were analysed using solution state NMR spectroscopy. \textsuperscript{1}H–\textsuperscript{1}H TOCSY and NOESY data were acquired for both peptides in 80% MeOD-d\textsubscript{4}, and assignment was attempted. As expected, the repetitive nature of the sequence prevented full sequential assignment. However, all four Lys residues in the peptide were well-resolved and the unique Gly and Tyr residues were readily assigned, as was the oxetane-modified Glx in the N-term. Glx peptide. NOEs were used where possible to sequentially assign additional residues, but signals from the majority of the Ala residues were heavily overlapped and identification of unique \textit{i}, \textit{i}+4 NOE correlations (characteristic of α-helix formation) was not possible. NMR spectra for both peptides are shown in Figs. 5.3 and 5.4 (fingerprint regions) and 5.5 (NH-NH region) and resulting assignments for both peptides are shown in Table 5.3. As H\textalpha{} chemical shifts are highly sensitive to changes in secondary structure,\textsuperscript{132,185} these were used as chemical probes for
changes in chemical environment at regular points along the length of the peptide chain.

The Hα chemical shifts of residues 15–18, distant from the oxetane modification, remained unchanged to within 0.01 ppm upon introduction of the oxetane.

In contrast, upon introduction of the oxetane modification at position 3, a significant downfield shift of ≥0.21 ppm for the Lys 1 Hα peak was observed (from 4.02–4.05 ppm in the parent peptide to 4.26 ppm in N-term. Glx). For one additional Lys residue (either Lys 6 or Lys 11), a similar downfield shift of ≥0.17 ppm was also observed from 4.02—4.05 ppm in the parent to 4.22 ppm in N-term. Glx. A downfield shift for an Hα proton signal of 0.1 ppm or more suggests a change in secondary structure from an α-helix to an unstructured (random coil) chain, reflecting the differences in 1H chemical environment and hydrogen bonding patterns in regions of helical structure.

Table 5.3: Partial 1H chemical shift assignments for parent and N-term. Glx peptides solubilised in 80% MeOD-d₄ + 20% H₂O to a final peptide concentration of 2 mM. Due to the repetitive nature of the sequence, sequential assignment was not possible for the majority of residues. Unique residues were readily identified and sequentially assigned, and NOE data was used where possible to sequentially assign additional residues. Lys residues followed by multiple sequence positions have been assigned by residue type, but not by position, so all possible sequence positions are noted.

<table>
<thead>
<tr>
<th>Residue</th>
<th>NH</th>
<th>Hα</th>
<th>Hβ</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lys (Lys 1, 6, 11)</td>
<td>8.70</td>
<td>4.05</td>
<td>1.86</td>
<td>Hγ 1.50; Hδ 1.73; Hε 2.97</td>
</tr>
<tr>
<td>Lys' (Lys 1, 6, 11)</td>
<td>8.24</td>
<td>4.02</td>
<td>2.00</td>
<td>Hδ 1.70; Hε 2.92</td>
</tr>
<tr>
<td>Lys” (Lys 1, 6, 11)</td>
<td>8.19</td>
<td>4.03</td>
<td>1.99</td>
<td>Hδ 1.70; Hε 2.92</td>
</tr>
<tr>
<td>Ala15</td>
<td>8.10</td>
<td>4.18</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>Lys16</td>
<td>7.66</td>
<td>4.26</td>
<td>1.96</td>
<td>Hγ 1.53; Hδ 1.68; Hε 2.95</td>
</tr>
<tr>
<td>Gly17</td>
<td>7.99</td>
<td>4.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr18</td>
<td>7.96</td>
<td>4.52</td>
<td>2.85/3.11</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Residue</th>
<th>NH</th>
<th>Hα</th>
<th>Hβ</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lys 1</td>
<td>8.40</td>
<td>4.26</td>
<td>1.84</td>
<td>Hγ 1.49; Hδ 1.71; Hε 2.97</td>
</tr>
<tr>
<td>Ala2</td>
<td>8.46</td>
<td>4.30</td>
<td>1.42</td>
<td></td>
</tr>
<tr>
<td>Glx3</td>
<td>8.22</td>
<td>3.65</td>
<td>4.12</td>
<td></td>
</tr>
<tr>
<td>Ala4</td>
<td>8.72</td>
<td>4.25</td>
<td>1.49</td>
<td></td>
</tr>
<tr>
<td>Lys (Lys 6, 11)</td>
<td>8.78</td>
<td>4.14</td>
<td>1.88</td>
<td>Hγ 1.57; Hδ 1.73; Hε 2.96</td>
</tr>
<tr>
<td>Lys’ (Lys 6, 11)</td>
<td>8.14</td>
<td>4.22</td>
<td>1.97</td>
<td>Hδ 1.70; Hε 2.94</td>
</tr>
<tr>
<td>Ala15</td>
<td>8.09</td>
<td>4.19</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>Lys16</td>
<td>7.68</td>
<td>4.26</td>
<td>1.95</td>
<td>Hγ 1.50; Hδ 1.69; Hε 2.94</td>
</tr>
<tr>
<td>Gly17</td>
<td>8.01</td>
<td>4.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr18</td>
<td>7.97</td>
<td>4.53</td>
<td>2.85/3.12</td>
<td></td>
</tr>
</tbody>
</table>
5.2. RESULTS AND DISCUSSION

Figure 5.3: Fingerprint region of the TOCSY spectrum (purple contours, 140 ms mixing time) for the parent peptide solubilised to a final concentration of 2 mM in 80% MeOD-d$_4$ + 20% H$_2$O. The TOCSY spectrum is overlaid onto the NOESY spectrum (lavender contours, 150 ms mixing time). Non-sequential Lys assignments are denoted Lys, Lys' and Lys". Both spectra were collected at 283 K at a field strength of 700 MHz.
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Figure 5.4: Fingerprint region of the TOCSY spectrum (pink contours, 140 ms mixing time) for the N-term. Glx peptide solubilised to a final concentration of 2 mM in 80% MeOD-d$_4$ + 20% H$_2$O. The TOCSY spectrum is overlaid onto the NOESY spectrum (lavender contours, 150 ms mixing time). Non-sequential Lys assignments are denoted Lys and Lys’. Both spectra were collected at 283 K at a field strength of 700 MHz.
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Figure 5.5: Amide region of TOCSY and NOESY (lavender) spectra for (a) parent peptide (purple) and (b) N-term Glx peptide (pink).

For both peptides, the NH-NH NOE correlations support the sequential assignment of residues 15-17.
This relationship, alongside the CD data described previously, suggests that Lys 1, 6 and/or 11 are all in an α-helical environment in the parent peptide, whilst only one Lys (either Lys 6 or 11) is in an α-helical environment in the N-term. Glx peptide. To gain further insights into the impact of the oxetane modification on the structure and stability of the helical peptides, we decided to use a predominantly computational approach.

5.2.2 Brute Force Simulations Are Not Suitable for This Model System

5.2.2.1 Selection of Force Fields

There is some evidence to suggest that certain force fields, including CHARMM, stabilise helices too much. Therefore, we decided to compare how our model system behaved using three different force fields: GROMOS96 54a7, AMBER99SB-ILDN and CHARMM27. In order to keep the simulations as simple as possible, the parent (unmodified) helical peptide was simulated using each force field for 500 ns using zwitterionic ends and protonated lysines in a box of 6942–6960 water molecules. Charges were countered using chloride ions.

The peptide was built in Avogadro 1.2.0 with φ and ψ angles corresponding to an idealised α-helix. It was then briefly subjected to a steepest descent energy minimisation in Avogadro using the Universal Force Field. The resulting structure was used for simulations using all three force fields using GROMACS 5.1.4. The initial structures were solvated in water and subjected to 50000 steps of energy minimisation using the steepest descent algorithm. For each force field, the peptide was then relaxed by performing 50000 steps of MD simulation in the NVT ensemble and 50000 steps of simulation at 300 K and 1 bar in the NPT ensemble to equilibrate the temperature and density of the system respectively. The final production run was carried out, using each force field, for 500 ns in the NPT ensemble.

Ramachandran plots (Fig. 5.6), showing the distribution φ and ψ backbone dihedral angles of the entire peptide (averaged over the last 50 ns of simulation trajectory), indicate large differences between the three force fields. The plot for the simulation using CHARMM27 (Fig. 5.6a) indicate a predominantly right-handed α-helical conformation (negative φ, negative ψ), with only minor sampling of the rest of the conformational space. The simulation using AMBER99SB-ILDN (Fig. 5.6b) results in sampling of the φ/ψ corresponding to β-sheets (negative φ, positive ψ), as well as some left-handed α-helical content (positive φ, positive ψ), and some minor right-handed α-helical conformations. The simulation
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Figure 5.6: Ramachandran plots for the parent helical peptide, simulated for 500 ns using (a) CHARMM27, (b) AMBER99SB-ILDN, and (c) GROMOS96 54a7. There are clear differences between the three plots. Data shown represents the period of 450–500 ns of the trajectory.

using GROMOS96 54a7 (Fig. 5.6c) results in a plot that appears to be a middle ground between CHARMM27 and AMBER99SB-ILDN—large amounts of β-sheet content, with some right-handed α-helix present.

As we expect this sequence to be predominantly helical, based on the experimental data, we selected CHARMM27 moving forward. Although CHARMM27 may be overly stabilising this helical structure, it would appear that AMBER99SB-ILDN and GROMOS96 54a7 may not be stabilising the helix enough for this model system. An additional benefit of selecting CHARMM27 is that this force field already contains compatible parameters for the oxetane-modified amino acids (previously described by Powell et al. 7).

5.2.2.2 CHARMM Simulations

Following equilibration as previously described, the helical peptides were simulated for a total of 2 µs in the NPT ensemble, which was not sufficient for helical unwinding to occur. In fact, the peptides switched back and force between two states—fully wound (Fig. 5.7a) and N-term. slightly unwound (Fig. 5.7b). The root mean squared deviation compared to the starting structure of the peptide does not stabilise during the simulation, and instead reflects the switching between the two states. Longer tests of 10 µs with uncharged lysine sidechains suggested that complete helical unwinding would require milliseconds to seconds of simulation time, as like the shorter tests the peptide switched between fully wound and with the N-terminus slightly unwound. Thus, brute force MD simulations were deemed to be not computationally feasible.
Figure 5.7: Partial unwinding of the unmodified helical peptide during long brute force MD simulations. The peptide alternates between two states, (a) fully helical, and (b) N-terminus slightly unwound. This process was deemed to be computationally unfeasible.

5.2.3 Steered MD Simulations Can Be Used To Unwind Helical Peptides

Steered molecular dynamics (SMD) is analogous to single molecule spectroscopy, in which a molecule is fixed at one end and pulled at another, and has previously been used to aid unwinding of helical structures,\textsuperscript{121,122} as it allows unwinding events to occur on computationally feasible time scales. SMD simulations were carried out on the four helical peptides in methanol. Each peptide was built using Avogadro 1.2.0\textsuperscript{139} with $\phi$ and $\psi$ angles corresponding to an idealised $\alpha$-helix. The carbonyl at position 3 or 8 for the N-term. Alx/Glx and central Alx peptides respectively was substituted with the oxetane group. The parent, unmodified peptide was also subject to simulation. All four peptides had N-terminal acetyl and C-terminal amide caps added (to better represent the structures used for CD and NMR analysis), before being briefly subjected to a steepest descent energy minimisation in Avogadro using the Universal Force Field.\textsuperscript{144} All simulations were performed using the GROMACS 5.1.4 simulation package.\textsuperscript{137} using the CHARMM27 force field\textsuperscript{97} with modifications for the oxetane ring\textsuperscript{7} for the peptides and the CHARMM General Force Field (CGenFF) for methanol.\textsuperscript{187} Each peptide was simulated ten times for 40 ns at 300 K (each repeat had different initial co-ordinates). The peptides were anchored at the N-terminus with a dummy spring pulling the C-terminus. However, the parameters used in steered MD are not well-characterised, and first required extensive testing and optimisation.
5.2.3.1 Parameter Optimisation

Simulation parameters for the steered MD were selected following a series of short (1–10 ns) tests in which spring constants of 100 to 10 kJ mol\(^{-1}\) nm\(^{-2}\) and pull speeds of 0.02 to 0.00005 nm ps\(^{-1}\) were assessed. These initial values were selected based on other work in the literature.\(^{120}\) Following observations that pull speeds of 0.02 to 0.001 nm ps\(^{-1}\) resulted in rapid helix unwinding even in short tests, further repeats showed that with slow pull speeds (0.0005 nm ps\(^{-1}\)), use of a higher spring constant results in less error between repeats as estimated from the graphs but more overall noise in the force extension curves (Fig. 5.8a and b). Thus a spring constant of 25 kJ mol\(^{-1}\) nm\(^{-2}\) and a pull speed of 0.00025 nm ps\(^{-1}\) were selected, as these parameters allowed for slow, gentle unwinding over the course of a longer simulation, while producing force extension curves with minimal noise. Reducing noise was deemed to be more important than reducing error between repeats, as at higher spring constants the signal-to-noise ratio was low and it was challenging to determine which peaks corresponded to unwinding events.

Slower pulling rates of 0.0001 and 0.00005 nm ps\(^{-1}\) resulted in the production of similar trajectories and force extension curves (Fig. 5.8c), thus the faster pull speed was selected to reduce computational expense while maintaining integrity of the data. We also compared pulling from the N-terminus and the C-terminus in a series of short tests, and found that with these parameters, there were no significant differences between the two, therefore we opted to use the C\(\alpha\) atom of Lys1 as an immobile reference, and pulled the C\(\alpha\) atom of Tyr18 along the z-axis. Under these conditions, each peptide fully unwinds following 18–23 ns of simulation time.

5.2.3.2 Work Required to Unwind Oxetane-Modified Helices Reflects a Weakening of the Fold

The stability of a protein fold is reflected in the energy that is required to unfold the protein. We calculated the work to pull the C\(\alpha\) atom of Tyr18 of each helix by 5 nm by integrating the force extension curves produced during the SMD simulations. Fig. 5.9 shows the amount of work required to unwind each helix averaged over the 10 repeats. Introduction of oxetane-modified alanine at position 3 (N-term. Alx) significantly decreases the amount of work required to unwind the helix 5 nm compared to the parent (from 127.21 kJ mol\(^{-1}\) to 111.30 kJ mol\(^{-1}\)). Similarly, introduction of Glx at position 3 (N-term. Glx) decreased the amount of work required compared to the unmodified parent peptide by 10.4 kJ mol\(^{-1}\) (total work = 116.8 kJ mol\(^{-1}\)). The difference between the work required to unwind the N-term. Alx and N-term. Glx peptides 5 nm is statistically significant (\(p < 0.02\), indepen-
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Figure 5.8: Representative force extension curves showing three repeats with different starting co-ordinates for spring constants (a) 25 kJ mol$^{-1}$ nm$^{-2}$ and (b) 75 kJ mol$^{-1}$ nm$^{-2}$, while maintaining the pull speed at 0.0005 nm ps$^{-1}$, and (c) different pull speeds (0.001 to 0.00005 nm ps$^{-1}$) with a constant spring constant of 25 kJ mol$^{-1}$ nm$^{-2}$. Based on these tests, a spring constant of 25 kJ mol$^{-1}$ nm$^{-2}$ and a pull speed of 0.00025 nm ps$^{-1}$ were selected.

dent samples t-test), suggesting that the structure of the N-term. Glx peptide is moderately more stable. Oxetane incorporation at the central residue, position 8 (central Alx), had the greatest impact, and further decreased the work required to unwind the helix by $\sim$30 kJ mol$^{-1}$ to 97.33 kJ mol$^{-1}$. Ten repeats were sufficient for the data to converge, as assessed by leave-one-out cross validation. Each data point was systematically excluded, and the mean was calculated. Omitting a data point does not result in the mean significantly changing (Fig. 5.10).

The trend observed agrees with the experimental data obtained using CD, in which the parent peptide was most helical, followed by the N-terminal oxetane-modified peptides, while the centrally-modified peptide was the least helical.$^{9,93}$ Using SMD to unwind peptides by pulling does not necessarily reflect a peptide’s natural $\alpha$-helical tendency—it is important to understand that in the simulations, the peptides are subjected to forces that do not occur under normal circumstances.
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Figure 5.9: Work required to pull parent and oxetane-modified helices by 5 nm (20 ns of simulation). The parent peptide requires the most work to unwind, the N-term. Glx peptide is second, the N-term. Alx is third, and the central Alx peptide requires the least work to unwind. Error bars represent the standard error between 10 repeats, $p < 0.0001$ when compared using One-Way ANOVA.
Figure 5.10: Leave-one-out cross-validation of simulation data for the ten repeats for each peptide. Systematic exclusion of a data point does not drastically affect the mean work done, and any changes remain within error.
and that the conditions used for the SMD simulations are entirely artificial. However, SMD can provide insight into regions of the peptide which unwind more readily and the amount of work required to do so. It is important to compare this to experimental data in order to validate the model, and in our work the trend matches closely. The SMD data indicates that the introduction of an oxetane into a highly helical region destabilizes the fold by up to 30 kJ mol\(^{-1}\). For reference, the difference in energy between the native and unfolded state of a protein is typically in the region of 20–40 kJ mol\(^{-1}\).\(^{188}\) Therefore, oxetane is highly destabilising when inserted into a helical region, resulting in destabilisation several times higher than that caused by amino acid mutation,\(^{189}\) or corresponding to the loss of multiple strong hydrogen bonds.\(^{190}\) In comparison, thioamide introduction in the same position resulted in destabilisation of the fold by \(\sim 7\) kJ mol\(^{-1}\),\(^{184}\) due to the longer C=S bond (1.56 Å)\(^{191}\) and larger sulphur atom.

The trend observed when comparing glycine and alanine modification at position 3 is expected, as under normal conditions glycine is considered disruptive in internal helical positions due to its high conformational flexibility, and alanine is considered stabilising,\(^{192}\) so oxetane modification alters these properties. It may be the case that glycine’s flexibility and lack of bulky sidechain allow it to slightly compensate for the oxetane behaving as a conformational lock. However any compensation effect is minor, as ultimately the differences in helicity between N-term. Alx and N-term. Glx as measured by CD, and the differences in work required to unwind the two peptides as calculated using SMD, are small.

### 5.2.3.3 Oxetane Modification Alters the Structure and Hydrogen Bonding Pattern of Helical Peptides

The changes in the amount of work required to unwind the oxetane-modified peptides compared to the parent demonstrate a large destabilisation of the helical fold by introduction of a single oxetane modification. To explore the molecular determinants for this instability, the atomistic details of the simulation were probed. During the first 5 ns of the SMD simulations, the helices relaxed away from their ideal helical structure starting configurations, although the unmodified peptide remained highly helical.

Oxetane modification has a clear impact on the structure and hydrogen-bonding pattern of the helical peptides. Representative snapshots were prepared after 5 ns of simulation time (Fig. 5.11). This time point was selected as the position restraints have been removed and the peptide has had time to be released from the ideal helix starting configuration, but 90–100% of the starting hydrogen bonds remain intact, suggesting the pulling is not yet affecting the structures of the peptide.
Figure 5.11: Snapshots of representative helical peptides taken at 5 ns, close to the start of the simulation. Helical structures for parent (purple), N-term. Alx (cyan), N-term. Glx (pink) and central Alx (green) show clear kinking in proximity to the oxetane modification, as well as changes in the hydrogen bonding (represented with dashed lines) patterns about and downstream of the modification.

There is distortion of the helical axis near the oxetane modification in all three modified peptides, which appears to produce a kink in the helix and changes the hydrogen-bonding pattern. This kinking effect may reflect the oxetane acting as a β-turn-inducing element, as observed in short linear oxetane-modified peptides (described in section 4.2.1.2). In the parent peptide, the i, i+4 hydrogen bonds characteristic of an α-helix are maintained, whilst in the oxetane-modified peptides these hydrogen bonds are lost in proximity to the modification, and additional i, i+2 hydrogen bonds are formed.

Modification of the peptide backbone with an oxetane heterocycle changes the order in which the residues of the peptide unwind. In a mechanism generally conserved between the 10 repeats, the parent peptide typically unwinds slightly from the N-term., followed by the major unwinding events occurring from the C-term., and the central region of the peptide unwinds last (Fig. 5.12a). However, oxetane modification at residue 8 (Fig. 5.12d) promotes unwinding of the central region of the peptide, and the presence of the modification at residue 3 promotes unwinding at the N-term., in proximity to the modification (Fig. 5.12b and c).
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Figure 5.12: Snapshots of (a) parent, (b) N-term. Alx, (c) N-term. Glx, and (d) central Alx helical peptides taken at 5 ns intervals, highlighting the key unwinding events. In all cases, helicity is completely lost after 25 ns of simulation. Each peptide was anchored at by the Cα atom of Lys1, and pulled by the Cα atom of Tyr18.
5.2.3.4 Dihedral Angle Analysis Reveals Changes 2–3 Residues in Either Direction From the Modification

One of the characteristic properties of an α-helix is that all the amino acids have negative φ and ψ angles, typically around -60° and -40° respectively. Ramachandran plots were prepared for 2–5 ns of the trajectory. The initial 2 ns was omitted to allow the peptides to relax from their position-restrained ideal helix starting configurations, and, as previously discussed, at 5 ns the structures of the peptides are not yet affected by the pulling. The plots show the differences between the parent and N-terminally-modified peptides (Fig. 5.13), and between the parent and central Alx peptides (Fig. 5.14). While residues 3 to 11 of the parent correspond to the characteristic conformational space of an α-helix, in the presence of the oxetane modification there is a clear distortion in dihedral angles that spreads 2–3 residues in either direction from the modification. This agrees with the previously observed NMR data, which suggests that only one of Lys 1, 6 or 11 is in a helical environment. Disrupting helical content by 3 residues in either direction from the modification at position 3 would prevent Lys 1 and 6 from being in a helical environment.
Figure 5.13: Ramachandran plots for residues 1–7 of parent, N-term. Alx and N-term. Glx peptides. Disruption from the oxetane modification at residue 3 extends in either direction by 2–3 residues.
Figure 5.14: Ramachandran plots for residues 5–11 of parent and central Alx peptides. Disruption from the oxetane modification at residue 8 extends in either direction by 2–3 residues.
5.2.3.5 Comparison to Short Linear Peptides

The sampling of $\phi/\psi$ space in the Glx residue of the N-term Glx peptide was compared to that in the short linear pentapeptide LAG$_{ox}$AY-OMe (described in Chapter 4 and previously by us$^{92}$). Although it is difficult to directly compare the dihedral angles observed in the oxetane-modified helical peptides to those in LAG$_{ox}$AY-OMe due to differences in solvent, methodology and starting structures, there are some similarities between the Ramachandran plots (Fig. 5.15). Introduction of an oxetane modification in all cases results in a splitting of the $\phi/\psi$ space sampled, with two populations appearing: one with a negative $\phi$/negative $\psi$, and the second with a $\phi$ of -120 to -180° and a positive $\psi$ angle. Interestingly, the sampling of the $\phi/\psi$ space in the Glx residue of LAG$_{ox}$AY-OMe appears more similar to that of the Alx in the N-term Alx peptide than to the Glx in the N-term Glx peptide, however these distinctions may be arising due to fundamental differences in the systems as previously described.

![Ramachandran plot for Glx residue in short linear peptide, LAG$_{ox}$AY-OMe.](image)

Figure 5.15: Ramachandran plot for Glx residue in short linear peptide, LAG$_{ox}$AY-OMe.

5.2.3.6 Hydrogen Bonding Analysis is Consistent with Experimental Data and Key Unwinding Events

The number of hydrogen bonds per residue over time were plotted for 20 ns of trajectory for all ten repeats. Representative plots are shown in Fig. 5.16 (data for all repeats is included in Appendices).

In the parent peptide, most residues form on average 1 hydrogen bond per residue. At the start of the simulation, there is evidence of unwinding of the helix at the N-terminus, and as pulling proceeds the peptide predominantly unwinds
Figure 5.16: Representative plots indicating the number of hydrogen bonds per residue over 20 ns. Modified sites are indicated with an arrow. There is distortion up to four residues away from the site of modification.

from its C-terminus. This is in agreement with the key unwinding events observed during visual inspection of the trajectory (Fig. 5.12).

Oxetane modification at position 3 (both N-term. Alx and N-term. Glx) causes a disruption in the formation of hydrogen bonds four residues away (i.e. up to residue 7). In the case of the N-term. Glx peptide, the hydrogen bonds appear to be maintained for longer compared to the N-term. Alx, although there is a clear disruption in i, i+4 hydrogen bonds downstream of the modification (Fig. 5.16). For the N-term. Alx peptide, the disruption of the hydrogen bonding network is also visible in the snapshots taken at 5 ns (Fig. 5.11) and later in the trajectory, where the N-terminus of the peptide adopts a largely extended conformation (Fig. 5.12). As pulling proceeds, unwinding again occurs from the C-terminus. In the central Alx peptide (modification at residue 8), the hydrogen bonding patterns in the middle of the peptide are disrupted (Fig. 5.16), and there is a kinking effect in the helix, particularly obvious after 10 ns (Fig. 5.12). Like the parent peptide, the central Alx peptide tends to unwind slightly at the N-terminus, and then predominantly from the C-terminus, although it appears that oxetane modification promotes unwinding of the central region of the peptide, as this region unwinds more readily.

The disruption in hydrogen bonding described by both the number of hydrogen-bonds per residue and the key unwinding events are consistent with the experimental data\textsuperscript{9,93} and suggest that the oxetane modification destabilises \(\alpha\)-helicity by reducing the ability of the peptide to form the i, i+4 hydrogen bonds characteristic of an \(\alpha\)-helix, as evidenced by their noticeable absence in proximity to the modification in the SMD structures.
5.3 Conclusions

The α-helix is one of the most common and most important structural motifs in biology, and it is necessary to characterise the impact of any peptide modification on secondary structure. CD has previously been used to show that the oxetane modification is highly disruptive to the helical fold and poorly tolerated in an α-helical structure, despite the similarities in lone pair arrangement and hydrogen bonding capabilities between oxetanes and carbonyls. This was confirmed by assessing chemical shift changes of the Hα atoms of the parent and N-term. Glx peptides. In order to gain insights into the molecular determinants for this instability, we used SMD simulations to artificially unwind the four peptides, and were able to replicate the observed experimental trend by calculating the amount of work required to unwind each peptide.

Analysis of the simulations suggests that the disruption to helicity is caused by changes in dihedral angles and hydrogen bonding patterns in proximity to the modification, due to the identity and size of the hydrogen bonding groups involved. While the α-helical structure is well-adapted to amide and carbonyl groups, backbone modification of an α-helix is not necessarily always disruptive—in fact, some backbone modifications have been shown to increase or induce helicity. For example, introduction of lactam bridges between $i, i+4$ amino acids has been shown to improve helix stability and bioactivity of human parathyroid hormone. A more drastic backbone substitution, the replacing of a dipeptide in an α-helix with a leucine-derived 1,2,3-triazole ε2-amino acid, results in the modified peptides retaining much of the helical structure of the parent sequence. Therefore, it would appear that as long as a modification is able to maintain $i, i+4$ hydrogen bonds, helix disruption is minimal, suggesting that helix modifications should be considered from a hydrogen bonding perspective, rather than how structurally conservative they may first appear.

Taken together, our data suggest that oxetane substitution disrupts helicity by changing the dihedral angles of the peptide backbone in the vicinity of the modified residue, such that they tend towards a β-turn and therefore disrupt the $i, i+4$ hydrogen bonds known to be vital for helix stability. This is consistent with work described in the preceding chapter, which suggests that in short linear peptides, the oxetane modification acts as a β-turn-inducer. Other factors associated with the modified residue such as its increased molecular volume likely contribute to these distortions seen in the peptide backbone.

Oxetanes are therefore not a useful modification for stabilising helices due to their β-turn-inducing effect. This modification remains best-tolerated in peptides containing secondary structure involving turns, such as α-hairpins or β-turns,
where it has been demonstrated that the oxetane can enhance cyclisation efficiency and stabilise turn elements in peptides. One promising direction is the use of oxetane modification to stabilise or mimic $\beta$-turn structures. Like $\alpha$-helices, $\beta$-turn structural motifs are widespread in proteins. They have been implicated in molecular recognition and PPIs for proteins including GPCRs and $\beta$-amyloid, and thus are of considerable interest in the field of peptidomimetics for therapeutic use.
Chapter 6

Azetidine-Modification on Antimicrobial Peptides

6.1 Introduction

Antibiotic resistance is an increasingly significant threat to human health. Overuse and misuse of antibiotics in healthcare and agriculture has resulted in pathogenic resistance (Table 6.1, Fig. 6.1), and bacteria resistant to one treatment must be treated with another antibiotic, resulting in the emergence of multi-drug resistant bacteria. Of particular concern is the prevalence of multi-drug resistance in ESKAPE pathogens (*Enterococcus faecium*, *Staphylococcus aureus*, *Klebsiella pneumoniae*, *Acinetobacter baumannii*, *Pseudomonas aeruginosa*, and *Enterobacter* species), which are the leading cause of hospital-derived (nosocomial) infections. A systematic review of antibiotic resistance showed that ESKAPE bacteria are associated with the highest risk of mortality, and that drug-resistant ESKAPE pathogens result in significantly increased healthcare costs.197

Table 6.1: Causes of antibiotic resistance. Adapted from World Health Organisation.79

<table>
<thead>
<tr>
<th>Cause of antibiotic resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overprescribing of antibiotics</td>
</tr>
<tr>
<td>Patients not finishing their treatments</td>
</tr>
<tr>
<td>Poor infection control in hospitals and clinics</td>
</tr>
<tr>
<td>Lack of hygiene and poor sanitation</td>
</tr>
<tr>
<td>Lack of new antibiotics being developed</td>
</tr>
<tr>
<td>Overuse of antibiotics in livestock and fish farming</td>
</tr>
</tbody>
</table>

From the late 1960s to the early 1980s, the pharmaceutical industry introduced many new antibiotics, but after that the antibiotic pipeline began to dry up and fewer drugs were introduced.198 As a result, many decades after the start
of the modern era of antibiotics (following the discovery of penicillin in 1928 by Sir Alexander Fleming), bacterial infections are once again a major threat to human health. Unless action is taken, drug-resistant diseases are projected to cause 10 million deaths per year globally by 2050, with increasing concerns about a ‘post-antibiotic’ era in which once-trivial infections can no longer be effectively treated. Outside of healthcare, antibiotic resistance threatens four of the United Nations General Assembly’s Sustainable Development Goals: by pushing an additional 24 million people into extreme poverty by 2030; by affecting livestock production and resulting in poor nutrition; by causing economic losses as large as the 2008–2009 financial crisis, amounting to $3.4 trillion by 2030; and by widening economic inequality between countries.

There is an urgent need for the development of novel antimicrobials. Since their discovery in the 1980s, antimicrobial peptides (AMPs) represent a promising alternative to today’s antibiotics. AMPs, also called host defence peptides (HDPs), are part of the innate immunity of most living organisms. They can exhibit a broad spectrum of activity against pathogenic bacteria and fungi, and can often demonstrate activity against viruses, parasites and cancerous cells.

Importantly, AMPs have the potential to overcome bacterial resistance. Many AMPs are cationic, such as polymyxin B, an FDA-approved antibiotic derived from *Bacillus polymyxa*. Cationic residues are thought to mediate the initial electro-
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The static attraction to the negatively charged bacterial cell membranes\(^{87}\) and arginine appears to be particularly favourable due to its ability to form hydrogen bonds when in a stacked cation-\(\pi\) arrangement with tryptophan.\(^{88}\) These cation-\(\pi\) interactions effectively shield the Arg from the hydrophobic lipid bilayer, making entry more energetically favourable.\(^{86}\) Tryptophan residues are also very common in AMPs, as Trp has a preference for the interfacial region of lipid bilayers, anchoring the peptide to the bilayer surface and allowing for prolonged association with the membrane.\(^{87}\) By inserting themselves into the membrane, AMPs can form pores via the toroidal pore or barrel-stave pore models, or can disrupt the membrane through a detergent-like action via the carpet model (see section 1.6, Fig. 1.17), amongst other mechanisms of action. Although some AMPs do target intracellular processes such as DNA and protein synthesis,\(^{85}\) it is their interactions with the membrane which prove most challenging for bacteria to evade via common resistance mechanisms (i.e. mutation).

Like many other peptide-based drugs, AMPs have some limitations, including susceptibility to proteases. Cyclisation and the use of peptidomimetics has previously been used to avoid degradation of AMPs,\(^{78,80}\) and in many cases has been shown to enhance antimicrobial activity.\(^{89-91}\) Compared to their linear counterparts, cyclic peptides demonstrate enhanced stability, low toxicity and enhanced binding properties, making cyclic AMPs attractive potential therapeutics and a growing area of interest.\(^{89}\) Oxetane- or azetidine-modification can assist in the otherwise challenging preparation of cyclic peptides. However, oxetane is prone to ring-opening in the acidic conditions required to remove arginine sidechain protecting groups.\(^{41}\) Since the vast majority of AMPs have at least one arginine residue, the conditions required for the preparation of oxetane-modified AMPs can be unfavourable. The azetidinone heterocycle is much more stable under acidic conditions, and azetidine modification is expected to behave in the same turn-inducing manner as oxetane modification (see section 4.2.3), allowing for the preparation of short azetidine-modified linear and cyclic AMPs. Therefore, we aimed to characterise the impact of azetidine modification and cyclisation on the antimicrobial activity of a sequence with previously described activity.

In this chapter, peptide sequences reported in the literature\(^{150,151}\) to display potent activity against methicillin-resistant \textit{S. aureus} (MRSA) were screened to confirm activity. MRSA is an ESKAPE pathogen and a common cause of nosocomial infection. In our hands, our first selected target (bacaucin-1) and several derivatives of this peptide yielded no observable activity, which is at odds with previously published results\(^{150,151}\) and was unexplainable from biophysical characterisation data. Therefore, five additional sequences\(^{152-156}\) with published activities against \textit{E. coli} or \textit{S. aureus} were screened. Of these, one promising target was se-
lected for modification. The impact of cyclisation and azetidine modification was explored for this peptide sequence, and microbiological assays revealed that azetidine modification increases antimicrobial activity, without increasing haemolytic activity.

6.2 Results and Discussion

6.2.1 Screening of Bacaucin-1 Derivatives

The naturally-occurring cyclic lipopeptide bacaucin, derived from *Bacillus subtilis*, was reported to demonstrate promising broad spectrum activity against Gram-positive bacteria. However, this peptide was also cytotoxic against mammalian cells, likely due to the hydrophobic fatty acids, which have previously been reported to result in non-specific cytotoxicity. Linearisation and removal of the fatty acid moiety of bacaucin resulted in the peptide bacaucin-1, which was reported to increase specificity against *S. aureus* and MRSA, and further work involved the use of alanine scanning to probe how each residue affected antimicrobial activity. One derivative, bacaucin-1a, demonstrated increased activity compared to bacaucin-1.

Initially, we screened bacaucin-1, bacaucin-1a and two additional derivatives (Table 6.2) under the conditions described by Zhu and colleagues. These derivatives were prepared with additional alanine or glycine residues at position 1 or 4 (Table 6.2), to make incorporation of the azetidine modification at different sites possible. It was unclear how these amino acid substitutions would affect the antimicrobial activity, but the original sequences of bacaucin-1 and bacaucin-1a were expected to demonstrate good activity (minimum inhibitory concentration (MIC) values of 2–4 µg/ml) against *S. aureus* ATCC 29213 and MRSA, amongst other Gram-positive organisms. They were not expected to exhibit good activity (MIC value of > 128 µg/ml) against Gram-negative strains such as *E. coli*. However, in our hands, we observed no antimicrobial activity for any of the peptides against *E. coli* ATCC 25922 or *S. aureus* ATCC 29213 in cation-adjusted Mueller-Hinton broth (CaMHB). Therefore, activity was assessed using a variety of conditions, Table 6.3.

Initially, the assay was repeated using different media, to partially starve the cells, which would encourage the bacteria to take up any compounds in the media. This resulted in no activity, so peptides were solubilised in dimethyl sulphoxide (DMSO), a solvent known to increase membrane permeability so that AMPs are better able to act at the bacterial membrane. However, even upon use of DMSO, no activity was observed. Similarly, addition of 0.1% TWEEN to help permeabilise...
Table 6.2: Bacaucin-1 derivatives screened to assess biological activity, and their expected MIC values against *S. aureus* ATCC 29213 in CaMHB.

<table>
<thead>
<tr>
<th>Peptide</th>
<th>Notes</th>
<th>Expected MIC (µg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELLSRVD</td>
<td>Bacaucin-1, Liu et al.\textsuperscript{151}</td>
<td>4</td>
</tr>
<tr>
<td>ALLSRVD</td>
<td>Bacaucin-1a, Liu et al.\textsuperscript{150}</td>
<td>2</td>
</tr>
<tr>
<td>ALLARVD</td>
<td>No published activity</td>
<td>N/A</td>
</tr>
<tr>
<td>GLLSRVD</td>
<td>No published activity</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 6.3: Conditions screened to assess antimicrobial activity of bacaucin-1 and bacaucin-1a. Under no conditions were MICs observed.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>M9 minimal media (supplemented with maltose)</td>
<td>Semi-starvation, to force bacteria to take up compounds in media</td>
</tr>
<tr>
<td>(\frac{1}{2}) strength peptone water (supplemented with lactose)</td>
<td>Semi-starvation, to force bacteria to take up compounds in media</td>
</tr>
<tr>
<td>Peptides dissolved in DMSO</td>
<td>Increases membrane permeability</td>
</tr>
<tr>
<td>Tween added to well</td>
<td>Detergent helps solubilise cell membrane</td>
</tr>
<tr>
<td>(\Delta)TolC <em>E. coli</em></td>
<td>Bacteria is missing an outer membrane channel protein and has a ‘leaky’ cell membrane</td>
</tr>
</tbody>
</table>

the bacterial membrane did not result in any observable activity. Finally, although the published sequences did not exhibit activity against Gram-negative bacteria, we also screened the peptides against a TolC-deficient strain of *E. coli*. TolC is an outer membrane efflux protein important in the export of small molecules across the outer membrane of Gram-negative bacteria,\textsuperscript{203} so bacteria lacking this protein have a ‘leaky’ outer membrane. Along with partial starvation conditions, the lack of a TolC protein makes *E. coli* very vulnerable to antimicrobial compounds. Even in these extreme conditions, we did not observe any reduction in growth compared to untreated controls.

Low AMP concentration, resulting in a lack of activity, can be caused by poor peptide solubility. In order to confirm that the lack of activity observed was not due to low peptide concentration in our solutions, we used 1D proton NMR experiments, comparing the peak volume to those in 10 mM L-arginine, which was used as an external standard (see Appendices). This revealed the concentration of the peptide stock solution to be lower than expected at \(\sim\)3 mM; however this concentration should still be sufficient to observe antimicrobial activity. We also assessed the amino acid sequence using 2D \(^1\)H-\(^1\)H TOCSY and ROESY spectra. Due to the size of the molecule, no NOEs were observed, but ROEs enabled us to perform a backbone walk and confirm that the peptide sequence was in the correct order. We then contacted Dr Zhu, who in a private correspondence to us confirmed that the authors of the previous work\textsuperscript{150,151} were unable to replicate the
published activity of bacaucin-1 and bacaucin-1a in separate synthetic lots of the peptide.

### 6.2.2 Screening of a Panel of Short Antimicrobial Peptides

A panel of five additional peptides, reported to have antimicrobial activity, were selected following literature searches to screen against *E. coli* ATCC 25922 and *S. aureus* ATCC 29213 (Table 6.4). The selection criteria were that each peptide must be no more than seven amino acids in length (as sequences longer than this are substantially easier to cyclise using conventional methods\(^{49,50}\)) and must contain an alanine or a glycine residue (to allow for azetidine modification). Three of the peptides were expected to exhibit activity against Gram-negative bacteria, and all five were expected to exhibit activity against Gram-positive bacteria. For two of the peptides (RRW and GLL), the mechanism of action has not been previously described,\(^{152,153}\) while KNK, ALL and KVF were all expected to act at the bacterial membrane and induce lysis.\(^{154–156}\)

Table 6.4: Subsequent panel of five AMPs, with notes on published activity and references. Abbreviations in brackets are used throughout Chapter 6.

<table>
<thead>
<tr>
<th>Peptide sequence</th>
<th>Activity against</th>
<th>Reference</th>
</tr>
</thead>
</table>
| Ac-RRWWCA-NH\(_2\) (RRW) | *S. aureus*  
*E. coli*  
*S. sanguinis*  
*P. aeruginosa*  
*C. albicans* | Blondelle et al.\(^{152}\) |
| GLLKRIK-NH\(_2\) (GLL) | *S. aureus* ATCC 25923  
*E. coli* ATCC 25922 | Ifrah et al.\(^{153}\) |
| KNKGWWW (KNK)        | *S. aureus* ATCC 29213  
*E. coli* ATCC 25922 | Pasupuleti et al.\(^{154}\) |
| ALLRL (ALL)          | Gram+ bacteria                  | Otsuka et al.\(^{155}\) |
| KVFLGLKL (KVF)       | *S. aureus* ATCC 25923  
*S. typhimurium*  
*P. aeruginosa*  
*S. dysenteriae*  
*B. subtilis*  
*S. pneumoniae* | Xiao et al.\(^{156}\) |

However, none of the peptides screened demonstrated activity against *E. coli* ATCC 25922 and *S. aureus* ATCC 29213 in CaMHB. In order to assess whether the peptides would demonstrate activity under extreme conditions, the five peptides were screened against *E. coli* ΔTolC in minimal media. A reduction in growth was observed for three of the peptides which were expected to be active against
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Gram-negative bacteria (RRW, GLL and KNK), with MICs of 16, 256 and 128 µg/ml respectively (Table 6.5).

Table 6.5: Minimum inhibitory concentration (MIC) values for the panel of five antimicrobial peptides (AMPs) against TolC-deficient *E. coli* in minimal media.

<table>
<thead>
<tr>
<th>Peptide</th>
<th>MIC (µg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac-RRWWCA-NH₂ (RRW)</td>
<td>16</td>
</tr>
<tr>
<td>GLLKRIK-NH₂ (GLL)</td>
<td>256</td>
</tr>
<tr>
<td>KNKGWWW (KNK)</td>
<td>128</td>
</tr>
<tr>
<td>ALLRL (ALL)</td>
<td>&gt; 256</td>
</tr>
<tr>
<td>KVFLGLK (KVF)</td>
<td>&gt; 256</td>
</tr>
</tbody>
</table>

RRW showed signs of peptide aggregation at concentrations of > 64 µg/ml. As this peptide contained a cysteine residue, it seems likely that disulphide bond formation was occurring at high peptide concentrations. In their previous work with this peptide, Blondelle et al. added 1.25 mM dithiothreitol (DTT) to each well prior to addition of bacterial suspension in order to prevent disulphide bond formation, therefore moving forward RRW was screened in the presence and absence of DTT.

Following observation of activity in *E. coli* ΔTolC, we then aimed to elicit a response to these peptides against more clinically relevant strains. We screened the peptides against *E. coli* ATCC 25922 and *S. aureus* ATCC 29213 in minimal media, and added a small amount of sterile DMSO (< 2.5% and < 5% for each strain respectively) to help AMP uptake by the cells. DMSO is toxic to *E. coli* ATCC 25922 and *S. aureus* ATCC 29213 at ∼6% and ∼12.5% respectively, so these lower concentrations help permeabilise the bacterial membrane without directly killing the cells. For all experiments using DMSO, an additional positive growth control was used to ensure that the DMSO was not affecting the bacterial growth.

Under these conditions, no growth was observed after 48 hours for *S. aureus*, even in the positive growth controls. Addition of a small amount of GC media, a nutrient-rich media used to cultivate *Neisseria gonorrhoeae*, added after 24 hours resulted in visible reduction of growth compared to controls for carbenicillin, RRW and RRW + 1 mM DTT (MICs of 8, 256 and 256 µg/ml respectively). No other peptides demonstrated activity under these conditions, and addition of GC media at the start of the assay resulted in no reduction of growth for any of the peptides. The control antibiotic carbenicillin did result in a reduction of growth with an MIC of 16 µg/ml.

However, these conditions appeared to be suitable for observing a reduction of growth after 18–20 hours in *E. coli* ATCC 25922. MICs were observed for carbenicillin and RRW (in the presence and absence of DTT). DTT drastically
increased the activity of RRW, to the extent that no growth was observed even at peptide concentrations of less than 0.5 $\mu$g/ml. In order to confirm that DTT was not inhibiting growth alone, the concentration of DTT was reduced down to 0.25 mM (substantially lower than the 1.25 mM used by Blondelle et al.\textsuperscript{152}), and it was also used without the presence of any AMP as a growth control. Additionally, the plate was incubated at 37 °C for a further 24 hours, and the wells containing RRW + DTT exhibited normal growth.

Therefore, for the three sequences which were expected to show activity against Gram-negative bacteria (RRW, GLL and KNK), some activity was observed, albeit at much higher concentrations and under more extreme conditions than expected. No activity was observed under any of the conditions tested for the other two peptides (ALL and KVF), which were expected to demonstrate some antimicrobial activity against Gram-positive bacteria. One peptide (RRW) demonstrated activity against both \textit{E. coli} and \textit{S. aureus} under specific conditions. For this peptide, activity was previously reported as an IC50 value (35–40 and 21–23 $\mu$g/ml for \textit{S. aureus} ATCC 29213 and \textit{E. coli} ATCC 25922 respectively). IC50 values cannot be directly compared to MIC values, as IC50 reports the concentration required to inhibit a biological process by 50%, while MIC reports the lowest concentration required to inhibit the visible growth of bacteria.

### 6.2.3 Biological Activity of RRW Derivatives

As RRW, a hexapeptide derived from synthetic combinatorial libraries,\textsuperscript{152} was the most promising candidate, a series of derivatives were prepared (Table 6.6). These included a cyclic variant of the original sequence (for which activity has not been previously reported), and cyclic and linear variants in which the cysteine residue was replaced with a glycine. Since disulphide bonds appear to have a negative effect on the activity of the parent sequence (as addition of DTT improves activity), we hypothesised that changing this residue to a glycine would not have a drastic effect on the antimicrobial activity, and additionally would provide a site for azetidine modification. Two azetidine-modified variants were also prepared (one cyclic and one linear). The linear azetidine-modified variant, RWWG$_{az}$AR, does not have the exact same sequence from N- to C-terminus as the parent peptide RRW due to challenges in incorporating an azetidine-modified residue near a terminus (azetidine-facilitated cyclisation has been shown to be most effective when the modification is in the centre of the sequence\textsuperscript{41}). For this reason, it was not possible to directly compare behaviour of RWWG$_{az}$AR to the original sequence of Ac-RRWWCA-NH$_2$, but it can be compared to the cyclic peptide cRRWWG$_{az}$A.
Table 6.6: Derivatives of RRW used to assess the effect of azetidine modification and/or cyclisation.

<table>
<thead>
<tr>
<th>Peptide</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac-RRWWCA-NH₂</td>
<td>Original sequence</td>
</tr>
<tr>
<td>cRRWWCA</td>
<td>Cyclised variant of original sequence</td>
</tr>
<tr>
<td>Ac-RRWWGA-NH₂</td>
<td>Cysteine replaced with glycine</td>
</tr>
<tr>
<td>cRRWWGA</td>
<td>Cyclised variant, contains glycine</td>
</tr>
<tr>
<td>cRRWWGₐz₁₃₅A</td>
<td>Cyclised azetidine-modified peptide</td>
</tr>
<tr>
<td>RWWGₐz₁₃₅A</td>
<td>Azetidine-modified variant, sequence in different order due to challenges with preparation</td>
</tr>
</tbody>
</table>

6.2.3.1 Cyclisation Affects Antimicrobial Activity

Insertion of molecules into the lipid bilayer requires overcoming entropic and enthalpic energy barriers associated with a loss in conformational freedom. Therefore cyclisation can enhance the ability for AMPs to act at the membrane by restricting the flexibility of the molecule and reducing the depth of the entropic barrier.

In the past, cyclisation has been shown to increase antimicrobial activity in several cases. Dathe and colleagues showed that the sequence Ac-RRWWRF-NH₂ demonstrates poor activity against \( E. coli \), while the cyclic analogue cRRWWRF is much more potent. Mika and co-workers showed using in vitro assays and MD simulations that the cyclic peptide BPC194 more readily disrupts membranes than its linear counterparts, and demonstrates higher antimicrobial activity in vivo.

Similarly, MD simulation work by Cirac et al. suggests that cyclic peptides may embed into the membrane bilayer more deeply, forming toroidal pores whilst their linear counterparts remain at the surface.

Here, we tested the effect of macrocyclisation on the biological activity of Ac-RRWWCA-NH₂. We compared the inhibition of growth of \( E. coli \) ATCC 25922 following treatment with Ac-RRWWCA-NH₂ and cRRWWCA in the presence and absence of DTT (Fig. 6.2; Table 6.7). In the absence of DTT, we observed a two-fold increase in the MIC of the linear peptide Ac-RRWWCA-NH₂ (MIC 128 µg/ml) compared to the cyclic variant cRRWWCA (64 µg/ml), which is in agreement with predictions based on the studies above.

However, in the presence of DTT this trend was lost. Addition of DTT to the linear sequence drastically increases activity (MIC of < 1 µg/ml compared to 128 µg/ml without DTT). Interestingly, the effect of DTT on the cyclic peptide was not consistent between repeats. Initially, addition of DTT increased the MIC (i.e. decreased activity) from 64 µg/ml to 256 µg/ml. On subsequent repeats, there was no visible bacterial growth after 24 hours in wells containing DTT at peptide concentrations of > 64 µg/ml and < 32 µg/ml, although there was high well turbid-
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Figure 6.2: Schematic representation of bacterial growth after 18–20 hours at 37 °C. Control wells are omitted for clarity. Orange cells indicate visible bacterial growth, yellow represents medium turbidity (possible bacterial growth) and white represents no growth. MIC values are indicated with text. Bold indicates 3 separate biological repeats where the results are consistent across all repeats (cRRWWCA + DTT repeats are shown separately).

Table 6.7: Minimum inhibitory concentration (MIC) values for the RRW derivatives against E. coli ATCC 25922 in minimal media. Rows containing DTT do not have a real MIC value associated with them, (*) indicates partial turbidity in wells at a lower concentration. n = 3 biological repeats.

<table>
<thead>
<tr>
<th>Compound</th>
<th>MIC (µg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbenicillin</td>
<td>4</td>
</tr>
<tr>
<td>Ac-RRWWCA-NH₂</td>
<td>128</td>
</tr>
<tr>
<td>Ac-RRWWCA-NH₂ + DTT</td>
<td>&lt; 0.5</td>
</tr>
<tr>
<td>cRRWWCA</td>
<td>64</td>
</tr>
<tr>
<td>cRRWWCA + DTT (1)</td>
<td>64</td>
</tr>
<tr>
<td>cRRWWCA + DTT (2)</td>
<td>128</td>
</tr>
<tr>
<td>cRRWWCA + DTT (3)</td>
<td>128</td>
</tr>
<tr>
<td>cRRWWCA + DTT</td>
<td>256–128*</td>
</tr>
</tbody>
</table>
ity (potentially indicating growth) at concentrations of $\sim 64 \mu g/ml$. Comparison of preparative and analytical high performance liquid chromatography (HPLC) chromatograms indicated that this compound appeared to be changing over time, potentially through self-association. Samples were kept at -20 °C between use to minimise any degradation, but this was clearly not sufficient to prevent cRR-WWCA changing in a way that affected its activity in the presence of DTT.

6.2.3.2 Azetidine Modification Increases Antimicrobial Activity

We then assessed the impact of substituting the cysteine with a glycine residue (Fig. 6.3; Table 6.8), expecting Ac-RRWWGA-NH$_2$ to retain much of the activity of the parent peptide, since the capability of the parent peptide to form disulphide bonds appeared to be detrimental to its activity. Surprisingly, activity was lost upon substitution of cysteine to glycine (MIC of $> 256 \mu g/ml$, compared to $64 \mu g/ml$ for parent). Unlike the parent peptide RRW, where cyclisation altered the antimicrobial activity, cRRWWGA did not demonstrate improved activity compared to its linear counterpart. Therefore, it appears that the cysteine in Ac-RRWWCA-NH$_2$ is important for its antimicrobial activity. Previous work by Chen and co-workers showed that the presence of C-terminal cysteines can enhance antimicrobial activity.$^{206}$ Many antimicrobial peptides are rich in cysteine residues, although these sequences are typically much larger (40–100 amino acids in length).$^{207}$ In cysteine-rich peptides, disulphide bonds have been reported to promote antimicrobial activity and increase tolerance to high temperatures.$^{208}$

Despite the lack of activity observed in the glycine-containing peptides, we assessed the effect of azetidine modification on these sequences (Fig. 6.3; Table 6.8). Intriguingly, azetidine modification of cRRWWGA (cRRWWGA$_{az}$A) recovered observable antimicrobial activity against *E. coli* ATCC 25922 (MIC of 128 $\mu g/ml$), despite the unmodified sequence demonstrating no activity. This suggests that the polarity of the residue in this position of the chain is important for antimicrobial activity. Similarly, RWWGA$_{az}$AR demonstrated improved activity, and is more potent than all other peptides screened in the absence of DTT, with an MIC of 32 $\mu g/ml$, although it is unclear to what extent this activity is due to the azetidine modification, as an unmodified variant of this sequence was not screened.

6.2.3.3 Azetidine-Modified Antimicrobial Peptides are Bacteriostatic

No data on bactericidal activity has previously been reported for any of the RRW derivatives (including the parent sequence). We performed a minimum bactericidal concentration (MBC) assay to assess the activity of the RRW derivatives against *E. coli* ATCC 25922 (Fig. 6.4; Table 6.9). This assay involves adding solutions
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Figure 6.3: Schematic representation of bacterial growth after 18–20 hours at 37 °C. Control wells are omitted for clarity. Orange cells indicate visible bacterial growth and white represents no growth. MIC values are indicated with text. Bold indicates 3 separate biological repeats where the results are consistent across all repeats.

Table 6.8: Minimum inhibitory concentration (MIC) values for the glycine-substituted RRW derivatives against E. coli ATCC 25922 in minimal media.

<table>
<thead>
<tr>
<th>Compound</th>
<th>MIC (µg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbenicillin</td>
<td>4</td>
</tr>
<tr>
<td>Ac-RRWWGA-NH₂</td>
<td>&gt; 256</td>
</tr>
<tr>
<td>cRRWWGA</td>
<td>&gt; 256</td>
</tr>
<tr>
<td>RWGW₉AR</td>
<td>32</td>
</tr>
<tr>
<td>cRRWWG₉₉A</td>
<td>128</td>
</tr>
</tbody>
</table>
6.2. RESULTS AND DISCUSSION

Figure 6.4: Minimum bactericidal concentration (MBC) assay. Solutions containing bacterial inoculum and compounds at concentrations equal to or higher than the MIC were taken from the MIC 96-well plate and added dropwise onto an agar plate. The MBC is equal to the lowest concentration where no growth is observed. Purple boxes indicate no solution was added (as these concentrations were lower than the MIC).

Table 6.9: Minimum bactericidal concentration (MBC) values for the RRW derivatives against *E. coli* ATCC 25922.

<table>
<thead>
<tr>
<th>Compound</th>
<th>MBC (µg/ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ac-RRWWCA-NH₂</td>
<td>&gt; 256</td>
</tr>
<tr>
<td>Ac-RRWWCA-NH₂ + DTT</td>
<td>&gt; 256</td>
</tr>
<tr>
<td>cRRWWCA</td>
<td>128</td>
</tr>
<tr>
<td>cRRWWCA + DTT</td>
<td>256</td>
</tr>
<tr>
<td>RRWWG₉₋₉AR</td>
<td>&gt; 256</td>
</tr>
<tr>
<td>cRRWWG₉₋₉A</td>
<td>&gt; 256</td>
</tr>
</tbody>
</table>

The parent sequence demonstrates poor bactericidal activity both with and without DTT (MBC of > 256 µg/ml), while the cyclic variant cRRWWCA has
improved bactericidal activity under both conditions (MBC values of 128 and 256 µg/ml in the absence and presence of DTT respectively). The peptide cRRWWCA would be considered bactericidal (i.e. kills bacteria), as the ratio of MBC to MIC is less than 4.²⁰⁹ Both azetidine-modified peptides have low bactericidal activity (MBC of > 256 µg/ml for both). Small molecule azetidine derivatives have previously been shown to exert promising antimicrobial activities,²¹⁰,²¹¹ but the mechanisms by which azetidine increases antimicrobial activity of a compound remains unclear. Based on the MIC and MBC assays, these azetidine-modified peptides appear to be bacteriostatic (i.e. prevent bacterial growth by keeping them in the stationary phase) rather than bactericidal (i.e. killing the bacteria). However, bactericidal agents are not necessarily superior to bacteriostatic agents. Potentially adverse clinical consequences can result from the rapid lytic action of bactericidal antimicrobials,²¹²,²¹³ such as endotoxin surge in the cerebrospinal fluid of infants with Gram-negative meningitis following treatment.²¹⁴,²¹⁵ Bacteriostatic agents are also able to inhibit protein synthesis in slow-growing bacteria not affected by bactericidal β-lactams. In fact, bacteriostatic antimicrobials (e.g. chloramphenicol, clindamycin and linezolid) have been successfully used to treat infections that are often considered to require bactericidal activity such as meningitis, endocarditis, and osteomyelitis.²⁰⁹

Although the mechanism of action for the parent sequence has not been elucidated, one might hypothesis that it would act at the bacterial membrane, considering the high content of Trp and Arg residues. These residues are vital for establishing strong interactions with the membrane.⁸⁶,⁸⁷,¹⁵² However, targeting the membrane often results cell death, and the parent sequence demonstrates bacteriostatic rather than bactericidal activity, suggesting that it may have an intracellular target instead.

Although cysteine residues have been implicated in the targeting and uptake of cell-penetrating peptides,²¹⁶ cysteine-containing peptides have also been reported to target intracellular processes, such as inhibiting proteases.²¹⁷ Additionally, the parent peptide did not demonstrate any activity except against cells with weakened membranes (either against E. coli ΔTolC or in the presence of DMSO), suggesting that the membrane must be ‘leaky’ in order for this peptide to exert its activity inside the cell. Substituting the cysteine residue to an azetidine-modified glycine removes the capability to form disulphide bonds but keeps the residue relatively polar, although this does not enhance its bactericidal activity, suggesting it still acts on an intracellular target.
6.2.3.4 Azetidine Modification Does Not Increase Haemolytic Activity

In order for an antimicrobial compound to be of therapeutic use, it is important that it is specific to prokaryotic strains and does not result in cytotoxicity of mammalian cells. Toxicity of antimicrobial agents can be assessed through a haemolysis assay, in which the compounds of interest are incubated with mammalian erythrocytes. No haemolysis data had previously been described for any of the RRW derivatives (including the parent sequence). We performed a haemolysis assay to assess the lytic activity of the RRW derivatives on horse red blood cells. None of the peptides demonstrated haemolytic activity even at high concentrations after 2 hours. After 24 hours, four of the peptides demonstrated some haemolytic activity at high concentrations (Table 6.10).

Table 6.10: Minimum concentrations resulting in haemolysis of horse erythrocytes after 2 and 24 hours.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Minimum concentration of haemolysis ((\mu g/ml))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 hours</td>
</tr>
<tr>
<td>Ac-RRWWCA-NH(_2)</td>
<td>(&gt; 1024)</td>
</tr>
<tr>
<td>Ac-RRWWCA-NH(_2) + DTT</td>
<td>(&gt; 1024)</td>
</tr>
<tr>
<td>cRRWWCA</td>
<td>(&gt; 1024)</td>
</tr>
<tr>
<td>cRRWWCA + DTT</td>
<td>(&gt; 1024)</td>
</tr>
<tr>
<td>Ac-RRWWGA-NH(_2)</td>
<td>(&gt; 1024)</td>
</tr>
<tr>
<td>cRRWWGA</td>
<td>(&gt; 1024)</td>
</tr>
<tr>
<td>RWWG(_{az})AR</td>
<td>(&gt; 1024)</td>
</tr>
<tr>
<td>cRWWG(_{az})A</td>
<td>(&gt; 1024)</td>
</tr>
</tbody>
</table>

The original sequence Ac-RRWWCA-NH\(_2\) does not exhibit any lytic activity against horse red blood cells even after 24 hours, in both the presence and absence of DTT. The cyclised variant, cRRWWCA, is the most lytic after 24 hours out of all the peptides screened. This peptide is also the only one which could be considered bactericidal, suggesting that it is not highly specific in its cytotoxicity. Interestingly, treatment with the peptide cRRWWGA did result in some haemolysis after 24 hours at concentrations of \(1024 \mu g/ml\), despite this peptide not demonstrating any antimicrobial activity. Similarly, both the azetidine-modified variants did cause haemolysis after 24 hours at high concentrations. Despite this, the peptide RWWG\(_{az}\)AR is of potential therapeutic use, as there is no lysis within 2 hours, and after 24 hours the concentration which results in haemolysis is still more than 20 times that required to inhibit growth of \(E. coli\) 25922. However, its ability as a potential therapeutic is limited by its relatively poor antimicrobial activity, which is lower than that of many other antimicrobial peptides. For example, variants of Lynronne-1, a 19-residue amphipathic helix first isolated from
the rumen microbiome,\textsuperscript{83} demonstrate potent antimicrobial activity (in the region of 8–1 $\mu$g/ml against ESKAPE pathogens $A$. baumanni and $S$. aureus).\textsuperscript{218}

Taken together, the data suggest that azetidine modification increases antimicrobial activity against $E$. coli 25922 without resulting in increased toxicity. These microbiological assays could be complemented with microscopy experiments or membrane lysis assays to explore the mechanism by which azetidine modification exerts this effect.

\section*{6.3 Conclusions}

The antibiotic resistance crisis is a significant threat to human health, with inappropriate use of antibiotics in healthcare and agriculture resulting in resistance to nearly all antibiotics that have been developed. AMPs represent a promising alternative to today’s antibiotics,\textsuperscript{85} particularly as they have the potential to overcome bacterial resistance.\textsuperscript{82} Like many other peptide-based drugs, linear unmodified AMPs have some limitations, such as poor resistance to proteases, and as a result peptide cyclisation and backbone modification have previously been used to overcome the disadvantageous pharmacokinetic properties of AMPs.\textsuperscript{78,80} Therefore, in order to explore the effect of cyclisation and/or azetidine modification on a peptide with documented antimicrobial activity, we used microbiological assays to screen a series of derivatives, and found that azetidine modification increases antimicrobial activity without increasing toxicity.

In order to maximise the impact of the azetidine modification, an ideal model system would contain less than seven amino acids (as sequences longer than this are substantially easier to cyclise),\textsuperscript{49,50} and would contain a glycine or alanine residue to allow for modification. Initially, we selected bacaucin-1 and bacaucin-1a as these peptides were previously reported to demonstrate excellent antimicrobial activity against MRSA,\textsuperscript{150,151} a common cause of nosocomial infection. However, we were unable to observe any antimicrobial activity for these peptides across a variety of conditions and bacterial strains. Instead, we screened a further five AMPs, and were able to elicit activity for three under extreme conditions. The most promising candidate, RRW, was selected for further screening, and a series of derivatives were prepared.

A cyclic derivative of RRW demonstrated increased activity compared to its linear counterpart, in line with previous observations that cyclisation often increases the antimicrobial activity of AMPs.\textsuperscript{80,90,91,159} Substitution of cysteine to glycine resulted in the complete loss of activity for both linear and cyclic peptides, but this activity was restored following azetidine modification on the glycine residue. The
azetidine-modified AMPs demonstrated bacteriostatic activity rather than bactericidal activity, which is not necessary disadvantageous, as many diseases can be successfully treated with bacteriostatic agents.\textsuperscript{209} Importantly, although azetidine modification restored antimicrobial activity compared to cRRWWGA (which demonstrated a complete loss of activity following substitution from cysteine to glycine), it did not result in increased haemolysis, which is important for a peptide with therapeutic implications.

Considering the high content of Trp and Arg residues in these sequences, we might expect the peptides to act at the bacterial membrane, as these residues are important in establishing strong initial interactions between the peptide and the negatively charged phospholipids of the bacterial membrane.\textsuperscript{86,87,152} However, AMPs that are membrane-active are often bactericidal, as lysis of the membrane results in cell death. Traditionally AMPs are studied in the context of their ability to kill bacteria by disrupting the membrane,\textsuperscript{219} but in reality AMPs are a widely variable group of peptides with a variety of complex mechanisms of action. In fact, AMPs have been implicated in the inhibition of DNA, RNA and protein synthesis, activation of autolysins (bacterial enzymes which break down peptidoglycan), and inhibition of enzymatic activity, amongst others cellular processes.\textsuperscript{220}

Therefore, it is possible that these peptides do not act at the membrane and instead are involved in inhibiting bacterial growth by altering intracellular processes. This may explain why DMSO was necessary to elicit a response for the original sequence Ac-RRWWCA-NH\textsubscript{2}, as the peptide was unable to exert its antimicrobial effect without increasing the permeability of the bacterial membrane. Of course, this has real-world implications and makes this peptide unlikely to be suitable as a therapeutic. Mechanisms of action of AMPs which do not act at the membrane can be explored using a variety of techniques, including gel electrophoresis to assess any interaction with DNA or RNA or co-precipitation assays to monitor interaction with nucleotides and proteins.\textsuperscript{219}

Together, the work presented in this chapter shows that it is possible to produce azetidine-modified peptides that demonstrate antimicrobial activity, even if the activity is relatively poor and requires non-traditional conditions. Further work to optimise the conditions required to elicit an antimicrobial response, as well as studies to explore the mechanism of action of these peptides, could help explain how azetidine modification increases antimicrobial activity (without increasing toxicity), and this may be beneficial in the future design of modified antimicrobial peptides for therapeutic use.
Chapter 7

Conclusions and Further Work

7.1 Recap of Project Background and Aims

From the 1960s to the turn of the millennium peptides were often considered the drugs of the future.\textsuperscript{24} Peptide-based drugs have the potential to combine the advantages of traditional small molecule drugs (such as oral bioavailability) with those of larger biologics (such as low toxicity).\textsuperscript{16} However, naturally-occurring peptides generally have some challenges associated with their use as therapeutics: they are readily degraded by proteases, have poor membrane permeability and may have poor solubility. As a result, interest has shifted from naturally-occurring peptides towards modified peptides, peptidomimetics and cyclic peptide-based molecules.\textsuperscript{14} Cyclic peptides are particularly promising as therapeutics, but they can be challenging to chemically synthesise, especially where the peptide is small and does not contain a turn-inducing element.\textsuperscript{49,50}

Oxetane has previously been used as an isosteric replacement for carbonyl groups in medicinal chemistry, as the hydrogen bonding capabilities and lone pair electron arrangement are similar between the two chemical groups.\textsuperscript{53} For example, Carreira and colleagues performed carbonyl to oxetane substitution on the drugs thalidomide and lenalidomide. Modification of thalidomide with an oxetane heterocycle blocks the \textit{in vivo} racemisation, which could prevent the teratogenic effects of the (−)-\textit{S} enantiomer.\textsuperscript{60}

Recently, Shipman and colleagues developed oxetane-modified peptidomimetics, and demonstrated that the termini of the modified peptides were closer together more frequently, suggesting that oxetane modification may assist in the preparation of cyclic peptide-based molecules.\textsuperscript{7} Much of the work presented here involved these oxetane-modified peptides, but the effect of azetidine modification on small peptides was also discussed. Like oxetane, azetidine is a four-membered heterocycle, but with an NH in place of the oxygen. Azetidines have similarly
been used in medicinal chemistry since the 1970s to enhance the pharmacokinetic properties of small molecule drugs, and more recently have been attracting attention due to their ability to be selectively functionalised. Additionally, the azetidine ring is much more stable than oxetane under the acidic conditions required to remove protecting groups from certain amino acid sidechains such as arginine.

This study aimed to characterise the effect of oxetane and azetidine modification on small peptides using a combination of biophysical, microbiological and computational techniques. In order to achieve this aim, the study was divided into three smaller objectives:

- Characterise the impact of oxetane modification on small peptides (cyclic and linear) using a combination of biophysical and computational techniques.
- Characterise the impact of oxetane modification on longer peptides with α-helical content (an important motif in biology), using a predominantly computational approach.
- Assess changes in antimicrobial activity following cyclisation and/or azetidine modification for a model sequence with known biological activity.

### 7.2 Key Findings

In this work, we have demonstrated that oxetane modification of a pentapeptide LAGAY induces formation of a turn, as evidenced by the presence of medium-range NOEs which are absent in the unmodified parent peptide. This was the first experimental evidence to suggest that oxetane modification induces a turn in linear peptides. MD simulations with NMR-derived restraints for both LAGAY-OMe and LAG\textsubscript{ox}AY-OMe suggest that LAG\textsubscript{ox}AY-OMe is much more flexible than the unmodified peptide, spending over 10% of its time in a conformation where the termini are within 5 Å. This is in good agreement with previous work by Powell et al., in which oxetane-modified tripeptides were more flexible than their unmodified counterparts. This also agrees with experimental evidence showing that oxetane-modified peptides have an increased yield of macrocyclisation. A similar effect was observed in the same sequence following azetidine modification, and 2D NMR techniques reveal a similar pattern of medium-range NOEs. It was not possible to perform the corresponding MD simulations of this system as CHARMM-compatible force field parameters for the azetidine modification have not been developed at the time of writing.
The effect of oxetane modification on a cyclic pentapeptide cLAGAY was also assessed. CD spectroscopy revealed clear structural differences between modified and unmodified peptides, which were further probed using NMR techniques. There were notable differences in the NOE patterns between the parent and oxetane-modified cyclic peptides. MD simulations with NMR-derived restraints suggest that oxetane rigidified this peptide via the formation of an additional intramolecular hydrogen bond; however this effect may be sequence-specific. These simulations also that highlighted some improvements could be made to the force field parameters for oxetane, as there was a significant restraint violation in the cyclic modified peptide.

It is important to characterise the effect of any backbone modification on secondary structural motifs, which have vital roles in a multitude of biological processes. In this work, we explored the impact of oxetane modification on well-characterised helical peptides. CD spectra showed that there was a drastic reduction in helicity following oxetane modification, which was most pronounced when the modification was towards the middle of the sequence. NMR data also revealed chemical shift changes in a modified peptide that corresponded with a loss of helicity compared to the unmodified parent.

Steered MD (SMD) was used to gain insights into the molecular determinants for the reduction in helicity. SMD can also provide insight into which regions of the peptide are unwind more readily, which cannot be obtained using techniques such as CD. Changes to the dihedral angles and hydrogen bonding patterns in proximity to the modification were observed, and this disruption to the helical structure was shown to reduce the work needed to unwind the helices. Unwinding the peptides using SMD subjects the peptides to forces that do not occur under normal circumstances, therefore it is vital to validate any results by comparing to experimental data. These simulations did not include any NMR-derived restraints, so it is remarkable how well the results from the SMD match the trend of global helicity observed using CD.

Although one might consider a carbonyl to an oxetane substitution a relatively conservative modification, this work demonstrates that any impact on dihedral angles and hydrogen bonding must be considered when modifying a helical structure. Together the data suggest that oxetane is not a useful modification for stabilising helical structures, but instead may be better suited in other structures where they may stabilise or mimic β-turn structural motifs. Interestingly, oxetane-modified glycine is less disruptive to a helical peptide than oxetane-modified alanine, likely because under normal conditions alanine is considered stabilising to helices whilst glycine is disruptive. Oxetane modification appears to disrupt alanine’s ability to stabilise helices and, to a lesser degree, glycine’s ability to disrupt them.
The effect of azetidine modification on an AMP was also explored. Due to the relative instability of the oxetane ring under acidic conditions, it was not possible to prepare the equivalent oxetane-modified AMP. Initially, bacacuin-1 and bacacuin-1a were selected as model systems, but we were unable to reproduce the published biological activity for these peptides, and the authors of the original publications could not reproduce their published data either. Instead, a panel of five AMPs with published activity were screened against \( E. \ coli \) and \( S. \ aureus \). The most promising target, Ac-RRWWCA-NH\_2, was selected for modification and/or cyclisation. Firstly, the cysteine residue was modified to a glycine, which rendered the peptide inactive, even following cyclisation. However, azetidine modification on the glycine restored antimicrobial activity against \( E. \ coli \), without increasing the haemolytic activity against mammalian erythrocytes. Cyclisation of Ac-RRWWCA-NH\_2 enhanced the antimicrobial activity of the peptide, in line with previous work which demonstrated that cyclisation often increases the activity of AMPs. Unexpectedly, the linear azetidine-modified AMP demonstrated higher biological activity compared to the cyclic azetidine-modified variant, with improved activity compared to the original sequence of Ac-RRWWCA-NH\_2. This activity is bacteriostatic rather than bactericidal, suggesting that the AMPs act on an intracellular target, rather than at the bacterial membrane.

Together, the work presented here shows that oxetane is a useful modification in the development of cyclic peptidomimetics, due to its turn-inducing effect. However, this same effect renders it unsuitable for use in helical motifs. Oxetane modification remains limited by the residues at which the modification can be incorporated, as well as its relative instability under acidic conditions (it is prone to ring-opening). Azetidines are much more stable under the acidic conditions required to remove sidechain protecting groups, and as a result azetidine modification remains a promising area moving forward. In addition, azetidines have the ability to be selectively functionalised. This work shows that it is possible to restore activity of an AMP through azetidine modification. Overall, the results shown here may help direct future design of chemically modified peptides.

7.3 Future Work

The effect of oxetane and azetidine modification of small peptides has begun to be explored, but there are many areas that can continue to be investigated.

In Chapter 4, the impact of oxetane modification on a cyclic pentapeptide was explored. We noted some changes in the amide region of the \(^1\text{H}\) NMR spectra following dilution for both cLAGAY and cLAG_{ox}AY. Such chemical shift pertur-
bations could be indicative of intermolecular interactions such as oligomerisation. This should be further investigated, although this is likely to be challenging due to the small size of these peptides. Mass spectrometry may be able to provide information about their oligomeric state. Cyclic peptides have previously been described to self-assemble into hollow nanotubes, although this appears to occur predominantly in sequences with β- or γ-amino acids, or alternating L- and D-α-amino acids.\textsuperscript{221–224} As the sequences we studied contained only L-α-amino acids, it is unclear whether they would be capable of such large-scale self-assembly.

The effect of oxetane modification on a well-characterised α-helical structure was assessed using steered MD (Chapter 5). This work could be complemented with a similar study comparing oxetane-modified and parent β-sheet structures. Indeed, preliminary work by Kitchner suggests that oxetane modification at the turn of a β-hairpin may have a stabilising effect, while modification on the strand of the hairpin destabilises the structure.\textsuperscript{225} Understanding the effect of oxetane modification on secondary structure motifs has important implications in the future design of peptide-based therapeutics.

In this work, we assessed the impact of azetidine modification on antimicrobial activity (Chapter 6). It would be valuable to characterise how azetidine modification changes the structure of small peptides. However, it was not possible to generate MD structures of azetidine-modified peptides for this study as at the time of writing the force field parameters to correctly represent this chemistry do not exist. Therefore, parameterisation would allow for molecular modelling techniques to be applied to azetidine-modified peptides in a manner similar to the oxetane-modified peptides. Some structural information surrounding the azetidine modification is known: as described in this work, azetidine-modified LAGAY demonstrates NOEs indicative of turn formation, and Saunders\textsuperscript{41} was able to produce a crystal structure of a cyclic tetrapeptide cVG\textsubscript{az}(COCH\textsubscript{2}N\textsubscript{3})LW(Boc) (Fig. 7.1). Unfortunately, it was not possible to obtain crystal structures of the unmodified tetrapeptide; therefore it would be valuable to obtain solution structures of both the unmodified and modified structures using NMR.

Comparison of the crystal structure of cVG\textsubscript{az}(COCH\textsubscript{2}N\textsubscript{3})LW(Boc) to the MD structures of cLAG\textsubscript{ox}AY reveals key differences between azetidine and oxetane modification. For example, the $\omega$ angle of cLAG\textsubscript{ox}AY is 69.49°, whilst the $\omega$ angle of cVG\textsubscript{az}(COCH\textsubscript{2}N\textsubscript{3})LW(Boc) is 158.72°, much closer to the expected angle for a trans amide bond.\textsuperscript{41} However, these changes may be due to differences in the ring size—pentapeptides are less strained than tetrapeptides, allowing for more conformational flexibility surrounding the oxetane ring. The two peptides also have different amino acid sidechains. Therefore, it would be useful to generate NMR-restrained MD structures for LAG\textsubscript{az}AY-OMe and cLAG\textsubscript{az}AY, which could
be directly compared to the unmodified parent and to oxetane-modified LAGAY.

There is also the scope to investigate the effect of cysteine in the antimicrobial sequence Ac-RRWWCA-NH$_2$, and the mechanism of action by which this peptide exerts its antimicrobial activity. In particular, the inconsistency of the activity of cRRWWCA between repeats following addition of DTT could be explored further. This compound appears to be changing over time, as there were differences between the preparative and analytical HPLC. Heteronuclear NMR techniques can be used to determine the redox state of cysteine residues, by using the $^{13}$C/β chemical shift data as a sensitive measure, so this could provide some insight into whether the peptide is forming intermolecular disulphide bonds in the absence of DTT.

Small molecule azetidine derivatives have previously been demonstrated to exert promising antimicrobial activities, but the mechanisms by which azetidine increases antimicrobial activity of a compound remains unclear. It would therefore be prudent to explore the mechanism by which azetidine-modified AMPs act upon bacteria using techniques such as scanning electron microscopy (SEM). SEM has previously been used to monitor changes in cell morphology following treatment with AMPs. Additionally, it would be useful to screen the unmodified sequence RWWGAR, as this could be directly compared to the azetidine-modified sequence which demonstrated the most activity, RWWG$_{as}$AR.

Perhaps the most significant area that can be improved upon for the development of peptide-based therapeutics is the limited residues which can be modified with oxetane or azetidine (the synthetic chemistry techniques used are currently limited to glycine or alanine modifications). This was a major limitation when selecting a sequence to screen for antimicrobial activity, as the selected sequence
ideally needed to contain a glycine or alanine (or a residue that could be replaced with one of these residues), and needed to be less than seven amino acids in length, as sequences longer than this are significantly easier to cyclise using conventional methods,\textsuperscript{49,50} thus the azetidine modification is less advantageous. By increasing the number of amino acids that can be modified with oxetanes or azetidines, the scope would be drastically increased. For example, many antimicrobial peptides are highly cationic, often containing predominantly arginine and tryptophan residues, with very few aliphatic residues. If tryptophan or arginine residues were able to be oxetane- or azetidine-modified, it would be possible to study the antimicrobial activity of a more conventional AMP with and without a modification.
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Appendices

Script 7.1: Python 3 script to calculate area under curve (work done) via trapezium rule for force extension curves produced by steered molecular dynamics simulations.

```python
from os import sys

delta = 0.000025

fil = file(sys.argv[1], 'r').readlines()
for i in range(0, len(fil)-1,2):
    h1 = float(fil[i].split()[1])
    h2 = float(fil[i+1].split()[1])
    area = delta*(h1+h2)/2.0
    total_area += area
print 'Total area under curve ', total_area
```