I. INTRODUCTION

Atom-scale magnetic moments spontaneously order into magnetic structures of increasing complexity, ranging from simple collinear ferromagnetic and antiferromagnetic arrangements to magnetic skyrmions \([1,2]\) and complex noncollinear helimagnets \([3,4]\), with several recent discoveries \([5–9]\). These noncollinear magnetic structures can host unique physical phenomena, such as the topological Hall effect \([10,11]\), and are being explored for practical uses, such as nonvolatile memory \([12]\), caloric cooling \([13,14]\), and neuromorphic computing \([15]\). Understanding and predicting the properties of complex magnetic phases has thus both fundamental appeal and huge potential for technological developments.

The family of B20-type compounds \([1,16,17]\) is a canonical example of a rich magnetic phase diagram arising from the balance between the chiral Dzyaloshinskii-Moriya interaction (DMI) \([18,19]\) and ferromagnetic exchange interactions. This results in a helimagnetic ground state and the appearance of skyrmions when a magnetic field is applied close to the Néel transition temperature \(T_N\) \([1,16,20–27]\). As the DMI is much weaker than the ferromagnetic exchange, the length scales of the helimagnetic phases are large compared to the distance between the atoms \([28]\), for example \(\lambda \approx 18\) nm \([20,29]\) and \(\lambda \approx 70\) nm \([21]\) for MnSi and FeGe, respectively. This canonical picture mysteriously fails to explain MnGe, which instead of helimagnetism has a complex triple-q (3q) magnetic ground state with a much shorter period of \(\lambda = 3–6\) nm \([6,30]\). This 3q state stabilizes at all temperatures below \(T_N = 180\) K, which leads to a very different temperature-magnetic field phase diagram in which skyrmions are absent \([6,30–34]\). Lastly, there is experimental evidence for strong thermal fluctuations in MnGe for a wide range of temperatures below \(T_N\) \([35,36]\), which calls for their inclusion in any theoretical explanation of the magnetic properties.

Different experimental groups have pointed out that to understand MnGe within the canonical picture described above would require unrealistically high DMI values \([6,37]\). Instead, competing long-ranged isotropic interactions akin to the famous Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions \([38–40]\) can generate helimagnetic states with periods of a few nanometers, as found in the heavy rare earth elements \([3,41]\), with the DMI playing a secondary role. However, this explanation has not been demonstrated either experimentally or through first-principles calculations yet. In fact, the zero-temperature first-principles studies carried out so far for MnGe \([42–47]\) find the DMI to be weak and indicate that the isotropic pairwise interactions stabilize ferromagnetism, which falls back into the canonical picture of B20 magnetism and provides no explanation for the 3q state and its short period.

Here we demonstrate that the mechanism behind the magnetism of MnGe can be captured from first principles by rigorously describing the thermal fluctuations of the local magnetic moments. Pairwise interactions obtained in the paramagnetic limit are suitable quantities to robustly describe its instabilities, from which we explain the origin of the short period magnetism and the experimentally found volume-dependent magnetic properties of MnGe. Our results are illustrated by a comparison with FeGe, whose helimagnetic
state is underpinned by the DMI. We also show that a 3q state is easily stabilized if weak higher-order interactions are added to our pairwise interactions and that the critical magnetic field beyond which the ferromagnetic state becomes stable is quantitatively reproduced.

The paper is organized as follows. In Sec. II we introduce our first-principles theory of magnetism at finite temperature, which provides the Gibbs free energy of a magnetic material containing pairwise and higher order magnetic interactions. We explain how to Fourier transform the isotropic and DMI-like pairwise interactions to study the stability of wave-modulated magnetic states in the high paramagnetic temperature limit and how to minimize the free energy to obtain the magnetic properties at lower temperatures. In Sec. III we show the application of our theory to MnGe and FeGe and study the potential effect of higher than pairwise interactions on the stability of triple-q states in MnGe. Finally, in Sec. IV we present the conclusions of our work. Appendices A and B contain further information about our first-principles theory.

II. FIRST-PRINCIPLES THEORY OF THE GIBBS FREE ENERGY

We use a disordered local moment (DLM) theory [48] to efficiently describe how the electronic structure responds to thermal fluctuations of the local moments. This approach provides, for example, temperature-dependent magnetic anisotropy [49–52], magnetic phase transitions and diagrams [41,53–56], and caloric effects [57]. Our DLM theory is built upon the identification of robust local magnetic moments at certain atomic sites \( \{n\} \), with orientations prescribed by unit vectors \( \{\hat{e}_n\} \). The main tenet of our approach is the assumption of a time-scale separation between the evolution of \( \{\hat{e}_n\} \) in comparison to a rapidly adapting underlying electronic structure [48]. Following this adiabatic approximation, density functional theory (DFT) calculations constrained to different magnetic configurations \( \{\hat{e}_n\} \) can be performed to describe different states of magnetic order arising at finite temperatures. The finite-temperature magnetic state of the material is then obtained by appropriate statistical averages over sets of local moment orientations. These define the local order parameters

\[
\{m_n \equiv \langle \hat{e}_n \rangle \},
\]

which encode the temperature dependence [48,53].

In Sec. II A we first describe our theory in the high temperature paramagnetic limit, in which we also explain how to Fourier transform the magnetic interactions in multisublattice systems for the study of wave-modulated magnetic states. Section II B presents a mean-field treatment to carry out the averages over the local moment orientations such that a Gibbs free energy of a magnetic material can be provided and studied at different temperatures. A method to minimize the free energy and obtain magnetic phase diagrams is shown in Sec. II C. In Sec. II D we give details of our computational method.

A. High temperature paramagnetic limit

At high enough temperatures, the magnetic ordering of a magnetic material is described by fully disordered local moments whose orientations average to zero \( \langle |m_n| = 0 \rangle \), i.e., the paramagnetic state. We obtain the potential magnetic phases that stabilize upon lowering the temperature by studying the energetic cost of a small amount of magnetic order \( \langle |m_n| \ll 1 \rangle \) introduced to the paramagnetic state. A central outcome of our approach is a first-principles magnetic free energy \( G \) [53], which we expand here in terms of \( \langle m_n \rangle \) in the spirit of the Ginzburg-Landau theory of phase transitions,

\[
G \approx -k_B T \left( \ln 4\pi - \frac{3}{2} \sum_n |m_n|^2 \right) - B \cdot \sum_n \mu_n m_n
- \frac{1}{2} \sum_{mn} \left[ J_{mn}^{PM} m_n \cdot m_m + D_{mn}^{PM} (m_n \times m_m) \right].
\]

The first term is the contribution from the magnetic entropy (see Sec. II B), with \( k_B \) the Boltzmann constant and \( T \) the temperature, and the second term describes the effect of an applied magnetic field \( B \) on the local moments with sizes \( \{\mu_n\} \). \( J_{mn}^{PM} \) and \( D_{mn}^{PM} \) can be interpreted as mediating effective pairwise interactions, isotropic and DMI-like, respectively, calculated in the paramagnetic (PM) limit.

At zero temperature, the magnetic material is usually in a fully-ordered state \( \langle |m_n| = 1 \rangle \), for instance a nonfluctuating ferromagnetic (FM) state. In principle, we could then expand the energy by considering small transverse deviations of the order parameters and obtain zero-temperature pairwise interactions \( J_{nn}^{PM} \) and \( D_{nn}^{PM} \). We use a small deviation from the reference state in both the high-temperature (i.e., the paramagnetic state) and zero-temperature limits in a perturbative method to evaluate these interactions directly from the respective electronic structures [58,59], see Sec. II D for computational detail on this calculation. Importantly, both sets of effective pairwise interactions are in principle different, which is a direct consequence of the presence of higher order magnetic interactions.

Paramagnetic-helimagnetic phase transitions from high temperature paramagnetic interactions

The highest transition temperature \( T_{\text{max}} \) from which the paramagnetic state is unstable to the formation of another magnetic phase can be calculated by studying the temperature dependence of \( G \) in Eq. (2). The process to obtain \( T_{\text{max}} \) follows by firstly constructing the Hessian matrix of \( G \),

\[
\xi_{\alpha\beta} = \frac{\partial^2 G}{\partial m_{n\alpha} \partial m_{n\beta}},
\]

where Greek letters are used to indicate spatial directions \( \{\hat{x}, \hat{y}, \hat{z}\} \) and \( m_{n\alpha} \) is a spatial component of \( m_n \). The next step is to find the condition that sets the determinant of the Hessian matrix zero at \( |m_n| = 0 \),

\[
\det \xi_{\alpha\beta} |_{m_n=0} = 0.
\]

Solving Eq. (3) provides a temperature at which a nonparamagnetic solution \( m_n \neq 0 \) at least in one site) becomes a minimum of \( G \). Taking the second derivative of Eq. (2) with respect to the order parameters shows that the components of
where \( \delta_{\alpha\beta} \) is the Kronecker delta and \( \epsilon_{\gamma\alpha\beta} \) is the Levi-Civita symbol. To solve Eq. (3) one needs to construct matrices of dimension as large as the long range nature of the magnetic interactions. An advantage of the paramagnetic state is that its crystal symmetry can be exploited and a lattice Fourier transform can be employed to study the stability of magnetic phases generally as functions of a wave vector \( \mathbf{q} \). The primitive unit cell of the B20 compounds contains four magnetic sublattices. A lattice Fourier transform of the pairwise terms in Eq. (4) that captures the potential complexity of these four degrees of freedom can be defined as

\[
\mathcal{J}_{\alpha\beta}(\mathbf{q}) = \frac{1}{N_c} \sum_{\mathbf{R}} J_{\alpha\beta}^{\text{PM}}(\mathbf{q}) \exp[-i\mathbf{q} \cdot (\mathbf{R}_r - \mathbf{R}_s)],
\]

and

\[
\mathcal{D}_{\alpha\beta}(\mathbf{q}) = \frac{1}{N_c} \sum_{\mathbf{R}} D_{\alpha\beta}^{\text{PM}}(\mathbf{q}) \exp[-i\mathbf{q} \cdot (\mathbf{R}_r - \mathbf{R}_s)],
\]

where \( N_c \) is the number of unit cells, and the site indices \( n \) split into two different integers \( t \) and \( s \) decompose the position of a magnetic atom at site \( n, \mathbf{R}_n = \mathbf{R}_t + \mathbf{r}_s \) into a vector pointing at the origin of the corresponding unit cell, \( \mathbf{R}_t \), and a vector providing the relative position of the atom inside the cell, \( \mathbf{r}_s \). The sums in Eqs. (5) and (6) are performed over \( t \) indices only, i.e., over unit cell origins. For MnGe and FeGe the subindices \( s \) and \( s' \) label the four magnetic sublattices and so \( J_{\alpha\beta}^{\text{PM}}(\mathbf{q}) \) and \( D_{\alpha\beta}^{\text{PM}}(\mathbf{q}) \) are components of 4 × 4 matrices, \( J_{\alpha\beta}(\mathbf{q}) \) and \( D_{\alpha\beta}(\mathbf{q}) \) (where \( \gamma = \{x, y, z\} \)), respectively.

Applying the lattice Fourier transform defined above to Eq. (4) gives

\[
\xi_{\alpha\beta}(\mathbf{q}) = 3k_B T \delta_{\alpha\beta} - J_{\alpha\beta}^{\text{PM}}(\mathbf{q}) \delta_{\alpha\beta} - \sum_{\gamma} D_{\alpha\beta,\gamma}^{\text{PM}}(\mathbf{q}) \epsilon_{\gamma\alpha\beta},
\]

which allows us to express Eq. (3) in a matrix form of tractable size,

\[
\text{det}[3k_B T \mathcal{I} - \mathcal{J}(\mathbf{q})] = 0,
\]

where \( \mathcal{I} \) is the identity matrix and

\[
\mathcal{J}(\mathbf{q}) = \begin{pmatrix}
J_{\alpha\beta}(\mathbf{q}) & D_{x\beta}(\mathbf{q}) & -D_{y\beta}(\mathbf{q}) \\
-D_{x\alpha}(\mathbf{q}) & J_{\alpha\beta}(\mathbf{q}) & D_{y\alpha}(\mathbf{q}) \\
D_{y\beta}(\mathbf{q}) & -D_{x\beta}(\mathbf{q}) & J_{\alpha\beta}(\mathbf{q})
\end{pmatrix},
\]

is a 12 × 12 matrix (four magnetic sublattices × three spatial dimensions) with components

\[
J_{ss'\alpha\beta}(\mathbf{q}) \equiv J_{ss'}^{\text{PM}}(\mathbf{q}) \delta_{\alpha\beta} + \sum_{\gamma} D_{ss'\gamma\alpha\beta}^{\text{PM}}(\mathbf{q}) \epsilon_{\gamma\alpha\beta}.
\]

\[
\sum_{s'p} J_{ss'\alpha\beta}(\mathbf{q}) V_{s'\beta, p}(\mathbf{v}) = u_p(\mathbf{v}) V_{s\alpha, p}(\mathbf{v}),
\]

whose eigenvalues, \( \{u_p\} \), and eigenvectors, \( \{V_{s\alpha, p}\} \), are functions of the wave vector \( \mathbf{q} \) and where \( p = 1, \ldots, 12 \) enumerates the eigensolution. Equations (8) and (11) show that the highest transition temperature as a function of the wave vector is given by the largest eigenvalue, i.e.,

\[
T_{\text{max}} = \frac{J_{\text{max}}(\mathbf{q}_{\text{peak}})}{3k_B},
\]

where \( \mathbf{q}_{\text{peak}} \) is the wave vector at which the maximum value of \( J_{\text{max}}(\mathbf{q}) \) is found. \( \mathbf{q}_{\text{peak}} \) describes the wave modulation of the most stable magnetic state that the paramagnetic state is unstable to the formation of. In particular, the effect of the DMI is removed by setting \( D_{\alpha\beta}^{\text{PM}}(\mathbf{q}) = 0 \). This reduces the eigenvalue problem in Eq. (8) to the diagonalization of the 4 × 4 matrix \( J_{\alpha\beta}(\mathbf{q}) \) only. Figures 1(g) and 1(h) in Sec. III show results obtained for the most stable solution as a function of \( \mathbf{q} \), \( J_{\text{max}}(\mathbf{q}) \), without DMI [diagonalization of \( J_{\alpha\beta}(\mathbf{q}) \) only, continuous lines] and with DMI [diagonalization of \( J_{\alpha\beta}(\mathbf{q}) \), dashed lines]. Results shown in Fig. 2 are obtained from the diagonalization of \( J_{\alpha\beta}(\mathbf{q}) \), i.e., without the DMI.

### B. Statistical mechanics of disordered local moments

In our DLM theory, intermediate temperatures, \( 0K < T < T_N \), are described by intermediate values of the local order parameters \( 0 < \langle \mathbf{m}_n \rangle < 1 \). The averages over the local moment orientations \( \langle \mathbf{e}_n \rangle \) defining them in Eq. (1) are obtained by considering a trial mean-field Hamiltonian consisting of a collection of internal magnetic fields at each magnetic site [48]

\[
\mathcal{H}_0 = -\sum_n \mathbf{h}_n \cdot \mathbf{e}_n.
\]

Eq. (14) defines a trial, single-site, probability distribution

\[
P(\mathbf{\hat{e}}_n) = \prod_n P_n(\mathbf{\hat{e}}_n) = \frac{1}{Z_0} \prod_n \exp[\beta h_n \cdot \mathbf{\hat{e}}_n]
\]

with an associated partition function \( Z_0 = \prod_n \int d\mathbf{\hat{e}}_n \exp[\beta h_n \cdot \mathbf{\hat{e}}_n] = \prod_n 4\pi \sinh(\frac{\beta h_n}{T}) \), where \( \beta = 1/k_B T \) is the Boltzmann factor, and \( h_n \) is the magnitude of the corresponding internal magnetic field. The magnetic order parameters are, therefore, given by the following expression [see Eq. (1)]

\[
\mathbf{m}_n = \int d\mathbf{\hat{e}}_n P_n(\mathbf{\hat{e}}_n) \mathbf{\hat{e}}_n = \left[ \frac{-1}{\beta h_n} + \coth(\beta h_n) \right] \mathbf{h}_n.
\]

Owing to the single-site nature of Eq. (14) the magnetic entropy associated with the local moment orientations is a sum of single-site contributions,

\[
S_{\text{mag}} = \sum_n S_n,
\]

which are obtained by performing the single-site integrals

\[
S_n = -k_B \langle \ln[P_n(\mathbf{\hat{e}}_n)] \rangle = -k_B \int d\mathbf{\hat{e}}_n P_n(\mathbf{\hat{e}}_n) \ln[P_n(\mathbf{\hat{e}}_n)]
\]

\[
= k_B \left[ 1 + \ln \left( 4\pi \frac{\sinh(\beta h_n)}{\beta h_n} \right) - \beta h_n \coth(\beta h_n) \right].
\]
Equation (17) can be expanded in terms of \( m_n = |m_n| \) using Eq. (15),
\[
S_n = k_B \left( \ln 4\pi - \frac{3}{2} \frac{m_n^2}{2} - \frac{9}{20} m_n^4 - \ldots \right),
\]
which shows that the entropy in the paramagnetic limit is
\[
S_{mag} = k_B \sum_n \left( \ln 4\pi - \frac{3}{2} \frac{m_n^2}{2} \right),
\]
as used in Eq. (2).

C. Minimization of the Gibbs free energy and magnetic phase diagrams

The first-principles Gibbs free energy \( G \), shown in Eq. (2) for the particular case of the paramagnetic limit, can be generally expressed at any value of \( \{m_n\} \) as [53]
\[
G = E(\{m_n\}) - TS_{mag}(\{m_n\}) - B \cdot \sum_n \mu_n m_n,
\]
where
\[
E(\{m_n\}) = - \sum_{mn, \alpha \beta} \left[ J_{PM}^{\alpha \beta} m_n m_{n'} + \sum_{\gamma} D_{PM}^{\alpha \gamma} \epsilon_{\alpha \beta \gamma} \right] m_n m_{\alpha \beta} + \text{h.o.}
\]
is an internal magnetic energy containing higher order than pairwise magnetic interactions, h.o., whose effect becomes negligible in the paramagnetic limit [53]. The minimization of Eq. (19) at different values of \( T \) and \( B \) provides the most stable magnetic states and corresponding magnetic phase diagrams as a function of these quantities. Such a minimization can be accomplished by using the following expression for the internal magnetic field,
\[
h_{na} = - \frac{\partial E}{\partial m_{na}} + \mu_n B_a
\]
\[
= \sum_{n', \beta} \left[ J_{PM}^{n' \beta} m_n + \sum_{\gamma} D_{PM}^{n' \gamma} \epsilon_{\gamma \beta} \right] m_{n' \beta} - 2K \sum_n \delta_{sc}(m_n, m_{n'}) m_{n', \alpha} + \mu_n B_a,
\]
which directly follows from \( \nabla_m G = 0 \), i.e., the equilibrium condition [48,53]. Equation (21) includes the effect of a biquadratic interaction between nearest neighbors of the same sublattice, described by a parameter \( K \) resulting from considering only a biquadratic free energy term \( \frac{1}{2} K \sum_{n} \delta_{sc}(m_n, m_n)^2 \) in Eq. (19). Hence, as reflected in Eq. (21), positive values of \( K \) favor noncollinear alignment of the order parameters.

We note that in our theory \( \{m_n\} \) is given by a mean-field function depending on \( \{\beta h_n\} \) only, as shown in Eq. (15). A solution \( \{\mathbf{m}_n\}, \ldots, \{\mathbf{m}_{Nsc}\} \) satisfying Eq. (21), i.e., a magnetic state that minimizes the Gibbs free energy, for given values of \( T, B, K \), and a particular size of the magnetic unit cell, containing \( N_{sc} \) magnetic sites, can be found by using Eq. (15) within the following iterative method:

1. We make an initial guess of \( \{\mathbf{m}_n^i\}, \ldots, \{\mathbf{m}_{Nsc}^i\} \) that describes as closely as possible the magnetic structure of interest.

2. \( \{\mathbf{m}_1, \ldots, \mathbf{m}_{Nsc}\} = \{\mathbf{m}_1^i, \ldots, \mathbf{m}_{Nsc}^i\} \) is used as a trial input in Eq. (21), from which \( \{\mathbf{h}_1, \ldots, \mathbf{h}_{Nsc}\} \) is calculated.

3. The outcome of step (2), which directly gives \( \{\beta h_n\} \) for the value of \( T \) chosen, is then used to re-calculate \( \{\mathbf{m}_1, \ldots, \mathbf{m}_{Nsc}\} \) from Eq. (15).

4. At this point \( \{\mathbf{m}_1^i, \ldots, \mathbf{m}_{Nsc}^i\} \) and \( \{\mathbf{m}_1, \ldots, \mathbf{m}_{Nsc}\} \) are compared. If they are different, a new guess of \( \{\mathbf{m}_1^i, \ldots, \mathbf{m}_{Nsc}^i\} \) is made by constructing some mixing of \( \{\mathbf{m}_1^i, \ldots, \mathbf{m}_{Nsc}^i\} \) and \( \{\mathbf{m}_1, \ldots, \mathbf{m}_{Nsc}\} \).

Steps (2) to (4) are iteratively repeated until \( \{\mathbf{m}_1^i\} \approx \{\mathbf{m}_1\} \) is obtained self-consistently up to a certain desired minimal error, which in our calculations was \( 10^{-2} \).

The initial guesses used to obtain the self-consistent solutions for the ferromagnetic and single-q (1q) states studied in Sec. III were \( \{\mathbf{m}_1^0, \ldots, \mathbf{m}_{Nsc}^0\} \) and \( \{\mathbf{m}_1, \ldots, \mathbf{m}_{Nsc}\} \), respectively, where \( \mathbf{m}_1^0 = \frac{2\pi}{h_{sc}} \mathbf{z} \), \( \mathbf{m}_1 = \frac{2\pi}{h_{sc}} \mathbf{z} \), and \( m_{3q} = 2\pi/2 \mathbf{z} \), and \( m_{3q} \) is also an arbitrary value.

D. Computational DFT details

All the DFT calculations were performed employing the all-electron Korringa-Kohn-Rostoker Green function (KKR-GF) package developed in Jülich [60,61]. We used a full potential description with spin-orbit coupling added to the scalar-relativistic approximation. Exchange and correlation effects have been treated in the local spin density approximation (LSDA) as parametrized by Vosko, Wilk, and Nusair [62], the single-site scattering problem is solved with an angular momentum cutoff set to \( l_{\text{max}} = 3 \), and the Brillouin zone is sampled with a \( k \) mesh of \( 40 \times 40 \times 40 \). The KKR-GF method is combined with the coherent potential approximation (CPA) [48,63,64] to simulate the high-temperature paramagnetic state by employing the so-called alloy analogy, with the Mn/Fe sites occupied by two magnetic species distinguished by the orientation of their spin moments (‘up’ and ‘down’) and having equal concentrations, so that the average spin moment on each site vanishes. The infinitesimal rotation method [58,59] is utilized to evaluate the pairwise magnetic interactions either in the zero-temperature ferromagnetic state \( J_{PM}^{\mathbf{m}_n, \mathbf{m}_{n'}} \) or in the high-temperature paramagnetic state \( D_{PM}^{\mathbf{m}_n, \mathbf{m}_{n'}} \).

The crystal structure of MnGe belongs to the space group of \( P2_13 \) (198) where both Mn and Ge atoms sit in 4a Wyckoff positions [65]. In our calculations we have used \( \mathbf{r}_{\text{Mn}} = (0.8627, 0.8627, 0.8627) \) and \( \mathbf{r}_{\text{Ge}} = (0.15652, 0.15652, 0.15652) \), respectively, which generates a primitive cell containing four Mn atoms and four Ge atoms. For simplicity and comparison the same internal coordinates were used for FeGe.
III. TEMPERATURE-DEPENDENT MAGNETISM OF B20 MATERIALS

A. Noncanonical mechanism for the short period of MnGe

We first study the electronic structures of MnGe and FeGe constrained to both the ferromagnetic and paramagnetic states. Figures 1(a) and 1(b) compare the density of states (DOS) obtained in these two limits, which we have found to be fairly similar in both MnGe and FeGe. Magnetic disorder causes an effective broadening of the electronic bands, which leads to a smearing of the DOS in the paramagnetic state and a redistribution of spectral weight in comparison to the ferromagnetic state. Due to the latter, the local spin moments are smaller in the paramagnetic state than in the ferromagnetic state: 1.8 $\mu_B$ vs 2.1 $\mu_B$ for MnGe and 0.8 $\mu_B$ vs 1.2 $\mu_B$ for FeGe, respectively. Figures 1(c) and 1(d) show the dependence of the $J_{\text{nat}}$ on the distance $d_{\text{nat}}$ between the atoms (in units of the lattice constant $a$) for the ferromagnetic ($J_{\text{FM}}$) and paramagnetic ($J_{\text{PM}}$) states, while panels (e) and (f) show the corresponding spin stiffness $A = \sum J_{\text{nat}} d_{\text{nat}}^2$ as a function of the cutoff distance for the sum. As is common in itinerant magnets, the interactions are long ranged and oscillate with distance. Their long-distance behavior reveals the impact of the state of magnetic order on the electronic structure. The magnetic disorder characterizing paramagnetism hinders the propagation of the conduction electrons that mediate the long-range interactions, leading to a much faster decay with distance than found for the ferromagnetic state. This is especially clear for the spin stiffness, which converges quickly in the paramagnetic state and quite poorly in the ferromagnetic state. We also see that the asymptotic limit of $A$ is different for each state: For FeGe there is a factor of two between the two limiting values of $A$, while for MnGe the paramagnetic state gives $A < 0$ while the ferromagnetic state gives $A \sim 0$. Overall, this shows that the magnetic interactions derived from the paramagnetic state can lead to very different predictions than those derived from the ferromagnetic state.

At sufficiently high temperature any magnetic phase disorders and transforms into the paramagnetic state. Hence, knowledge of a single set of high-temperature interactions, $(J_{\text{PM}}^{\text{FM}}, D_{\text{PM}}^{\text{FM}})$, enables us to generally predict the potential instabilities of the paramagnetic state to the formation of any type of magnetic ordering for a given material [48,49,53]. $(J_{\text{PM}}^{\text{PM}}, D_{\text{PM}}^{\text{PM}}) \neq (J_{\text{PM}}^{\text{FM}}, D_{\text{PM}}^{\text{FM}})$, which means that in general this role cannot be played by interactions computed from the ferromagnetic state. Moreover, to compare the relative stability of zero-temperature magnetic states one needs to calculate the total energies of all of them.

In the paramagnetic limit the magnetic free energy in Eq. (2) is a quadratic form of the order parameters. We minimize $\mathcal{G}$ in this limit by diagonalizing the lattice Fourier transform of the interactions, as explained in Sec. II A 1. The largest eigenvalue of the total interaction matrix (including both $J_{\text{PM}}$ and $D_{\text{PM}}$), $\mathcal{J}_{\text{max}}(\mathbf{q})$, indicates the dominant magnetic instability of the paramagnetic state. Figures 1(g) and 1(h) show $\mathcal{J}_{\text{max}}(\mathbf{q})$ along the [111] direction, with and without the DMI. The DMI instability is characterized by a wave vector $\mathbf{q}_{\text{peak}}$ indicating the peak location in $\mathcal{J}_{\text{max}}(\mathbf{q})$ and the spatial period of the magnetic modulation $\lambda = 2\pi/q_{\text{peak}}$.

FeGe follows the canonical picture of B20 helimagnetism [28]: Without DMI the ferromagnetic state is the dominant instability ($q_{\text{peak}} = 0$), with the DMI stabilizing a long-period helimagnetic structure with $\lambda_{\text{FeGe}} = 40$ nm (the experimental value is 70 nm [21]). The behavior of MnGe is strikingly different: Without DMI the long-ranged isotropic interactions already cooperate to stabilize instead a helical state with a very short period, with the DMI making a minor correction only. The calculated period $\lambda_{\text{MnGe}} = 2.6$ nm is in good agreement with the experimental range 3–6 nm [6]. Our high-
temperature approach to the magnetic instabilities of FeGe and MnGe offers a consistent physical picture, even though the dominant magnetic interactions are very different for each material. In sharp contrast, using the interactions computed from the ferromagnetic state we find a helical period of 196 nm for FeGe, consistent with previous results [67], and MnGe to have a ferromagnetic instability which the DMI turns into a helix of period 40 nm.

We now center our attention on the magnetic properties of MnGe as given by the dominant isotropic interactions obtained in the paramagnetic state $J_{\text{PM}}$, i.e., $J_{\text{PM}}(q)$ without the DMI. It turns out that $J_{\text{PM}}(q_{\text{peak}})$ peaks along all possible directions in reciprocal space with similar values of $q_{\text{peak}}$ and very similar energies, i.e., the corresponding helical instabilities are nearly degenerate. This is illustrated in Fig. 2(a), where we plot a surface whose distance to the center is $q_{\text{peak}}$ along the corresponding direction and its color encodes $J_{\text{PM}}(q_{\text{peak}})$. Similarly, Fig. 2(b) shows $\lambda_{\text{MnGe}}$ and from its range of variation we see that this surface is almost spherical. We have systematically found that the highest peak is along the $\langle 111 \rangle$ directions. However, the very small energy cost of changing to a different direction means that other instabilities could be favored by other type of interactions, such as the magnetocrystalline anisotropy (not considered here) and higher than pairwise ones, as will be shown later.

The minimization of Eq. (2) provides the mean-field estimate $3k_B T_N = J_{\text{PM}}(q_{\text{peak}})$ through Eq. (13). This gives $T_N = 360 \text{ K}$ at $a = 4.79 \text{ Å}$, substantially above the experimental value of 180 K [6]. This large overestimation of $T_N$ in the mean-field approximation points to the importance of non-local spin fluctuations in MnGe. We have carried out Monte Carlo simulations using the set of magnetic interactions obtained from the paramagnetic state [68], which indicate an estimate close to $T_N^{\text{MC}} = 160 \text{ K} (J_{\text{PM}})$ in good agreement with experiment. This is in stark contrast to previous simulations based on the ferromagnetic state, which led to a value of 300 K ($J_{\text{PM}}^{\text{PM}}$) [46] that strongly overestimates the experimental one. It seems that in order to find a good estimate of $T_N$ for MnGe both nonlocal spin fluctuations and the set of magnetic interactions obtained in the appropriate high-temperature paramagnetic limit must be used. Work is in progress to fully corroborate this hypothesis. Another factor that can impact the value of $T_N$ is its strong dependence on the lattice parameter, which we now address.

The results discussed so far were computed for the experimental value $a = 4.79 \text{ Å}$, but for MnGe the magnetic properties such as the spin moment, $\lambda_{\text{MnGe}}$, and $T_N$ depend strongly on the lattice constant [6,66,69]. Figures 2(c) and 2(d) show that our results reproduce this strong dependence. In order to compare the trends with experimental data in panel (d), we plot $T_N(a)$ normalized to the value obtained at $a = 4.79 \text{ Å}$. We observe a linear dependence of $T_N(a)$ for $a$ between 4.75 Å and 4.85 Å, of approximately a 30% decrease of $T_N$ by a 0.07 Å reduction of $a$. The horizontal offset between theory and experiment is likely connected to inaccuracies in determining the lattice constant within DFT. The experimental comparison made in Figs. 2(c) and 2(d) [6,66] pleasingly shows that our theory correctly captures trends qualitatively and sometimes quantitatively.

FIG. 2. Helical instabilities of the paramagnetic state of MnGe from isotropic paramagnetic interactions $J_{\text{PM}}$. (a),(b) Surface plots in reciprocal space of $J_{\text{PM}}(q_{\text{peak}})$ (without DMI) and of $\lambda_{\text{MnGe}}$, respectively, with the distance to the center being the magnitude $q_{\text{peak}}$ of the wave vector at which the peak of $J_{\text{PM}}(q_{\text{peak}})$ is found for $a = 4.79 \text{ Å}$. (c) Magnetic period and relative Néel transition temperature obtained for the most stable magnetic phase at different values of the lattice parameter $a$. Results are compared with available experimental data [6,66], which has been extracted by considering how $T_N$, $\lambda_{\text{MnGe}}$, and $a$ change against pressure.

### B. Stability of a triple-q magnetic state

The pairwise interactions obtained in the high-temperature paramagnetic limit $(J_{\text{PM}}(q_{\text{nn}}))$ govern the energetics and behavior of $T_N$ and the period of single-q and multiple-q magnetic states [70], which explains the good agreement between our results and experimental data shown in Figs. 1 and 2. However, experiments have also shown that the ground-state magnetic structure is not a single-q (1q) helix but a complex triple-q (3q) state [6,30], which demands the inclusion of higher-order magnetic interactions in the free energy [70]. While the $J_{\text{PM}}^{\text{PM}}$ select the most energetically favorable wave vectors $(q_{\text{peak}})$, higher-order magnetic interactions can couple several wave vectors from this set and stabilize a multiple-q state [71,72]. The present computational approach can be used to study the potential effect of such higher-order interactions on the stabilization of multiple-q states. In the following we explore how they might change the magnetism of MnGe by adding a biquadratic interaction between nearest neighbors of the same sublattice, $K$, to the scenario of isotropic pairwise interactions $J_{\text{PM}}^{\text{PM}}$. To study this effect we minimize the Gibbs free energy of MnGe at different values of $K$, as described in Sec. II C.

Figure 3(a) shows the free energies of 1q helimagnetic and two different 3q states [3q(1) and 3q(2)] at $T = 20 \text{ K}$, relative to the free energy of the ferromagnetic state. These states are very close in energy when considering solely $J_{\text{PM}}^{\text{PM}}$, so a small value of the additional biquadratic interaction is enough to make a 3q state the most stable one. The 3q states are obtained by iterative minimization of the free energy, starting from a superposition of three 1q states with wave vectors along each of the cubic directions [see Eq. (22)], as explained in...
FIG. 3. Free energy of MnGe including a biquadratic interaction $K$ for the stabilization of 3q states. (a) Dependence of the free energies of 1q and 3q states, relative to the ferromagnetic one ($g_{FM}$), on the added biquadratic interaction, at $T = 20$ K and $B = 0$. (b) Critical magnetic field needed to stabilize a ferromagnetic state, both from solely isotropic pairwise interactions ($K = 0$), which stabilizes the 1q state, and when a biquadratic interaction of strength $K = 4$ meV is added, which stabilizes at least two different 3q states in an applied magnetic field. Experimental data shown is extracted from Ref. [31]. (c) Representation of the real-space averaged orientations, $\langle m_n \rangle$, obtained for the 3q (1) state, the most stable one when the biquadratic interaction $K = 4$ meV is added at $T = 20$ K and $B = 0$. The $x$ and $y$ components are given by the color wheel, while the out-of-plane component shades the arrows towards black. (d) Spherical cut of the intensity of the corresponding total lattice Fourier transform of the helimagnetic 1q and 3q (1) states, $m_{1q}(q_{cut})$ and $m_{3q(1)}(q_{cut})$, respectively (see text). The more red the color is, the larger the intensity is.

Sec. II C. To this end, we used a $5 \times 5 \times 5$ supercell, which can describe 1q and 3q states of periods, $\lambda_{sc}$, very close to the ones predicted in Fig. 1. We point out that the 3q (1) state converged when the initial guess described in Eq. (22) was used for low values of the magnetic field. For larger magnetic field values, the 3q (2) state converged instead, whose solution was used as an initial iterative guess to obtain a self-consistent solution at zero magnetic field.

The complex magnetic structure $\{m_n\}$ obtained for the most stable 3q (1) state at zero external magnetic field is shown in Fig. 3(c). We confirmed its 3q nature by calculating its total lattice Fourier transform, $m_{3q(1)}(q)$, which is obtained by applying Eq. (A6) to the magnetic order parameters obtained for this state at $T = 20$ K and $B = 0$. A spherical cut of $m_{3q(1)}(q_{cut})$ for values of the wave vector describing periods of the size of the supercell, i.e., $q_{cut} = \frac{2\pi}{\lambda_{sc}}$, is shown in Fig. 3(e), which demonstrates that the corresponding Fourier transform shows three singularities along the three crystallographic directions. Moreover, the Fourier transform of the 1q state, $m_{1q}(q_{cut})$ [Fig. 3(d)], shows its different single-q nature.

The temperature dependence of the critical magnetic field needed to stabilize the ferromagnetic state provides the last stringent test of our results. Considering only isotropic pairwise interactions leads to a zero-temperature value of the critical field which is already in very good agreement with experiment [6,31], as seen for the 1q-to-ferromagnetic transition in Fig. 3(b) (dashed line) obtained for $K = 0$ meV and an applied magnetic field perpendicular to the basal plane of the helimagnetic state [73]. However, adding a biquadratic interaction transforms the low-field helimagnetic state into a 3q state and also can change the upper critical field line to have a shape that resembles more closely the experimental one, while keeping a fair quantitative agreement. This is shown by the 3q (1) and 3q (2) critical lines in Fig. 3(b) obtained for a value of $K = 4$ meV and an applied magnetic field along the [111] direction. Our calculations also suggest that intermediate magnetic phases might be present, as indicated by the lower critical field line and the potential stabilization of more than one 3q state. The critical lines for the two 3q (1) and 3q (2) states were obtained by finding the values of $T$ and $B$ at which the iterative minimization of the Gibbs free energy does not converge. This means that these describe first-order (discontinuous) magnetic phase transitions from 3q states to the FM state. We highlight that these results are meant to support the quality of our pairwise magnetic interactions and not to present the definite picture of the magnetic phase diagram of MnGe. A more realistic set of higher-order interactions could lead to a richer diagram and to closer agreement with experimental findings.

IV. CONCLUSIONS

To summarize, we used a finite-temperature first-principles theory to demonstrate the dominant role of isotropic magnetic interactions for the short-period magnetism of MnGe, in stark contrast with the canonical picture of B20 helimagnetism. Our approach exploits the fact that pairwise interactions obtained in the high-temperature paramagnetic phase of a given material can be used to generally describe its instabilities to the formation of wave-modulated magnetic states and their periods and transition temperatures as functions of the lattice.
structure. We applied the theory to both MnGe and FeGe (a canonical helimagnet) and obtained good agreement with various experimental results in both cases. For MnGe, the calculation and minimization of its free energy has shown that rather weak higher-order interactions are enough to stabilize a 3q state instead of a helical state at lower temperatures and have a significant influence on the temperature dependence of the critical magnetic field that stabilizes the ferromagnetic state. The details of the nature and strength of the higher-order magnetic interactions for MnGe are beyond the scope of our work, but recent developments show promise in this respect [47,53,74–77].
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APPENDIX A: HELIMAGNETIC STATE AND ITS SPATIAL DEPENDENCE

The single-site internal magnetic fields in Eq. (14) are effective fields sustaining the magnetic moments for a given amount of magnetic order $\mathbf{m}_n$ and are obtained by computing the first derivative of the internal magnetic energy with respect to the local order parameter [48]. In the paramagnetic limit ($\mathbf{m}_n \rightarrow 0$) and setting $\mathbf{B} = 0$, Eq. (21) becomes

$$h_{na} = -\frac{\partial E}{\partial m_{na}} = \sum_{\alpha,\beta} J_{na}^{PM} \delta_{\alpha\beta} + \sum_{\gamma} D_{nalpha}^{PM} \gamma_{\gamma\alpha} \epsilon_{\gamma\alpha\beta} m_{\alpha\beta}.$$  

(A1)

It can be shown from Eq. (15) that

$$\mathbf{m}_n \approx \frac{\beta}{3} \mathbf{h}_n.$$  

(A2)

for $\mathbf{h}_n \rightarrow 0$ (i.e., for $\mathbf{m}_n \rightarrow 0$). Using Eq. (A1) in this paramagnetic limit, Eq. (A2) can be written as

$$3k_B T m_{na} = \sum_{\alpha,\beta} J_{na}^{PM} \delta_{\alpha\beta} + \sum_{\gamma} D_{nalpha}^{PM} \gamma_{\gamma\alpha} \epsilon_{\gamma\alpha\beta} m_{\alpha\beta},$$  

(A3)

which shows that the components of the eigenvectors of the matrix form of $J_{nalpha} = J_{na}^{PM} \delta_{\alpha\beta} + \sum_{\gamma} D_{nalpha}^{PM} \gamma_{\gamma\alpha} \epsilon_{\gamma\alpha\beta}$ [Eq. (10)] directly provide the spatially-dependent components of the magnetic order parameters. For its largest eigenvalue $3k_B T_{max}$, corresponding to the largest transition temperature, they describe how the helimagnetic phase stabilizing just below $T_{max}$ is modulated. Similarly, the eigenvector components obtained from the diagonalization presented in Eq. (11) in the Fourier space, $\{V_{sa,p}(q)\}$, contain information to express the spatial dependence of $\{m_{sa}\}$. Applying the Fourier transform to Eq. (A3) gives

$$3k_B T m_{sa}(q) = \sum_{\alpha,\beta} \left[ J_{sa}^{PM}(q) \delta_{\alpha\beta} + \sum_{\gamma} D_{sa\gamma}^{PM}(q) \epsilon_{\gamma\alpha\beta} \right] m_{\alpha\beta}(q),$$  

(A4)

where

$$m_{sa}(q) = \frac{1}{N_c} \sum_{i} m_{sa} \exp(-iq \cdot R_i).$$  

(A5)

is the Fourier transform of the order parameter. We define the total Fourier transform of the order parameter as

$$m(q) = \sum_{sa} m_{sa}(q).$$  

(A6)

Equations (11) and (A4) show that the components of the eigenvectors, $\{V_{sa,p}(q)\}$, can be used to describe the wave modulation of $\{m_s\}$ through Eq. (A5) for a given solution of the eigenvalue problem. We first point out that $\{V_{sa,p}(q)\}$ can be complex numbers as a result of the lattice Fourier transform, $V_{sa,p}(q) = m_0 V_{sa,p}(q) = m_0 [iV_{sa,p}(q)] + i\zeta[V_{sa,p}(q)]$, (A7) where $\zeta[V_{sa,p}(q)]$ and $\zeta[V_{sa,p}(q)]$ are the real and imaginary parts of the eigenvector, respectively, and a proportional factor $m_0$ must be added to describe different sizes of the order parameter since the eigenvector is normalized. To show how Eq. (A7) can be interpreted we write a general form of a single-q helimagnetic structure in a multisublattice system,

$$m_{sa} = A_{sa,p} \cos(q \cdot R_i) + B_{sa,p} \sin(q \cdot R_i),$$  

(A8)

where the second term in the right hand side accounts for possible sublattice-dependent phase shifts. Substituting Eq. (A8) into Eq. (A5), and using the trigonometric properties

$$\sum_{i} \cos^2(q \cdot R_i) = \frac{1}{2} N_c$$  

(A9)

$$\sum_{i} \cos(q \cdot R_i) \sin(q \cdot R_i) = 0$$

for $[q \cdot R_i \neq 2\pi N]$, where $N$ is an integer, gives

$$m_{sa,p}(q) = \frac{1}{2} (A_{sa,p} - iB_{sa,p}).$$  

(A10)

Equation (A10) demonstrates that the real and imaginary parts of the eigenvector directly provide the amplitudes in Eq. (A8),

$$\frac{1}{2} A_{sa,p} = m_0 \Re[V_{sa,p}],$$  

(A11)

$$\frac{1}{2} B_{sa,p} = -m_0 \Im[V_{sa,p}]$$

In particular, the minimization of the free energy yields $m_0 \rightarrow 0$ (i.e., $A_{sa,p} \rightarrow 0$ and $B_{sa,p} \rightarrow 0$) when the transition temperature is approached and so the paramagnetic state
Introducing Eq. (B1) into Eq. (20) and using both the definitions of the free energy that can be used to describe the ferromagnetic single primitive cell in a $q$ state is the same throughout the lattice. The components of the helimagnetic phase considered in Appendix B are such that they satisfy the description of the order parameters throughout the lattice for a given value of $T$.

APPENDIX B: EXPRESSION FOR THE GIBBS FREE ENERGY OF A HELIMAGNETIC STATE

In this section we derive an expression for the Gibbs free energy that can be used to describe the ferromagnetic state and 1q helimagnetic states with an arbitrary value of the wave vector $q$. We exploit the fact that the free energy of a single primitive cell in a 1q state is the same throughout the entire crystal, i.e., it does not depend on the unit-cell lattice index $t$. This allows us to obtain a general and simpler form of the Gibbs free energy for 1q states.

We consider that the magnetic field is applied perpendicularly to the basal plane of a helimagnetic state. Since the following algebra considers the dominant isotropic pairwise interactions computed in the paramagnetic state, here follows now by calculating Eq. (5) using the isotropic pairwise interactions computed in the paramagnetic state, whose values are shown in Fig. 1(c), for both a helimagnetic phase $(q_{\text{peak}} = 0.18(1, 1, 1)^{1/2} a)$.

The helimagnetic phase in the $xy$ plane that minimizes the free energy and emerges below $T_{\text{max}}$ corresponds to $q = q_{\text{peak}}$, which leads to the following expression for the Gibbs free energy,

$$G = -\frac{N_c}{2} \sum_{ss'} \sum_{\alpha} J_{ss'}(q_{\text{peak}}) \left[ \frac{1}{2} (A_{ss} + i B_{ss})(A_{ss'} - i B_{ss'}) - N_c B \sum_s A_{ss} \alpha_s \right],$$

where we have dropped the index $p$ since it is now set to $p_{\text{max}}$ everywhere. Our lattice Fourier transform analysis exploited here follows now by calculating Eq. (5) using the isotropic pairwise interactions computed in the paramagnetic state, whose values are shown in Fig. 1(c), for both a helimagnetic phase $(q_{\text{peak}} = 0.18(1, 1, 1)^{1/2} a)$.

$$J_{ss'}(q_{\text{peak}}) = \left( \begin{array}{cccc} J_1^q & K_1^q & K_1^q & K_1^q \\ J_2^q & K_2^q & K_2^q & K_2^q \\ K_1^q & L_1^q & J_1^q & L_1^q \\ K_2^q & L_2^q & J_2^q & L_2^q \end{array} \right).$$

where $J_1^q = 6.86$ meV, $J_2^q = 11.21$ meV, $K_1^q = 19.49 - 18.38i$ meV, and $L_1^q = 19.46 - 18.36i$ meV, and for the ferromagnetic phase $(q = 0)$,

$$J_{ss'}(0) = \left( \begin{array}{cccc} J_{ss'}^{FM} & K_{ss'}^{FM} & K_{ss'}^{FM} & K_{ss'}^{FM} \\ K_{ss'}^{FM} & J_{ss'}^{FM} & K_{ss'}^{FM} & K_{ss'}^{FM} \\ K_{ss'}^{FM} & K_{ss'}^{FM} & J_{ss'}^{FM} & K_{ss'}^{FM} \\ K_{ss'}^{FM} & K_{ss'}^{FM} & K_{ss'}^{FM} & J_{ss'}^{FM} \end{array} \right).$$

where $J_{ss'}^{FM} = 11.66$ meV and $K_{ss'}^{FM} = 26.55$ meV. In Eq. (B4) the superscript * denotes the complex conjugate. We remark that the matrices to be diagonalized at this point are $4 \times 4$ of the size since the DMI is omitted. The largest eigenvalues obtained after diagonalizing Eqs. (B4) and (B5) are $J_{\text{max}}(q_{\text{peak}}) = 93$ meV and $J_{\text{max}}(0) = 91$ meV, with normalized eigenvectors $[0.346 + 0.326i, 0.508, 0.508, 0.508]$ and $[1, 1, 1, 1]^T$, respectively. While the ferromagnetic part of the magnetic phase is described by four parallel components of the order parameter along $\hat{z}$, the helimagnetism in the $xy$ plane shows a phase shift of $\arctan(0.326/0.346) = 43$ degrees between sublattice $s = 1$ and the other sublattices. It therefore follows from Eq. (A12) that

$$A_{1s} = a_1, B_{1s} = -b_1,$$

$$A_{1y} = b_1, B_{1y} = a_1,$$

$$A_{1z} = a_z,$$

for the first sublattice ($s = 1$), and

$$A_{ss} = a_2, B_{ss} = 0,$$

$$A_{ss} = 0, B_{ss} = a_2,$$

$$A_{sz} = a_z,$$

for the rest ($s = 2, 3, 4$). These parameters ($(a_1, b_1, a_2, a_z)$) comprise the minimum possible number of coefficients de-
scribing the helimagnetic and ferromagnetic components, i.e.,
\[
m_{1x} = a_1 \cos(\mathbf{q} \cdot \mathbf{R}_1) - b_1 \sin(\mathbf{q} \cdot \mathbf{R}_1)
= \sqrt{a_1^2 + b_1^2} \cos \left[ \mathbf{q} \cdot \mathbf{R}_1 + \arctan \left( \frac{b_1}{a_1} \right) \right]
\]
\[
m_{1y} = b_1 \cos(\mathbf{q} \cdot \mathbf{R}_1) + a_1 \sin(\mathbf{q} \cdot \mathbf{R}_1)
= \sqrt{a_1^2 + b_1^2} \sin \left[ \mathbf{q} \cdot \mathbf{R}_1 + \arctan \left( \frac{b_1}{a_1} \right) \right]
\]
\[
m_{1z} = a_z
\]
and
\[
m_{nx} = a_2 \cos(\mathbf{q} \cdot \mathbf{R}_2)
\]
\[
m_{ny} = a_2 \sin(\mathbf{q} \cdot \mathbf{R}_2)
\]
\[
m_{nz} = a_z
\]
for \(s = 1\) and \(s > 1\), respectively. Such an arrangement of coefficients satisfies the eigensolutions obtained for the diagonalization of Eqs. (B4) and (B5) and at the same time preserves the total size of the local order parameters from one unit cell to another, i.e., \(m_{11} = \sqrt{a_1^2 + b_1^2 + a_z^2}\) and \(m_{n2,3,4} = \sqrt{a_2^2 + a_z^2}\) do not change as a function of \(t\). This allows us to write the entropy term as \(S_{\text{mag}} = N_c (S_1 + S_2 + S_3 + S_4)\) and a convenient expression for the Gibbs free energy per unit cell whose minimization maximizes the size of order parameters at all unit cells for a given value of \(T\),
\[
\frac{1}{N_c} G = -\frac{1}{2} J_{\text{PM}}^{\text{peak}} (\mathbf{q}) (a_1^2 + b_1^2 + 3a_z^2) - \frac{1}{2} J_{\text{PM}}^{\text{peak}} (\mathbf{0}) 4a_z^2
= T (S_1 + S_2 + S_3 + S_4) - 4B_{\text{Mn}} \mu_{\text{Mn}}
\]
where \(\mu_{\text{Mn}}\) is the magnitude of the local moment at the Mn site, \(S = S_1 = S_2 = S_3 = S_4\), and \(a_z^2 \equiv a_1^2 + b_1^2 \approx a_1^2\) has been approximated, which is justified by the components of the eigenvector obtained for Eq. (B4). The critical line for the 1q state shown in Fig. 3(b) is obtained by minimizing Eq. (B14) with respect to \(\{a_n, a_z\}\) at different values of \(T\) and \(B\). \(S\), which is uniquely given by \(m_{n2,3,4}^2 = a_2^2 + a_z^2\), is calculated using Eq. (17) together with Eq. (15).
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