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Abstract: The problem of single-channel reception of global positioning system (GPS) communication waveforms makes passive sensing of aerial target difficult because of forward scatter. This paper proposes a novel aerial target passive sensing method based on linear canonical transformation (LCT) using the forward scattered satellite communication waveforms. The proposed method firstly preprocesses the received signal based on the characteristics of the traditional satellite tracking loop and the forward scattered satellite communication waveforms to effectively suppress the interference of the direct wave through DC removal. Then, the Gaussian noise and multipath interference in the channel are suppressed by applying a rectangular window to its linear canonical domain. Finally, aerial target sensing is performed based on the peak value of signals in the linear canonical transform domain. The characteristic signal is constructed by analyzing the satellite communication waveforms. Combining the linear canonical transform with the matched filter (MF) to estimate the target parameter. Simulation results show that the proposed method can effectively perform the aerial target sensing by using satellite communication waveforms in the forward scatter scenario.
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1. Introduction

Passive sensing systems generally use the electromagnetic waves of external radiation source, such as FM broadcast, satellite, digital TV broadcast, etc. It has many advantages, such as anti-stealth, strong survivability, low cost, and not affected by active directional interference; however, the power of the receiver is insufficient for effective target sensing in many cases [1,2]. Among many external radiation sources for passive sensing, satellite communication waveforms have high coverage and availability. Thus, target sensing based on satellite communication waveforms has great potential [3,4].

Forward scatter radar is a bistatic radar configuration with a special geometry, in which the target is located between the transmitter and the receiver. This means that the bistatic angle is close to 180° [5]. Compared with conventional radar systems, its main characteristics is scattering. In addition, the radar cross section (RCS) of the target is high in the case of forward scatter [6]. If the moving target crosses the baseline, it is easier to sense target. This allows the forward scatter radar to use satellites as sources of illumination to sense the target. Meanwhile, although the forward scatter area is very narrow, the richness of the satellite and the convenient handling of the receiver make the satellite forward scatter radar capable of sensing aerial target in a wide area.

Many works have been conducted on forward scatter radar (FSR) [7–10]. In particular, there has been progress on the sensing of ground, sea, and aerial targets by the forward scatter radar. For ground target sensing, R. Abdullah et al. constructed a forward scatter system based on the power spectrum difference generated when crossing the baseline [11]. For marine target sensing, transmitters and receivers were set up on both sides of the strait.
to sense ships that cross the baseline, and echoes with large differences were observed [12]. Reference [13–16] used machine learning to detect and classify targets, which improved the efficiency of target detection of synthetic aperture radar (SAR). Since the satellite has a low receiving power, and the FSR system has a large radar cross-sectional area, the use of satellites as external radiation sources to construct FSR systems for the aerial target sensing is also one of the important areas of FSR systems. In [17], the characteristics of the forward-scattered GPS signals were studied when the aircraft crossed the vertical baseline. Numerical results demonstrated that the height of the target crossing the highest point, the azimuth, speed, and other factors from the receiver had considerable impact on the amplitude of the received signals.

The use of satellites as forward scatter radars for passive sensing of aerial targets was studied in [18,19]. In [20], the method for extracting the current signal based on the traditional satellite tracking loop was studied and verified by many field experiments. During the target movement, the FSR signal produces an appropriate Doppler frequency shift [21]. This work provided a simplified model of the received signal and analyzed its Doppler characteristics in [22]; however, none of these works has focused on extracting the characteristics from satellite communication waveforms for target sensing; therefore, it is of great significance to study the problem of aerial target sensing in the case of forward scatter.

In this paper, a novel satellite communication waveforms-based aerial target sensing method is proposed, and the main contributions of this paper are as follows:

- In order to purify the signal, a zero-notch filter is used to separate the direct wave signal. In addition, the multipath interference is suppressed based on the reversibility of the linear canonical transformation and the suppression effect of Gaussian noise;
- The linear canonical transformation is used to process the signal after interference suppression, and the detection statistic is extracted to sense the aerial target;
- Through the analysis of the forward scatter signal and the characteristics of the linear canonical transformation algorithm, the linear canonical transformation and the matched filter algorithm are combined to estimate the target parameters.

The remainder of this paper is organized as follows. In Section 2, the system model used in this paper is presented. The suppression of multipath interference is described in Section 3. Detection statistics and the detector design are proposed in Section 4. In Section 5, the performance of target detection is analyzed. Two methods of parameter estimation are proposed in Section 6. In Section 7, the performance of parameter estimation is analyzed. Section 8 shows the numerical results to verify the classification performance. Finally, Section 9 concludes the paper.

2. System Model

The GPS waveforms-based forward scatter system is shown in Figure 1. Since the bistatic angle is close to 180°, the signals received by the receiving antenna include direct wave signals, forward scatter signals, multipath interference, and noise. Thus, it requires direct wave suppression and multipath interference suppression for target sensing and target parameter estimation.

The geometry of the forward scatter system is shown in Figure 2. In Figure 2, multipath refers to the propagation of radio signals from the transmitting antenna to the receiving antenna through multiple paths. The scattering of radio waves by the atmosphere, the reflection and refraction of radio waves by the ionosphere, and the reflection of radio waves by surface objects, such as mountains and buildings, will all cause multipath propagation. The system uses GPS as the illuminator, and the receiver is located at the O point of the coordinate system. It is assumed that the satellite transmitter is located on the xOz plane, and that the target moves at a speed v and height H in a plane parallel to the ground. \( \theta_{SV} \) denotes the angle between the baseline and the z axis, and \( \theta_{b} \) represents the projection angle between the target trajectory on the ground and the axis. Assuming that the target crosses the baseline, or is near the baseline, \( R_D, R_T, R_R \) are the distances from the transmitter to
the receiver, from the transmitter to the target, from the receiver to the target, respectively. \( \theta \) represents the angle between \( R_D \) and \( R_R \).

**Figure 1.** GPS waveforms-based forward scatter system model.

Compared with conventional radar, the main difference of FSR is its scattering characteristics. In the FSR configuration, the received signal includes the direct wave signal \( s_d(t) \) from the transmitter, the forward scatter signal \( s_t(t) \) due to the presence of the aerial target, the multipath interference and noise; therefore, the signal received by the receiver can be described as

\[
x(t) = A_d s(t - \tau_d(t)) + A_T s(t - \tau_t(t)) e^{j\varphi_t} + \sum_{j=1}^{H} \omega_j s(t - \tau_{\eta_j}(t)) + n(t)
\]

\[
= \sqrt{P_d} C^k(t - \tau_d(t)) D^k(t - \tau_d(t)) e^{2\pi f_0(t - \tau_d)} + \sqrt{P_t} C^k(t - \tau_t(t)) D^k(t - \tau_t(t)) e^{2\pi f_0(t - \tau_t)} e^{j\varphi_t} + \sum_{j=1}^{H} \omega_j s(t - \tau_{\eta_j}(t)) + n(t),
\]

(1)

where \( A_d \) denotes the amplitude of the direct wave signal, \( A_T \) represents the amplitude of the forward scatter signal, \( \varphi_t \) is the scatter phase, and \( H \) stands for the order of the multipath channel. \( \omega_j \) is the amplitude of the direct wave signal after passing through the \( j \)th multipath, \( \tau_{\eta_j}(t) \) represents the delay of the direct wave signal after passing through the \( j \)th multipath, and \( n(t) \) is stationary Gaussian white noise with mean zero. \( C^k \) is the C/A code of the satellite signal and \( D^k \) is the satellite navigation data. \( P_d \) denotes the power of the direct wave signal and \( P_t \) represents the power of the forward scatter signal. In addition, \( \tau_d(t) \) and \( \tau_t(t) \) indicate delays in the direct and target channels as

\[
\tau_d(t) = \frac{R_D(t)}{c},
\]

(2)
\[ \tau_t(t) = \frac{R_T(t) + R_R(t)}{c}, \]  

(3)

where \( c \) denotes the velocity of light.

Figure 2. Geometric model of forward scatter system.

As the target moves, the scattered signal \( s_t(t) \) exhibits a Doppler change, and its amplitude modulation is specified by the forward scatter mode and the propagation loss. In the forward scatter scenario, it is assumed that the arrival time of the direct wave and forward scatter signal are nearly the same. In this case, there is no distance offset between the two signals, so the effect of the delay difference in the C/A code and the navigation code can be ignored; therefore, the received signal can be rewritten as

\[
x(t) = \sum_{j=1}^{H} \omega_j s(t-\tau_{ij}(t)) + n(t) + C^k(t-\tau_{ij}(t))D^k(t-\tau_i(t)) \\
\times \left( \sqrt{P_{dl}^2 2\pi f_0(t-\tau_d(t))} + \sqrt{P_{te}^2 2\pi f_0(t-\tau_{te}(t))} e^{j\phi_s} \right).
\]

(4)

Since there is no reference channel for the FSR system, it is necessary to perform preprocessing on the received signal before radar processing. The preprocessing flow chart is shown in Figure 3 [23]. In the tracking loop, the code phase and the carrier spectrum are accurately estimated by the code tracking loop and the carrier tracking loop, respectively. I/Q demodulation is often used to realize the tracking loop. According to [24], code correlation and symbol elimination are performed on the received signal after the down conversion, and the correlation result after signal processing can be obtained as

\[
x_{r1}(t) = G_d + G_T A_T e^{2\pi f_0(t-\tau_d(t)-\tau_i(t))} + \sum_{j=1}^{H} \omega_{ij} e^{2\pi f_0(t-\tau_{ij}(t)-\tau_i(t))} + n'(t),
\]

(5)

where \( G_d \) and \( G_T \) are the code correlation gain of the direct wave and target echo, respectively. \( \omega_{ij} \) stands for the amplitude of the \( j \)th multipath interference, and \( n'(t) \) is the Gaussian white noise with mean zero. The output results after processing are shown in Figures 4 and 5.
Figure 3. Flow chart of forward scatter signal preprocessing.

Notch filter refers to a filter that can rapidly attenuate the signal at a certain frequency to remove the signal at this frequency. It belongs to a bandstop filter, and its stopband is very narrow. Due to the target motion, the target echo signal presents Doppler change. In the forward scattering scenario, it can be assumed that the arrival time of direct wave and target echo to the receiver is basically the same, and that there is no distance deviation between the two signals. Then the output of the code correlation processing of the two signals can be considered to be coherent, and the amplitude of the code correlation results can be obtained. According to [24], since each processing cycle is within a few milliseconds of single-chirp integration time, we can regard the frequency of direct signal and echo signal as constants. For direct signals, this assumption is widely used in traditional navigation satellite signal processing; therefore, the suppression of direct wave signal can be completed by a notch filter. In this case, the received signal can be given by

\[ x_r(t) = G_T A_T e^{2\pi f_0(\tau_d - \tau_t - \varphi)} + \sum_{j=1}^{M} \omega_j e^{2\pi f_0(\tau_{\eta_j} - \tau_d)} + n'(t). \]  

(6)

Figure 4. Output signal after code correlation.
3. Multipath Interference Suppression

Since the received signal is inevitably affected by the direct wave and multipath interference, the power of the direct wave and multipath interference is higher than the power of the echo signal containing the target. This will affect the sensing. Thus it is necessary to suppress the direct wave and multipath interference.

Linear canonical transform (LCT) is a generalized form of Fourier transform, which has multiple free parameters. Compared with the traditional Fourier transform, it has great flexibility. The traditional method of separating signal and noise is only carried out in either the time domain or the frequency domain, but it is difficult to obtain good filtering and interference separation effect in time domain or frequency domain if there is strong time-frequency coupling between signal components and between signal and noise. In this case, the LCT provides a more suitable filtering and interference separation scheme in another transform domains. For the problem of multipath interference in the receiving channel, using the reversibility of the linear canonical transform and its suppression of Gaussian noise, the Gaussian noise and multipath interference in the channel can be removed by the rectangular window function in its linear regular domain. Thus, the signal after noise suppression is obtained through inverse linear regular transformation. In contrast, Fourier transform can only remove noise and cannot effectively suppress multipath interference; therefore, we choose the linear canonical transform with better filtering and interference separation performance to process the signal.

The signal distribution before the multipath interference suppression in the LCT domain is shown in Figure 6. In Figure 6, $u$ represents the LCT domain. Fourier transform and fractional Fourier transform are special forms of LCT, so LCT domain can be regarded as the unity of time domain, frequency domain, and fractional Fourier domain, and contains the information of signal in time domain and frequency domain. Since most of the energy of the echo signal is concentrated in a narrow band centered at the peak point of the linear canonical transform domain, the Gaussian noise does not have good energy concentration in the LCT domain. It can also be seen that the energy distribution of multipath interference is on both sides of the LCT domain; therefore, the peak point can be used as the center of the rectangular window function to filter out the noise and interference.
According to the above analysis, the window function can be constructed to extract the echo signal. The rectangular window function in the linear canonical domain can be expressed as

\[ \ell[f(t)](u) = \begin{cases} 
1 & u \in [a, b], \\
0 & \text{else}.
\end{cases} \]  

By applying the reversibility of the LCT algorithm to transform the separated signal, the suppression of direct wave and multipath interference can be achieved. The suppressed signal is subject to LCT again, and the suppression effect is determined by observing whether there is a corresponding peak in the LCT domain. The effect of interference suppression on the signal is shown in Figure 7. From Figure 7, we can see that the multipath interference have been well suppressed.

**Algorithm 1** Rectangular window function bandwidth design

1. Perform LCT on the signal to obtain the LC spectrum of the signal \( P_L(w) \);
2. Perform least squares polynomial fitting to obtain a smooth power spectrum curve;
3. Derivative the smoothness power spectrum curve, and extract the positions of the maximum and minimum points of the slope derivative value near the center point of the LC domain from \( a \) and \( b \), respectively. Further, use the difference \( |b - a| \) as the bandwidth estimation;
4. Design the number of cycles and repeat the above operation to obtain the statistical average.
4. Aerial Target Passive Sensing Based on Linear Canonical Transform

Based on the above analysis, the amplitude and phase of the received signal are mainly reflected in the shadow occlusion effect and the approximate chirp Doppler phenomenon. Using these characteristics, and considering the outstanding performance of LCT in chirp signal processing, this paper proposes the aerial target sensing based on LCT.

4.1. Signal Delay Analysis

One sees that the change in the time delay change of the signal makes the echo signal equivalent to a frequency-modulated signal. Since the satellite is far away from the ground, it is assumed that the target echo signal is parallel to the direct incident wave arriving at the receiver, or assumed a plane wave. Assuming that the time is zero when the target traverses the xOz plane, the flying height of the target is \( H \), and the distance between the projection on the ground and the receiver is \( x_0 \), the position of the target trajectory can be expressed as

\[
\begin{align*}
    x_{SV}(t) & = L \sin \theta_{SV}, \\
    y_{SV}(t) & = 0, \\
    z_{SV}(t) & = L \cos \theta_{SV},
\end{align*}
\]  

(8)

and the trajectory of the satellite is

\[
\begin{align*}
    x(t) & = vt \cos \theta_v + x_0, \\
    y(t) & = vt \sin \theta_v, \\
    z(t) & = H,
\end{align*}
\]  

(9)

where \( L \) denotes the baseline length at \( t = 0 \). Under the assumption of plane waves, \( R_D = R_T + R_R \cos \theta \); therefore, the delay difference can be written as

\[
\Delta \tau(t) = \frac{R_T + R_R - R_D}{c} = \frac{R_R - R_R \cos \theta}{c}.
\]  

(10)
Applying the Pythagorean theorem and substituting the expressions of target trajectory and satellite trajectory into (10), we can obtain
\[
\Delta \tau(t) = \frac{R_R}{c} \left[ \frac{\langle x(t)\theta(t)\rangle - \langle x_{SV}(t)\rangle}{c} \right] \left[ \frac{x_{SV}(t) - y_{SV}(t)}{c} + \frac{z_{SV}(t)}{c} \right] = \frac{R_R}{c} \frac{vt \cos \theta_v \sin \theta_{SV} + x_0 \sin \theta_{SV} + H \cos \theta_{SV}}{c},
\]
where \( R_R \) can be expressed as
\[
R_R = \sqrt{(vt \cos \theta_v + x_0)^2 + (vt \sin \theta_v)^2 + H^2} = \sqrt{v^2 t^2 + 2vt x_0 \cos \theta_v + x_0^2 + H^2}.
\]

Taking the third-order Maclaurin of \( x_0^2 + H^2 \) about \( v^2 t^2 + 2vt x_0 \cos \theta_v \), we can obtain
\[
R_R \approx \sqrt{x_0^2 + H^2} + \frac{v^2 t^2 + 2vt x_0 \cos \theta_v}{2 \sqrt{x_0^2 + H^2}} - \frac{(v^2 t^2 + 2vt x_0 \cos \theta_v)^2}{8(x_0^2 + H^2) \sqrt{x_0^2 + H^2}}
\]
\[
= \sqrt{x_0^2 + H^2} - \frac{v^2 t^2 (1 - \frac{2\cos^2 \theta_v}{x_0^2 + H^2})}{2 \sqrt{x_0^2 + H^2}} + \frac{2vt x_0 \cos \theta_v}{x_0^2 + H^2}.
\]

By omitting the third term and the fourth term of \( t \), (13) can be rewritten as
\[
R_R \approx \sqrt{x_0^2 + H^2} + \frac{v^2 t^2 (1 - \frac{2\cos^2 \theta_v}{x_0^2 + H^2})}{2 \sqrt{x_0^2 + H^2}} + \frac{2vt x_0 \cos \theta_v}{x_0^2 + H^2}.
\]

Substituting (14) into (11), the available delay difference is expressed as
\[
\Delta \tau(t) = \frac{\sqrt{x_0^2 + H^2} - x_0 \sin \theta_{SV} - H \cos \theta_{SV}}{c} + \frac{v^2 t^2 (1 - \frac{2\cos^2 \theta_v}{x_0^2 + H^2})}{2c \sqrt{x_0^2 + H^2}} + \frac{vt}{c} \left( -\frac{x_0 \cos \theta_v \sin \theta_{SV}}{\sqrt{x_0^2 + H^2}} - \cos \theta_v \sin \theta_{SV} \right).
\]

Considering the case of crossing the baseline at the moment of \( t = 0 \) and substituting \( x_0 = H \tan \theta_{SV} \) into (15), we can obtain
\[
\Delta \tau(t) = \frac{v^2 t^2 \cos \theta_{SV} (1 - \cos^2 \theta_v \sin^2 \theta_{SV})}{2cH}.
\]

Based on (16), the time delay difference in the case of forward scatter can be calculated. The exact expression (11) and the approximate expression (15) are used to calculate the time delay difference, and the simulation results are shown in Figures 8 and 9. It can be seen that the curves can be described by different equations. It also shows that the above simplification is effective, which can provide theoretical support for the target sensing and target parameter estimation. From Figure 8, we can see that the influence of the speed direction angle on the delay difference is very small. Assuming that the target does not cross the baseline and the horizontal distance from the baseline when crossing the \( xOz \) plane is 50 m, the simulation is shown in Figure 9. It can be seen from Figure 9 that the
delay difference in both cases are very close, and hence this paper only considers the case when the target crosses the baseline.

Figure 8. Different delay when the target crosses the baseline.
4.2. Target Sensing Statistics

The LCT of the signal after the suppression of direct wave and multipath interference is expressed as [25]

\[ L(u) = \frac{1}{\sqrt{2\pi b}} \int_{-\frac{T}{2}}^{\frac{T}{2}} f(t) e^{\frac{a^2}{2b} - j\frac{uT}{2}} dt. \]  

(17)

After discretization, this becomes

\[ L(u) = \frac{1}{\sqrt{2\pi b}} \sum_{n=0}^{N-1} f(nT_s) e^{\frac{a^2}{2b}(nT_s)^2 - j\frac{uT}{2}} \]  

(18)

where \( T \) stands for the signal duration, \( T_s \) denotes the sampling period, \( T_s = 1/f_s \), \( N \) is the number of sampling points \( N=Ts \times f_s \). The target sensing statistic \( l \) is constructed as

\[ l = |L(u)|. \]  

(19)

4.3. Target Detection

The detector is binary, where \( H_1 \) indicates that the received signal, \( x(t) \) contains an echo signal, and \( H_0 \) indicates that the received signal does not contain an echo signal, as

\[ \begin{cases} 
   H_0 : x(t) = v(t), \\
   H_1 : x(t) = A_T s_r(t) + w(t). 
\end{cases} \]  

(20)

Based on the above binary assumption, the binary detector is

\[ \begin{aligned} 
   & H_1 : |l| > T_d, \\
   & H_0 : |l| < T_d. 
\end{aligned} \]  

(21)

where \( T_d \) represents the detection threshold. The decision output \( u \) is

\[ u = \begin{cases} 
   1 & |l| > T_d, \\
   0 & \text{else}.
\end{cases} \]  

(22)
5. Detection Performance Analysis

Assuming that both the real and imaginary parts of the Gaussian noise follow \(N(0, \sigma_n^2)\), one has

\[
L(u) = \int_{-T/2}^{T/2} x(t) K_A(u, t) dt
\]

\[
= \text{Re} \left\{ \int_{-T/2}^{T/2} x(t) K_A(u, t) dt \right\} + \text{Im} \left\{ \int_{-T/2}^{T/2} x(t) K_A(u, t) dt \right\}
\]

(23)

Lemma 1. The distribution of the detection based on LCT under \(H_1\) is

\[
(l|H_1) \sim \text{CN} \left( \int_{-T/2}^{T/2} A_T s_r(t) K_A(u, t) dt, \sigma_{nn}^2 \right),
\]

(24)

and the distribution of the detection based on LCT under \(H_0\) is

\[
(l|H_0) \sim \text{CN} \left( 0, \sigma_{nn}^2 \right),
\]

(25)

where \(\text{CN}(\cdot)\) represents the complex Gaussian process.

Proof. See Appendix A. \(\Box\)

From the above analysis, the detection probability \(P_D\) is

\[
P_D = \int_\lambda^{+\infty} p(l|H_1) dl
\]

\[
= \int_\lambda^{+\infty} \frac{2l}{\sigma_{nn}^2} \exp \left\{ \frac{l^2}{\sigma_{nn}^2} \right\} \left( \int_{-T/2}^{T/2} A_T s_r(t) K_A(u, t) dt \right)^2 \times I_0 \left( \frac{2l \int_{-T/2}^{T/2} A_T s_r(t) K_A(u, t) dt}{\sigma_{nn}^2} \right) dl
\]

(26)

where \(p(l|H_1)\) represents the probability density function of \((l|H_1)\) and \(Q(\cdot, \cdot)\) denotes the Marcum Q function [26]. The false alarm probability \(P_{fa}\) is

\[
P_{fa} = \int_\lambda^{+\infty} p(l|H_0) dl
\]

\[
= \int_\lambda^{+\infty} \frac{2l}{\sigma_{nn}^2} \exp \left\{ \frac{l^2}{\sigma_{nn}^2} \right\} dl
\]

(27)

\[
= \exp \left( \frac{\lambda^2}{\sigma_{nn}^2} \right).
\]
where \( p(l|H_0) \) represents the probability density function of \( (l|H_0) \). The threshold \( \lambda \) of false alarm probability detection can be expressed as

\[
\lambda = \sqrt{-\sigma_{\alpha}^2 \ln P_{fa}}.
\]  

(28)

6. Aerial Target Parameter Estimation
6.1. Parameter Estimation Based on LCT+MF

When the target gradually approaches and then moves away from the baseline at a constant speed, the sum of the distances from the transmitter to the target and from the target to the receiver changes. Linear frequency modulation (LFM) signal increases the transmission bandwidth of the signal by modulating the carrier frequency, and realizes pulse compression at reception. The forward scatter system does not have a reference signal, but when the moving speed of the target is slow, the Doppler frequency shift is small and the frequency change is slow. At this time, the echo signal can be approximated as a chirp signal with frequency change. Based on this, the feature function is constructed, and the speed and flight altitude can be estimated through the matched filtering (MF). The target parameter estimation system diagram based on LCT+MF is shown in Figure 10.

Figure 10. Target parameter estimation system diagram based on LCT+MF.

The LCT-based method can effectively separate the signal and the interference, thereby reduce the influence of interference and improve the accuracy of parameter estimation. By designing the four parameters \((a, b, d, u)\) in the LCT domain, the spectral peak information is obtained in the LCT domain. The corresponding parameters at the spectral peak include the target parameter information \( H_{max}, \bar{v}_{max}, \theta_{v_{max}} \) of the moving target. One has

\[
|l|_{H_1} > |l|_{H_0} T_d.
\]  

(29)

The relationship between the target parameters can be estimated according to the characteristics of the parameter \((\hat{a}, \hat{b}, \hat{d}, \hat{u})\) at the peak and the forward scattered signal as

\[
|l|_{H_1} > |l|_{H_0} T_d.
\]  

(30)

The coordinates \((a, b, d, u)\) corresponding to the peak can be effectively extracted using the following peak extraction methods summarized in Algorithm 2.
Algorithm 2 Extraction of spectrum peak in LCT domain.

1: The LCT \( \mathcal{L}(u) \) contains four parameters. If two-dimensional spectrum peak is searched, and the parameter values \( b \) and \( d \) of LCT domain are fixed firstly;
2: Determine \( \hat{b} \) and \( \hat{d} \), and a two-dimensional peak search on \( a \times u \) on the \((a, u)\) plane;
3: For different values of \( a \) perform spectral peak search on the one-dimensional plane, and take the corresponding parameter \( \hat{a} \) at the maximum peak.

The target parameters are related through
\[
\begin{align*}
\nu^2 \cos \theta_S V (1 - \cos^2 \theta_S \sin^2 \theta_S V) &= -\frac{\hat{a}}{2\pi} \frac{2\hat{c} \hat{H}}{J^2}.
\end{align*}
\]

The steps of parameter estimation based on LCT+MF are as follows:

Step 1: Construct the feature function as
\[
f(t) = a_F e^{2\pi f_c q(v, H)t^2},
\]
where \( a_F \) represents the amplitude of the characteristic function, \( f_c \) stands for the carrier frequency, and \( q(v, H) \) is a function of the parameters \( v \) and \( H \) with \( q(v, H) = \nu^2 \cos \theta_S V (1 - \cos^2 \theta_S \sin^2 \theta_S V) \).

Step 2: Perform matching filtering as [27]
\[
S_{out}(v_m, H_m) = \int_{-T/2}^{T/2} y^*(t) \cdot f(t) dt,
\]
where \( T \) is the observation time, \( * \) represents the conjugate operation, \( S_{out}(v_m, H_m) \) stand for the output result, and \( y(t) \) is the received signal after interference suppression. Substituting the known relationship between \( v \) and \( H \) into (32), we can obtain
\[
S_{out}(H_m) = \int_{-T/2}^{T/2} y^*(t) \cdot f(t) dt.
\]

Step 3: To obtain more accurate estimates. In this process, \( \Delta v \) and \( \Delta H \) are shortened to obtain a more accurate estimate according to the estimated \( v \) and \( H \) values.

6.2. Parameter Estimation Based on MF+LCT

Since the LCT can achieve effective separation of signal and noise by reducing the influence of noise on matched filtering, the LCT process is performed on the matched filtering. The target parameter estimation system diagram based on MF+LCT is shown in Figure 11.

![Figure 11. Target parameter estimation system diagram based on MF+LCT.](image)

After matching filtering, the signal is transformed into the LCT domain, and the target parameters are estimated by searching for the peak value. The steps of parameter estimation based on MF+LCT are as follows:

Step 1: Construct the feature function as
\[
f(t) = a_F e^{2\pi f_c q(v, H)t^2},
\]
where \( a_f \) represents the amplitude of the characteristic function, \( f_c \) is the carrier frequency, and \( q(v, H) \) stands for a function about the parameters \( v \) and \( H \) with \( q(v, H) = \frac{v^2 \cos \theta_v (1 - \cos^2 \theta_v \sin^2 \theta_v)}{20H} \).

Step 2: Perform matching filtering and transform it to LCT domain as

\[
SL_{\text{out}}(v_m, H_m) = \frac{1}{\sqrt{2\pi}b} \int_{-\frac{T}{2}}^{\frac{T}{2}} y^*(t) \cdot f(t)e^{j\frac{\pi}{2}t^2 - j\frac{2\pi}{b} t} dt,
\]

where \( T \) represents the observation time, \( * \) denotes the conjugate operation, \( S_{\text{out}}(v_m, H_m) \) is the output result, and \( y(t) \) stands for the received signal after interference suppression.

7. CRLBs of Target Parameter Estimators

Assume that \( y(t) \) is the signal after interference suppression and contains only echo signals and noise, and thus \( y(t) \) can be rewritten as:

\[
y(t) = a_T e^{j2\pi f_0(t_a - \tau_0)} + m(t),
\]

where \( a_T \) represents the amplitude of the echo signal, \( m(t) \) is Gaussian noise with mean zero and \( \Delta \tau = \tau_1 - \tau_0 \). The power spectral density of the noise is

\[
E[m(t)m(t')] = 0,
\]

\[
E[m(t)m'(t')] = N_0 \delta(t - t').
\]

The vector form of the estimation speed and the estimation height can be expressed as

\[
\theta = [v, H].
\]

The probability density function (PDF) of the echo signal can be expressed as [28,29]:

\[
p(y; \theta) = K \exp \left\{ -\frac{1}{N_0} \int_{-\infty}^{+\infty} |y(t) - a_T e^{-j2\pi f_0 \Delta t}|^2 dt \right\}.
\]

Accordingly, the natural logarithmic of PDF is given by

\[
\ln p(y; \theta) = -\frac{1}{N_0} \int_{-\infty}^{+\infty} |y(t) - a_T e^{-j2\pi f_0 \Delta t}|^2 dt + \ln K.
\]

By differentiating the logarithmic PDF, one has

\[
\frac{\partial \ln p(y; \theta)}{\partial v} = -\frac{2}{N_0} \int_{-\infty}^{+\infty} m^*(t) \times \left( -\frac{\partial a_T}{\partial v} + j2\pi f_0 a_T \frac{\partial \Delta \tau}{\partial v} \right) e^{-j2\pi f_0 \Delta t} dt,
\]

and

\[
\frac{\partial \ln p(y; \theta)}{\partial H} = -\frac{2}{N_0} \int_{-\infty}^{+\infty} m^*(t) \times \left( -\frac{\partial a_T}{\partial H} + j2\pi f_0 a_T \frac{\partial \Delta \tau}{\partial H} \right) e^{-j2\pi f_0 \Delta t} dt.
\]

According to the parameter estimation theory, the CRLB is

\[
\text{var}(\theta_i) \geq \left[ I^{-1}(\theta) \right]_{ii},
\]

where \( \left[ I^{-1}(\theta) \right]_{ii} \) is the \((i, i)\)-th element of the inverse matrix of the FIM matrix, and the FIM matrix is

\[
[I(\theta)]_{ij} = I_{ij} = E \left[ \frac{\partial \ln P(y; \theta)}{\partial \theta_i} \frac{\partial \ln P(y; \theta)}{\partial \theta_j} \right].
\]
Define the following variables

\[ G_{ij} = \int_{-\infty}^{+\infty} \left( \frac{\partial a_{Tt}}{\partial \theta_i} \right)^* \left( \frac{\partial a_{Tt}}{\partial \theta_j} \right) dt, \quad (46) \]

\[ Q_{ij} = \int_{-\infty}^{+\infty} a_{Tt}^2 \left( \frac{\partial \Delta \tau}{\partial \theta_i} \right)^* \left( \frac{\partial \Delta \tau}{\partial \theta_j} \right) dt, \quad (47) \]

and

\[ R = \int_{-\infty}^{+\infty} a_{Tt} \left( \left( \frac{\partial a_{Tt}}{\partial \theta_j} \right)^* \left( \frac{\partial \Delta \tau}{\partial \theta_i} \right) + \left( \frac{\partial \Delta \tau}{\partial \theta_j} \right)^* \left( \frac{\partial a_{Tt}}{\partial \theta_i} \right) \right) dt. \quad (48) \]

The elements of the available FIM matrix are

\[ I_{ii} = -\frac{2}{N_0} \int_{-\infty}^{+\infty} \left( \frac{\partial a_{Tt}}{\partial \theta_i} \right)^2 + (2\pi f_0 a_{Tt})^2 \left( \frac{\partial \Delta \tau}{\partial \theta_i} \right)^2 \) \) dt \]

\[ = -\frac{2}{N_0} \left( G_{ii} + (2\pi f_0)^2 Q_{ii} \right), \quad (49) \]

\[ I_{ij}, i \neq j = I_{ji}, i \neq j \]

\[ = -\frac{2}{N_0} \int_{-\infty}^{+\infty} \left( \frac{\partial a_{Tt}}{\partial \theta_i} \right)^* \left( \frac{\partial a_{Tt}}{\partial \theta_j} \right) + (2\pi f_0 a_{Tt})^2 \left( \frac{\partial \Delta \tau}{\partial \theta_i} \right)^* \left( \frac{\partial \Delta \tau}{\partial \theta_j} \right) \) \) dt \]

\[ + j2\pi f_0 a_{Tt} \left( \left( \frac{\partial a_{Tt}}{\partial \theta_j} \right)^* \left( \frac{\partial \Delta \tau}{\partial \theta_i} \right) + \left( \frac{\partial \Delta \tau}{\partial \theta_j} \right)^* \left( \frac{\partial a_{Tt}}{\partial \theta_i} \right) \right) dt \]

\[ = -\frac{2}{N_0} \left( G_{ij} + (2\pi f_0)^2 Q_{ij} + j2\pi f_0 R \right). \quad (50) \]

Then, the FIM can be expressed in (51).

\[ I(\theta) = -\frac{2}{N_0} \begin{bmatrix} G_{11} + (2\pi f_0)^2 Q_{11} & G_{12} + (2\pi f_0)^2 Q_{12} + j2\pi f_0 R \\ G_{12} + (2\pi f_0)^2 Q_{12} + j2\pi f_0 R & G_{22} + (2\pi f_0)^2 Q_{22} \end{bmatrix} \]

\[ = -\frac{2}{N_0} \begin{bmatrix} A & B \\ B & C \end{bmatrix} \quad (51) \]

The inverse of the FIM matrix, and normalized Cramér-Rao lower bound (NCRLB) of the estimation speed and height can be expressed as

\[ \text{Var}(\hat{v})_{\text{NCRLB}} = \frac{N_0 C}{B^2 - AC}, \quad (52) \]

and

\[ \text{Var}(\hat{H})_{\text{NCRLB}} = \frac{N_0 A}{B^2 - AC}. \quad (53) \]

8. Numerical Results and Discussion

In order to evaluate the performance of the proposed method, the GPS satellite communication waveforms are used. The sensing performance is determined by [30,31]

\[ \delta_H = \frac{N_c}{N} \times 100\%, \quad (54) \]

where \( \delta_H \) represents the detection accuracy, \( N_c \) and \( N \) are the numbers of correct detections and the total number of detections, respectively.
In the simulation, we adopt the GSM TU 6 channel model. Using this multipath fading model, the following experiments examine the performance of the proposed algorithm for target echo signal detection.

In order to evaluate the influence of sampling points on the sensing performance, the parameters are set as follows: the sampling frequency is \( f_s = 10.23 \text{ MHz} \), the false alarm probability is \( P_{fa} = 10^{-4} \), the GPS direct wave power is \( P_d = -100 \text{ dBm} \), the symbol rate is \( f_{Gb} = 1.023 \text{ MHz} \), the carrier frequency is \( f_c = 1.57 \text{ GHz} \), the aerial target altitude is 10 km, the flight speed is 100 m/s, the average power of the echo signal is \( P_r = -135 \text{ dBm} \); 2000 Monte Carlo simulations are used.

It can be seen from Figure 12 that the target sensing performance improves as the number of sampling points increases. This is because the increase in the number of sampling points will increase the cumulative number of points in the time domain, resulting in the enhancement of the peak height in the corresponding LCT domain, thus improving the sensing performance. Although the number of sampling points is an important factor, the limited sensing range in the case of forward scatter prevents sampling points from increasing indefinitely, and the sampling points should be set reasonably. When the number of sampling points is \( 5 \times 10^6 \), the sensing performance reaches 100% with SNR = −31 dB. When the number of sampling points is \( 10^7 \), the sensing performance can reach 100% with SNR = −36 dB, and when the number of sampling points is \( 2 \times 10^7 \), the sensing performance can reach 100% with SNR = −37 dB. At the same time, it can be seen that under the same number of sampling points, as the signal-to-noise ratio increases, the detection effect is better. The actual simulation performance is basically consistent with the theoretical derivation, which verifies the effectiveness of the proposed method.

In order to evaluate the target sensing performance of forward scatter echo signal for different false alarm probabilities, the parameters are set as follows: the sampling frequency is \( f_s = 10.23 \text{ MHz} \), the sampling points is \( 2 \times 10^7 \), the GPS direct wave power is \( P_d = -100 \text{ dBm} \), the symbol rate is \( f_{Gb} = 1.023 \text{ MHz} \), the carrier frequency is \( f_c = 1.57 \text{ GHz} \), the aerial target flight altitude is 10 km, the flight speed is 100 m/s, the average power of the echo signal is \( P_r = -135 \text{ dBm} \); 2000 Monte Carlo simulation results are used.

It can be seen in Figure 13 that, as the false alarm probability increases, so does the target sensing performance under the same conditions. When the false alarm probability is \( 10^{-4} \), the sensing performance can reach 100% with SNR = −37 dB, and when the false alarm probability is \( 10^{-5} \), the sensing performance under SNR = −35 dB can reach 100%,
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and when the false alarm probability is $10^{-6}$, the sensing performance can reach 100% with SNR = $-34$ dB.

![Graph showing detection probability vs. SNR for different false alarm probabilities.](image)

**Figure 13.** Sensing performance with different false alarm probabilities.

Next, we compare the target sensing performance of the proposed method with those of [32,33]. The parameters are set as follows: the sampling frequency is $f_s = 10.23$ MHz, the sampling points is $2 \times 10^7$, the false alarm probability is $P_{fa} = 10^{-4}$, the GPS direct wave power is $P_d = -100$ dBm, the symbol rate is $f_{Gb} = 1.023$ MHz, the carrier frequency is $f_c = 1.57$ GHz, the aerial target flight altitude is 10 km, the flight speed is 100 m/s, the average power of the echo signal is $P_r = -135$ dBm; 2000 Monte Carlo simulations are used.

As can be seen from Figure 14, the sensing performance of the proposed method is better than [32,33]. This is because the proposed method based on LCT has a good interference suppression effect; therefore, under the same conditions, the detection amount of the proposed method is more conducive to the detection of target echoes, which is superior to the method proposed in [32]. The method proposed in [33] is based on the shadow area in the case of forward scattering, but as the height of the target increases, its attenuation at the baseline decreases, which is not conducive to target detection. The computational complexity of the proposed method is $O(NM \cdot n_{lct})$, and the computational complexity of [32] method is $O(Nm)$, and the computational complexity of [33] method is $O(N\log_2 N)$, where $N$ denotes the number of signal sampling points, $M$ stands for the number of sampling points in the linear canonical domain, and $n_{lct}$ and $m$ are the number of searches. Overall, although the computational complexity of the proposed method is higher than [32,33], the proposed method has better target sensing performance and multipath interference suppression effect.

In order to evaluate the target parameter estimation performance of the proposed method, the parameters are set as follows: the sampling frequency is $f_s = 10.23$ MHz, the sampling points is $3 \times 10^7$, the GPS direct wave power is $P_d = -100$ dBm, the symbol rate is $f_{Gb} = 1.023$ MHz, the carrier frequency is $f_c = 1.57$ GHz, the target flight altitude is 8 km, the flight speed is 125 m/s, the average power of the echo signal is $P_r = -135$ dBm; 2000 Monte Carlo simulation results are used.

As can be seen from Figure 15, both the proposed LCT+MF method and the proposed MF+LCT method in this paper can achieve good estimation performance for the target flight altitude, and they improve as the signal-to-noise ratio (SNR) increases. This is because the increase in the SNR makes the corresponding peaks during parameter estimation more
prominent, thereby improving the parameter estimation performance. The normalized minimum mean square error of the height estimation achieved by the LCT+MF method reaches $10^{-3}$ when SNR = −17 dB and the estimation performance of the MF+LCT method reaches $10^{-3}$ when SNR = −21 dB. From the above, the proposed methods have good estimation performance, which shows that the aerial target parameter estimation methods have good interference suppression effect.

From Figure 16, both the proposed LCT+MF method and the proposed MF+LCT method in this paper can achieve the good estimation performance of the target flight speed, and estimation performance improves as SNR increases. When SNR = −19 dB, the LCT+MF method and MF+LCT method can reach $10^{-3}$, and the MF+LCT method is better than LCT+MF in the case of low SNR. These results show that the LCT algorithm has a good suppression effect on interference.

To compare the parameter estimation performance of the proposed method with [34], the parameters are set as follows: the sampling frequency is $f_s = 10.23$ MHz, the sampling points is $3 \times 10^7$, the GPS direct wave power is $P_d = −100$ dBm, the symbol rate is $f_{Gb} = 1.023$ MHz, the carrier frequency is $f_c = 1.57$ GHz, the target flight altitude is 8 km, the flight speed is 125 m/s, the average power of the echo signal is $P_r = −135$ dBm; 2000 Monte Carlo simulation results are used.

![Figure 14. Sensing performance with different methods.](image-url)
It can be seen from Figures 17 and 18 that the proposed method is better than [34]. This is because the proposed method completes the estimation of the target motion parameters based on the LCT based on the analysis of the forward scattered signal. The MF+LCT method and LCT+MF adopt the noise suppression effect of LCT and the time delay characteristics of the forward scattered signal, thus the proposed method has better estimation performance at low SNR. The computational complexity of the two methods are $O(MN \cdot n_{lct} + N \cdot n)$ and $O(MN \cdot n)$, respectively, and the computational complexity of [34] is $O(N \cdot n)$, where $n$ is the total number of searches for speed and altitude. From the
above, although the computational complexity of the proposed methods is higher than [34], the proposed method can achieve better target parameter estimation performance.

![Figure 17. Height estimation performance with different methods.](image1)

![Figure 18. Speed estimation performance with different methods.](image2)

9. Conclusions

This paper has proposed a novel aerial target passive sensing method based on linear canonical transformation, in which the proposed method adopts the forward scatter radar model and satellite communication waveforms characteristics. Linear canonical transformation is used to achieve the multipath interference suppression in the receiving channel and design target detector. In addition, the characteristics of linear canonical and the matching filtering are used to achieve accurate target parameters estimate. Numerical results have demonstrated that the proposed method can perform effective target sensing and target parameter estimation by satellite based forward scatter radar. Satellite-based
target detection technology has become an important research direction in the field of passive detection. This paper has carried out a certain exploration in this field, but there are still other areas that can be further studied. In this paper, the research on GPS satellite target detection is based on theoretical modeling and computer simulation environment, and the actual environment and system model are simplified to some extent in the experiment. The proposed method can theoretically meet the needs of target detection, but in practice the working environment of target detection is more complicated; therefore, it is necessary to further connect with the actual environment, and carry out the verification and improvement of the algorithm and system through the measured data. In addition, since the suppression performance of direct wave interference and multipath interference will have a direct impact on the subsequent target detection and parameter estimation, it is necessary to further explore the improvement of the suppression performance of various interferences.
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Appendix A

Proof of Lemma 1

In (24), the real part \( \text{Re}\{L(u)\} \) of the LCT under assumption \( H_1 \) is expressed as

\[
\text{Re}\{L(u)\} = \text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} x(t) K_A(u, t) dt \right\} \\
= \text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} A_T s_r(t) K_A(u, t) dt \right\} \\
+ \text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} w(t) K_A(u, t) dt \right\}. \quad (A1)
\]

The first term of (A1) is the real part of the LCT of the echo signal, which belongs to the determined sensing statistics and is expressed as: \( \text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} A_T s_r(t) K_A(u, t) dt \right\} \). The second term represents the real part of the LCT of noise, subject to Gaussian distribution, which is

\[
\text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} w(t) K_A(u, t) dt \right\} \sim N\left(0, \sigma_{nn}^2\right). \quad (A2)
\]

In summary, under the assumption \( H_1 \), \( \text{Re}\{L(u)\} \) subject to the Gaussian distribution of the following statistical characteristic

\[
\text{Re}\{L(u)\} \sim N\left(\text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} A_T s_r(t) K_A(u, t) dt \right\}, \sigma_{nn}^2\right). \quad (A3)
\]
In (25), the imaginary part \( \text{Im}\{L(u)\} \) of the LCT under assumption \( H_0 \) is expressed as

\[
\text{Im}\{L(u)\} = \text{Im}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} x(t) K_A(u, t) dt \right\} \\
= \text{Im}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} A_T s_r(t) K_A(u, t) dt \right\} \\
+ \text{Im}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} w(t) K_A(u, t) dt \right\}.
\]

Similarly, under the assumption \( H_1 \), \( \text{Im}\{L(u)\} \) follows a Gaussian distribution with

\[
\text{Im}\{L(u)\} \sim N\left( \text{Im}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} A_T s_r(t) K_A(u, t) dt \right\}, \sigma_{nn}^2 \right).
\]

From (A3) and (A5), the distribution of the detection based on LCT under \( H_1 \) is

\[
(l | H_1) \sim CN\left( \int_{-\frac{T}{2}}^{\frac{T}{2}} A_T s_r(t) K_A(u, t) dt, \sigma_{nn}^2 \right),
\]

where \( CN(\cdot) \) represents the complex Gaussian process.

In (24), the real part \( \text{Re}\{L(u)\} \) of the LCT under \( H_0 \) is expressed as

\[
\text{Re}\{L(u)\} = \text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} x(t) K_A(u, t) dt \right\} \\
= \text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} v(t) K_A(u, t) dt \right\},
\]

where \( \text{Re}\{L(u)\} \) represents the real part of the LCT of noise, with

\[
\text{Re}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} v(t) K_A(u, t) dt \right\} \sim \text{NORM}(0, \sigma_{nn}^2).
\]

In summary, under \( H_0 \), \( \text{Re}\{L(u)\} \) follows a Gaussian distribution with

\[
\text{Re}\{L(u)\} \sim N(0, \sigma_{nn}^2).
\]

In (25), the imaginary part \( \text{Im}\{L(u)\} \) of the LCT under \( H_0 \) is expressed as

\[
\text{Im}\{L(u)\} = \text{Im}\left\{ \int_{-\frac{T}{2}}^{\frac{T}{2}} w(t) K_A(u, t) dt \right\}.
\]

Similarly, under \( H_0 \), \( \text{Im}\{L(u)\} \) follows a Gaussian distribution with

\[
\text{Im}\{L(u)\} \sim N(0, \sigma_{nn}^2). \tag{A11}
\]

From (A9) and (A11), the distribution of the sensing statistics based on LCT under the \( H_0 \) hypothesis is

\[
(l | H_0) \sim CN(0, \sigma_{nn}^2). \tag{A12}
\]
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