Computerized adaptive testing of symptom severity: a registry-based study of 924 patients with trapeziometacarpal arthritis
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Abstract

We aimed to develop a computerized adaptive testing (CAT) version of the 11 item Patient Evaluation Measure (PEM), using an item response theory model. This model transformed the ordinal scores into ratio-interval scores. We obtained PEM responses from 924 patients with trapeziometacarpal osteoarthritis to build a CAT model and tested its performance on a simulated cohort of 1000 PEM response sets. The CAT achieved high precision (median standard error or measurement 0.26) and reduced the number of questions needed for accurate scoring from 11 to median two. The CAT scores and item-response-theory-based 15-item PEM scores were similar, and a Bland–Altman analysis demonstrated a mean score difference of 0.2 between the CAT and the full-length PEM scores on a scale from 0 to 100. We conclude that the CAT substantially reduced the burden of the PEM while also harnessing the validity of item response theory scoring.
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Introduction

The severity of trapeziometacarpal (TMC) osteoarthritis symptoms can be assessed with patient-reported outcome measures (PROMs), which are self-reported, standardized and validated questionnaires that quantitively measure the elements of health that matter most to patients from their own perspective (Food and Drug Administration, 2009; Weldring and Smith, 2013). PROMs can be used to measure otherwise unobservable or latent traits (e.g. ‘hand function’ or ‘disease severity’) with observable data (e.g. responses to items in a PROM). Infrequent administration poses a marked limitation to the use of PROMs in both research and clinical practice and results in failure to capture important temporal fluctuations in symptom severity. This is particularly important in TMC osteoarthritis, as symptoms vary considerably with activity, time of day, injury and even weather (Dixon et al., 2019; Downing and Davis, 2001; Timmermans et al., 2014). These fluctuations could be captured through more frequent sampling, but the burden of administering lengthy questionnaires at multiple time points may be prohibitive. Response burden can be reduced through computerized adaptive testing (CAT). CAT uses computer algorithms to make PROMs shorter and more patient-centred by selecting the most appropriate items (questions) based on the previous responses (Harrison et al., 2019; Kane et al., 2020). CAT can produce scores that are very...
similar to the full-length questionnaire. Building a CAT requires two steps: using a dataset of responses to fit an item response theory (IRT) model correctly and then using another dataset to test how well the CAT performs with new users. IRT converts ordinal PROM scores into ratio-interval scores and makes it possible to use parametric statistical methods. Furthermore, it assesses the structural validity of the scoring systems. The Patient Evaluation Measure (PEM) is a hand-specific PROM that can be used across hand surgery (Dias et al., 2001; Macey et al., 1995; Wormald et al., 2019). Part 2 of the questionnaire (as used here) contains 11 items with seven response options on an ordinal scale, with higher scores indicating worse symptoms. While not specific to TMC arthritis, PEM is used for TMC osteoarthritis in national systems like the United Kingdom [UK] Hand Registry and is responsive when used in TMC osteoarthritis (Lane et al., 2020). The aim of this study was to develop and evaluate a CAT version of the PEM for persons with TMC osteoarthritis using an IRT model.

**Methods**

**Data collection**

Data from 1641 patients with TMC osteoarthritis, who had completed PEM at baseline and at 3, 6 and 12 months post-treatment were obtained from the British Society for Surgery of the Hand (BSSH) UK Hand Registry. This dataset contains 6079 records. These data were originally collected for quality assurance, but secondary uses for research can be approved by the committee managing the registry without requiring further ethical approval for secondary research use. This was confirmed with Oxford University’s Clinical Trials and Research Governance team. Permission to work with the PEM was obtained from the authors who published both existing versions of the PROM (Dias et al., 2001; Macey et al., 1995).

Incomplete response sets \( n = 3645 \) were removed. Most of the incomplete response sets were missing responses for item 4 of the PEM \( n = 3499 \). Item 4 concerns the duration of pain and was an additional item that was added to the PEM after it was originally developed (Dias et al., 2001). Therefore item 4 was not captured in the UK Hand Registry until 2017, accounting for its absence early on. In total, 2434 response sets from 924 patients were used for the analyses.

**CAT**

A CAT algorithm was developed in the R statistical computing environment and evaluated in a Monte Carlo simulation (Harrison et al., 2021). This approach uses the original data to build the model, and then uses computer-generated data to test its performance on a new cohort. To construct the new cohort, we simulated 1000 complete response sets to the full-length PEM questionnaire. For each simulated respondent, the CAT analysed individual responses one at a time, as if it were administering the questions in a real-world scenario. Based on the settings that we used for the CAT, the first question posed was question 8: ‘For everyday activities my hand is now: no problem > useless’. After each response, the CAT predicted the respondent’s total score, and selected the next most informative item to administer. This continued for each respondent with increasing precision (decreasing standard error of measurement (SEm) around the predicted score) until a score precision threshold of SEm < 0.3 was met. At that point, the CAT stopped administering items and the experiment moved on to the next respondent. This precision threshold is comparable with the measurement precision obtained in the Patient-Reported Outcome Measurement Information System (PROMIS) instruments and approximately equates to a marginal reliability of 90% (Gibbons et al., 2011; Reeve et al., 2007).

**IRT**

We assessed the structural validity of the PEM and its appropriateness for CAT by evaluating the fit of the UK Hand Registry data to an IRT model, the graded response model. We used comparative fit index; Tucker–Lewis index; root mean square error of approximation; and standardized root mean squared residual statistics to assess fit. The first two of these analyse discrepancies between the data and the hypothesized model, and between the hypothesized model and a null model. High values (close to 1, away from 0) indicate good fit. The latter two analyse the amount of misfit: how far the hypothesized model is from being perfect. Consequently, low values (close to 0) indicate good fit. We considered the following thresholds to indicate good model fit: comparative fit index \( \geq 0.95 \), Tucker–Lewis index \( \geq 0.95 \), root mean square error of approximation \( < 0.06 \), standardized root means squared residual \( < 0.08 \) (Schreiber et al., 2006). We also used supplementary methods, presented in Appendix S1.

**Measuring CAT performance**

For each respondent, three scores were available: the traditional ordinal PEM score (from adding up the raw responses to all of the PEM items), the
IRT-based PEM full-length score (from appropriately weighting these responses using the IRT model already described) and the CAT score (which estimated the IRT score, but typically from using fewer items). In addition to the number of items used by the CAT for each of the 1000 simulated respondents, we used the following techniques to determine how closely the CAT-based hand function score reproduced the full-length IRT-based PEM score: [1] Pearson’s correlation coefficient, which indicates the relationship between the CAT and full-length IRT-based scores; [2] mean absolute error between the CAT and full-length IRT-based score; [3] root mean squared error, which is similar to mean absolute error but penalizes individual large (and possibly clinically relevant) errors to a greater extent; and [4] the Bland–Altman method, which calculates the mean difference between the CAT scores versus the full-length IRT-based scores with 95% confidence intervals [Bland and Altman, 1986].

Results

Demographic and clinical characteristics of the 924 participants are reported in Table 1.

Structural validity

Fit statistics, assessed on the simulated cohort, generally demonstrated adequate fit for the CAT (comparative fit index 1.00, Tucker-Lewis index 1.00, root mean square error of approximation 0.11, standardized root means squared residual 0.03). Some of our supplementary results suggest that item 10 (concerning the appearance of the hand) does not combine well with the other PEM items under an IRT model (supplementary Appendix S1). This was not severe enough, however, to justify removing the item from the model.

CAT performance

The CAT reduced the number of questions of the full-length PEM from 11 to one to four questions (median two questions) and achieved a high level of precision with a median SEm of 0.26. Figure 1 provides a representation of the CAT’s performance for a person who needed two CAT items to reach score estimate. Before starting the CAT, the estimate of the score is the population average (theta of zero). The first completed item is item number 8 (about everyday activities) where this person selected the impairment as 5 (out of a possible 7), leading to an update in score estimate and reduction in error. The CAT selected item 3 (pain intensity most of the time) as the next most useful item for this person based on the previous response, and the selected response to item 3 was 3. The CAT stopped as error was below the threshold of SEm 0.3. When the theta logit score is converted to a 0–100 score for ease of interpretation, this corresponds to a score of 54/100 from the 2-items used by the CAT. The person’s full-length IRT-based score from all 11 items was 57/100. The distribution of full-length IRT-based PEM scores and

Table 1. Characteristics of 924 patients undergoing 959 operations for TMC-osteoarthritis.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at operation&lt;sup&gt;a&lt;/sup&gt;</td>
<td>64 (12)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>201 (22)</td>
</tr>
<tr>
<td>Female</td>
<td>706 (76)</td>
</tr>
<tr>
<td>Missing information</td>
<td>17 (2)</td>
</tr>
<tr>
<td>Operation</td>
<td></td>
</tr>
<tr>
<td>Simple trapeziectomy</td>
<td>460 (50)</td>
</tr>
<tr>
<td>Trapeziectomy with soft tissue reconstruction or interposition, or with prosthetic spacer</td>
<td>428 (46)</td>
</tr>
<tr>
<td>Any other revision procedure for TMC-osteoarthritis</td>
<td>10 (1)</td>
</tr>
<tr>
<td>Total joint- or hemi-arthroplasty</td>
<td>48 (5)</td>
</tr>
<tr>
<td>TMC-joint denervation</td>
<td>2 (&lt;1)</td>
</tr>
<tr>
<td>TMC-joint arthrodesis</td>
<td>8 (&lt;1)</td>
</tr>
<tr>
<td>TMC-joint prosthetic ligament reconstruction</td>
<td>2(&lt;1)</td>
</tr>
<tr>
<td>TMC-joint stabilization (e.g. Eaton–Littler)</td>
<td>1 (&lt;1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Data are presented as years [median (IQR)]. All other data are numbers [%].

TMC: trapeziometacarpal.
CAT scores across the experiment is shown in Figure 2.

CAT scores and full-length IRT-based PEM scores were similar, with a Pearson’s correlation coefficient of 0.96, mean absolute error of 5% and root mean square error of 6% (Figure 2). Bland–Altman analysis (Figure 3) demonstrated a mean score difference of 0.2 between the CAT and the full-length IRT-based PEM scores on a scale from 0 to 100. For 95% of cases, a simulated respondent’s CAT score was between +12 and –11 of the full-length PEM score on the 0–100 scale.

Discussion

We have developed a CAT version of the PEM that can provide precise outcome measurement (SEM <0.3) in patients with TMC osteoarthritis from one to four (mean two) questions, compared with using all 11 items when deploying the PEM conventionally. This level of precision is comparable with the PROMIS measures deployed through the Epic Electronic Health Records platform (Lapin et al., 2019). Our battery of statistical comparisons has shown that this model is appropriate for calculating PEM scores at both a population level (indicated by the mean error between the CAT and full-length IRT-based score being 0.2) and individual level (as the mean absolute error is 5%).

Our CAT is not only shorter and more individualized than the traditional PEM, the IRT scoring approach means it may have improved structural validity. The traditional PEM is scored on an ordinal scale (i.e. the difference between a score of 19 and 20 is not necessarily the same as the difference between a score of 20 and 21). This is not the case for the CAT, which uses IRT to map scores onto a truly ratio-interval scale through probabilistic modelling. This would mean that, unlike traditional ordinal scoring, they are potentially suitable for parametric statistical analysis, including the presentation of individual scores with a 95% CI.

In our supplementary material, we have provided all the data necessary to operationalize this algorithm as a smartphone application. Hypothetically, if this CAT were deployed through a smartphone, it could facilitate frequent PEM sampling that would provide far richer data than are currently available for clinical practice and research. If this proved to be the case, then one use of such an application could be remote patient monitoring, which may be particularly beneficial in the peri- and post-COVID era (Moynihan et al., 2021; Peek et al., 2020). There is a perception that some older people may not use smartphones and so may not access CATs. They may...
still need to use full-length paper questionnaires. However, recent data suggest that this may become uncommon. In 2019, 80% of those aged 55–74 in the UK owned a smartphone, and this is a sharply rising trend (Deloitte, 2019).

An assumption of measuring latent traits [e.g. hand function] is that all the items in a questionnaire measure the same underlying construct. This assumption, known as unidimensionality, is tested as part of an IRT analysis. Our analysis showed that PEM item 10 may be different and unrelated to the trait measured by the questionnaire (Supplementary Appendix S1). PEM item 10 asks about hand appearance. At face value, this is quite different from the other items, which ask about sensation and motor function. While appearance may be an important construct to ask, this study suggests that it may be better to assess this separately from the other PEM items. Such potential violations of the unidimensionality assumption are a greater problem for scoring than for CAT. CAT algorithms can often account for poorly discriminant items, and in this study, item 10 was only administered to 11 out of 1000 simulated respondents. In each of these cases, it was presented as the last (and least important) of four questions.

This study has limitations. CAT simulation studies assume that the order in which items are administered does not influence a person’s responses. When this assumption has been investigated in other fields, the order of the items has been shown to have a negligible impact on item responses in IRT-validated scales (Li et al., 2012). While we have used a large dataset of British patients with TMC osteoarthritis, we have not validated this software in patients from other countries or with other conditions.

Future work will focus on determining the acceptability of this technology for frequent, remote symptom monitoring in TMC osteoarthritis as well as application of the PEM CAT for other hand conditions.
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