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PREFACE

As a matter of tradition in the field of programming, the sentence ‘Hello, World!’ is often the first coding assignment given to beginner programmers. In the context of this paper, it illustrates the dawn of new contracting practices, methods and capabilities, driven and enabled by algorithms.
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‘The best way to predict the future is to invent it’

Alan Kay
Abstract

This dissertation explores the potential of algorithmic contracting, referring to the practice of automating contractual agreements through computer code. While not a new concept in itself, the practice has recently generated strong interest from both scholars and commercial players as a result of the possibility to integrate advanced technologies into the process such as the Blockchain or Artificial Intelligence or to connect with data gathering technologies such as the Internet of Things, and benefit from increased capabilities resulting therefrom.

As the world seems to be increasingly driven by technological innovation, it may be that contractual practices ought to undergo a similar technological transformation too, so as to match the pace and demands of our now fast-moving digital economy.

While certainly promising, these emerging forms of contracting would nonetheless raise various commercial, technical and legal challenges that would need to be addressed, especially should algorithmic contracts aim to sustain greater commercial adoption and represent the ‘future of contracting’.

Based on extensive scholarly research and analysis, this paper explores these issues in light of the wider commercial potential of algorithmic contracts, and attempts to resolve identified legal challenges by proposing a tailored regulatory approach. Provided that commercial and technological challenges can be addressed too, these emerging forms of contracting could indeed usher us into a new contracting paradigm driven by technological advancement.
INTRODUCTION

On the 19th August 2021, Elon Musk unveiled his plans to build an AI-driven humanoid robot which would be able to perform repetitive, unsafe or otherwise ‘boring’ tasks so far undertaken by humans. The underlying expectation behind this visible ambition to shift towards a robot-based workforce was that it would reduce labour costs and transform the global economy overall, freeing humans to move away from physical or otherwise labour-intensive work. While it remains to be seen whether a viable prototype of this ambitious project will become available in a year’s time as promised in the presentation, or whether robots taking over humans will remain part of some imaginary dystopian future instead, it remains that automating tasks, or to the least facilitating them with the help of technology is already an everyday occurrence. Applications are for instance capable of indicating the best and fastest itinerary to get to a specific location or connecting users with nearby drivers to take them there. Websites are able to make movie recommendations based on specific user preferences or to make online ‘friend’ suggestions based on users’ real-life acquaintances. Online search engines can rank search results by order of pertinence, and online vendors can propose tailored products based on users’ specific needs.

Seemingly assisting with the most trivial of tasks, the algorithms (i.e. the instructions given to a computer/machine to achieve a specific outcome or solve a problem) underlying these technologies are therefore driving numerous aspects of the modern human experience, suggesting their strong promise to help do things ‘better’ or ‘more easily’.

In light of this visible shift towards a more technology-driven human experience, it may be argued that these same algorithms could also be extended to facilitate transactions and contracting practices. This is indeed the promise upon which the discussion held in this paper relies, as it looks at the compelling commercial solution proposed by algorithmic contracts (i.e.

2 See for instance GPS technologies or ride-hailing apps such as Uber <https://www.uber.com/gb/en/> accessed 13 September 2021
3 See movie/entertainment streaming services such as Netflix <https://www.netflix.com/browse> accessed 13 September 2021
4 See social media platforms such as Facebook <https://en-gb.facebook.com/> accessed 13 September 2021; Instagram <https://www.instagram.com/> accessed 13 September 2021
5 See for instance the Google search engines which finds and ranks results by order of pertinence in matters of milliseconds
6 See websites such as Amazon which offer bespoke product recommendations to users <https://www.amazon.co.uk/> accessed 13 September 2021
contracts incorporating a foundation of computer code). While the practice is already successful in the field of financial algorithmic trading for instance, it remains to be determined whether it could go on automate more complex transactions and exchanges, and as a result signal a move towards a new era of fully-digitalised contracting.

In determining whether algorithmic contracts can realistically represent the ‘future of contracting’, this paper will explore various aspects of the architecture of algorithmic contracts and the socio-economic landscape in which they operate so as to propose a balanced analysis of their promise.

This paper will therefore proceed in three parts: Focusing on the ‘Why’ behind this discussion, Part I of this paper will begin by setting the scene on our now digital economy, exploring the hold technology currently has on society and how it is currently driving change in numerous industries. Following the work of scholar Richard Susskind on the matter, Chapter 1 will then position the future of contracting discussion within a narrower one on the digital future of law, purposely adopting a future-looking perspective that matches the promise of algorithmic contracts with changing legal practices. Chapter 2 will then go on to explore the commercial potential of algorithmic contracts more specifically, and outline their possible response to identified shortcomings in current commercial contracting practices.

Moving on to the ‘What’ behind this discussion, Part II of this paper will explore the concept behind algorithmic contracting in more depth, focusing on the work of various scholars as they lay out different algorithmic contracting concepts offering various capabilities and varying levels and types of automation: Beginning with ‘plain’ algorithmic or computable contracts as respectively discussed by scholars Lauren Scholz and Harry Surden, Chapter 3 will outline the potential of algorithmic contracts whose automation relies solely on the use of computer code. Chapter 4 will then explore the concept of smart contracts as initially laid out by Nick Szabo, considering how the blockchain technology advances it to become a promising commercial solution. Chapter 5 will then look to the future and conclude with the concept of self-driving contracts in which the drafting of the agreement would be automated through the use of machine intelligence, as imagined by scholars Anthony Casey and Anthony Niblett in their paper of the same name. While this concept remains in the realm of academic speculation, discussing a possible future, and a more ‘advanced’ form of algorithmic contract will allow to draw a fuller picture of the ‘future of contracting’.
Overall, exploring these concepts by progressive order of algorithmic automation in part II (i.e. from least to most automated), and identifying advantages and challenges they raise throughout, will allow to undertake a thorough and balanced analysis of algorithmic contracts overall.

Finally, and based on the understanding that algorithmic contracts may offer a strong commercial promise, part III will be concerned about ‘How’ to ensure that algorithmic contracts can indeed represent the future of contracting. This final part of the paper will therefore undertake a discussion regarding their regulation, positioning it within a wider framework on regulating innovation in Chapter 6, to then make regulatory propositions to challenges identified throughout the paper in Chapter 7.

To conclude, a discussion evaluating the future of contracting will take place, positioning how algorithmic contracts could indeed be the drivers of it.
PART I

A ‘Perfect Storm’ for Algorithmic Contracts
CHAPTER 1

A Perfect Storm

As this dissertation aims to determine that the future of contracting lies in the automation and digitalisation of the process through the use of algorithmic contracts, it is relevant to position that future within a shifting and digitalising socio-economic landscape that may pave the way for new forms of technology-driven contracting to indeed take hold.
This chapter will therefore first explore the wider impact of data and technology on today’s society, and evidence how our current reality is increasingly driven by technological developments that ushered us in the age of the digital economy. It will also explore the digitalisation currently underway in numerous industries so as to situate the promise of algorithmic contracts within shifting industry standards and preferences that appear to increasingly value technology integration to improve processes.
By subsequently undertaking a thorough analysis on the future of the legal sector, influenced by the work of scholar Richard Susskind on the subject, this chapter will move on to positioning the future of contracting discussion within a narrower perspective on the future of the law. Illustrating how the profession is also increasingly driven by technological advancement, and how a more digitalised approach to contracting could align with sector-specific preferences, this chapter will overall suggest how algorithmic contracts could reflect the current technology and data-driven world in which we operate. It will therefore justify the discussion held in this paper more broadly, in relation to a similarly digitalised future of contracting.

1. The Digital Economy

1.1 The Digital Transformation

Before delving into deeper discussions on the importance of technology in industry, this first part of the chapter will look at its fast and impressive development over the last decades, and its impact on society more broadly. More importantly, it will illustrate how technology development and data-driven decision making are driving us into the age of the digital economy.
Indeed, according to a 2019 UNCTAD report, economies and societies more broadly are experiencing a digitalisation that is fuelled by a large and increasing availability of data that can be harnessed for the purposes of technological advancement. According to this report, an increasing data traffic online and a growth of machine-readable information over the internet facilitate access to that data. It is furthermore enabled by a combination of the wide availability of fast and reliable internet connections, an increased adoption of smartphone technology, and advances in both hardware and digital content. As the accessibility of data is seemingly made easier than ever, new technologies also operate with the sole purpose of contributing to that availability of data: The Internet of Things (IoT) for instance, referring to a network of connected devices which collect and share data about states of the world are a good example of data-creating technologies, which allow more amounts of it to be amassed.

As a result of this availability of data and ease to access it and which in turn create the perfect ground for technologies to develop, data and digitally-driven solutions have found themselves re-shaping the human experience to the extent that we are now said to live in an economy in which technologies underpin evermore transactions, and result in important economic outputs, justifying its now digital nature.

Overall, this digital economy has been identified as being increasingly inseparable from the overall functioning of the economy as a whole suggesting the already important hold of technology over the modern human experience, with the expectation that it can further drive business efficiency, offering the promise of doing things ‘better’ or at lower cost. Similarly, new business models and behaviours based on the ability to access data and transform it into digital intelligence to derive competitiveness are emerging. As such, parties which are in a position to create and capture data can expect to be better placed to achieve business success.

---


9 ibid xv


11 Internet of Things (IoT) refers to a network of connected devices, collecting and sharing data about the state of the world around them (See IBM, ‘What is Internet of Things (IoT)?’ [IBM] [https://www.ibm.com/blogs/internet-of-things/what-is-the-iot/] accessed 6 June 2021)

12 UNCTAD (n 8) 4

13 ibid


15 UNCTAD (n 8) xvii
From the perspective of this paper, this move towards data-driven algorithmic contracting would therefore be in line with this expected continuous growth in data, as the algorithmic foundation of algorithmic contracts and resulting automation relies on computer code which itself-operates thanks to machine-readable data. Even more ‘advanced’ forms of the concept would rely on the availability of data to operate:

Smart contracts would for instance operate automatically as data is fed to them by IoT devices, while the AI-foundation of self-driving contracts could allow the contract itself to draft terms autonomously based on data regarding the parties’ intentions, and regarding the environment in which that contract would operate16. The promise of more data in our digital economy is therefore a crucial one for the development of algorithmic contracts, justifying therefore the discussion held in this paper in relation to the future of contracting.

While too early at this stage of the discussion to position algorithmic contracts as the drivers of that future, it already emerges that technologies are capable of driving change and having an impact over the human experience. In which case, moving towards technology-driven algorithmic contracting could simply represent that change within the field of contracting, and align contracting practices with current data-driven preferences and capabilities.

1.2 A Data Driven World

As the digitalization of the economy seems already well underway, it also appears that it will continue in a similar direction in the years to come too: Indeed, according to Moore’s Law, computing power doubles approximately every two years, creating ever-more amounts of data as a result17. This availability of data is what fuels technological development, and what enables the emergence of various technologies18 that are capable of drive change within the architecture of our global economy19. More relevantly and timely than Moore’s Law, advances in IoT technologies, whose purpose is to gather large amounts of data about states of the world20 as discussed earlier further fuel that availability of information.

As the wealth of data available today and its potential to drive future contracting practices have been laid out, it also emerges, according to Kryder’s law, that the cost of storing it is rapidly

---

16 See generally Anthony Casey and Anthony Niblett, ‘Self-Driving Contracts’ (2017)
17 Gordon E. Moore, ‘Cramming More Components into Integrated Circuits’ (1965) 83
18 UNCTAD (n 8) 3
19 To take examples, key technologies such as Artificial Intelligence and its subset Machine Learning for instance rely on massive amounts of data to operate.
20 IBM, ‘What is Internet of Things (IoT)?’ (n 11)
declining\textsuperscript{21}. The promise of even more data available in the future, and an uptake in behaviours driven and motivated by this availability of data therefore appears realistic.

In the context of this paper more specifically, it appears that the data-driven technological architecture needed for ‘advanced’ forms of algorithmic contracts to develop seems to be ‘ready’. The discussion relating to this future of algorithmic contracting appears therefore both timely and pertinent.

In light of these digital developments mainly driven by the increasing availability of data, and proportionally growing storage and processing capabilities, some even go on to claim that data is ‘\textit{the new oil for the future economy}’\textsuperscript{22}.

While this analogy is subject to debate in the relevant academic literature on the subject, to the extent that oil and data are very different resources, that one is finite while the other is not, and that assimilating both could have negative policy implications on the latter\textsuperscript{23}, it is relevant for the purposes of this paper to the extent that it acknowledges that both oil and big data share superficial similarities as important resources, and recognises the central value of the latter in our economy\textsuperscript{24}. As discussed earlier, data is essentially the foundation of its digital nature.

In the context of this discussion, data therefore holds a central role in enabling contracting practices to enter the digital realm. For the purposes of this dissertation therefore, data may be ‘\textit{the new essence for the future of contracting}’, central in the emergence and development of novel contracting methods able to fully automate the operation or drafting of agreements using computer code and data-driven technologies.

2. Technology in Society

2.1 Technology in Society

As discussed, this deluge of data, and the appropriate capabilities to harness it, have enabled technologies to emerge and re-shape the design of our socio-economic landscape to the extent

---

\textsuperscript{21} Walter Chip, ‘Kryder’s Law’ (2005) 20

\textsuperscript{22} The sentence ‘data is the new oil’ is often attributed to Clive Hunby at a marketing conference held in Northwestern University’s School of Management in 2006.

\textsuperscript{23} Regulation of innovation is very much shaped by perception on the regulatory target. It is therefore important to be accurate in representing the specific issues big data may bring that are significantly different from that brought by oil. See generally Lauren Scholz, ‘Big Data is not Big Oil’ (2020)

\textsuperscript{24} ibid 1
that we are now said to live in the digital economy, continuously advanced by data-driven technologies.

While we are still said to be in the early stages of this ‘digital revolution’\textsuperscript{25}, we, as a society (and arguably even more so in the Global North) increasingly witness the potential of new technologies every day through our own personal uses of it:

For instance, phones are now often unlocked with face or touch recognition, using Machine-learning powered software\textsuperscript{26}. All the friend suggestions that appear on social media platforms are based on AI predictions, using the same approach used by online streaming services that offer users accurate personalized movie recommendations\textsuperscript{27}. While these technological feats may be subject to debate and criticism, especially in relation to the ‘intrusive’ or personal nature of the data they gather and collect\textsuperscript{28}, in the context of this paper they nonetheless evidence the seeming hold of technology over the modern human experience.

From a professional perspective, technology allows the world to remain connected and operate arguably seamlessly during the Covid-19 pandemic, which forced new ways of remote working, and further catalysed the digitisation of work\textsuperscript{29}.

Considering that these new ‘online’ ways of working and the use of automation and AI at work are set to remain the norm even in the post-Covid world\textsuperscript{30}, discussing a similarly digitalised and technology-driven approach to contracting seems warranted and more importantly timely. The promise of algorithmic contracts could therefore lie in aligning contracting practices with emerging business preferences and expectations, that were further accentuated by the Covid-19 pandemic.

2.2 Technology in Industry

\textsuperscript{25} UNCTAD (n 8) v
\textsuperscript{27} ibid
\textsuperscript{28} The GDPR in the EU or the CCPR in the US are examples of legislations that aim to protect users’ data.
As societal and work preferences seem to point towards greater technology acceptance, technologies have similarly found themselves reinventing entire industries, and undertaking high-stake work, suggesting some form of increased trust in them to help to do things ‘better’ or more efficiently:

In the banking/finance industry for instance, an area particularly receptive to technological developments because financial products are mainly based on data\textsuperscript{31}, harnessing the power of that data allows financial services providers to improve their decision-making capabilities and overall workforce productivity\textsuperscript{32}.

As regards the use of algorithms in the field, the use of robo-advisors is a disruptive trend in asset and wealth management where algorithms are entrusted to provide financial advice to increasingly educated and technology-receptive investors, at lower costs for financial providers, and with the expectation that the technology will experience a promising growth in the future\textsuperscript{33}. Similarly, the practice of algorithmic trading, which refers to the practice of trading of financial instruments using a computer algorithm that automatically determines parameters such as quantity, price or timing of the order with no/limited human supervision\textsuperscript{34} is another successful application of algorithms in the field.

As such, it appears that algorithms have already, and arguably successfully too, found their way to facilitate financial practices, setting an insightful precedent for the expansion of the concept onto more general or complex transactions. This is indeed the argument made in this dissertation as it looks at the applicability of algorithms to facilitate more ambitious or elaborate contracts.

Similarly, the potential of technology in the healthcare sector is vast and has allowed to improve the delivery of medical services: impressive technological uses in the field include the application of AI to allow patients to keep track of their health, to detect early-stage diseases, to improve overall healthcare services by using data to better identify trends or customer expectations, to improve the research process, and to allow easier training of medical specialists\textsuperscript{35}. While exploring these applications in more depth falls outside of the scope of this

\textsuperscript{31} Thomas Pushmann, ‘Fintech’ (2017) 69-76. As will be seen in subsequent chapters this allows it to be suitable for algorithmic operation, and therefore for algorithmic contracting too.


\textsuperscript{33} Mikhail Beketov and others, ‘Robo Advisors: Quantitative Methods Inside the Robots’ (2018) 363-370

\textsuperscript{34} MiFID II Article 4 (1) (39)

\textsuperscript{35} PwC, ‘No Longer Science Fiction, AI and Robotics are Transforming Healthcare’ (PwC) <https://www.pwc.com/gx/en/industries/healthcare/publications/ai-robotics-new-health/transforming-healthcare.html> accessed 10 April 2021
paper, these examples nonetheless evidence the form of trust that we seem to have placed onto technologies as they go on to perform high-stake medical work.

Arguably this same trust could be extended to allow algorithms to perform contracts on behalf of parties, or to draft the terms of the agreement, based on machine-identified best course of actions. While these features of algorithmic contracts seem promising, they nonetheless raise issues as regards the role of the algorithm in the process, as will be explained in more detail later in this paper. Whether this trust in technology is actually desirable in itself is also to be discussed. Nevertheless, in light of this precedent in the medical field (and that in the financial sector), the same trust in technology and algorithms could be extended to contracting practices too.

2.3 Technology in Law

As other industries have also undertaken their own digital shift, the legal sector has been slow to undertake its technological revolution due to its reactive rather than proactive adaptation to technological development\(^\text{36}\). It is nevertheless expected to see an exponential growth in technology use which is expected to impact many aspects of the profession overall\(^\text{37}\).

For the purposes of this dissertation it is important to evaluate technological implantation in the legal sector considering that algorithmic contracts could challenge the work of lawyers as regards contract drafting processes. It therefore justifies the important discussion to be held regarding the future of law, and the place of algorithmic contracts within it.

2.3.1 The Future of the Legal Sector

Legal technology expert and leading scholar in the field Richard Susskind said in 2013 that the legal world was on course to change more drastically in the following 20 years than it had in the past 200 years\(^\text{38}\). While this statement may seem over-enthusiastic, it remains that this transformation of the legal sector is already underway\(^\text{39}\). Indeed, digital tools and technologies are already re-shaping the provision of legal services:


\(^{38}\) Richard Susskind, *Tomorrow’s Lawyers* (Oxford University Press 2016) vii

\(^{39}\) Ibid viii
Document review tools that can review large volumes of documentations to extract specific information, can for instance be used to facilitate lawyers’ due diligence exercises and do so in a way that is better, cheaper and more reliable than when done by humans. More interestingly, predictive analytics can now be used to forecast case outcomes in a practice that was already successfully used in the banking sector but is now also being extended to law, after being the subject of successful experiments where it accurately forecast 70% of supreme court decisions, and 79% that of the ECtHR. While it does raise legal issues of its own including serious concerns of bias, which will be more extensively discussed later in relation to the underlying AI in self-driving contracts in Chapter 5, this use of technology in law nonetheless evidences that technology could indeed reshape what it means to provide legal services, and how.

This specific example may also be evidential of the willingness to ‘trust’ machine intelligence discussed earlier or to the least experiment with it in legal practice, which could in turn pave the way for the applicability of AI-based self-driving contracts that could fully automate the drafting of agreements based on similar predictive capabilities should they indeed come to materialise. More broadly and realistically for now, as the objective seems to entrust technology with high-stake legal work (to the extent that it may assist judges in reaching verdicts), it appears realistic to expect that legal professionals could accept algorithms automating contracting processes too.

As regarding contracting practices more specifically, technology can already be found throughout the contract lifecycle, as software is now able to extract relevant clauses to re-use them more easily in subsequent contracts, and AI-driven tools are able to review non-disclosure agreements, that bind parties not to share sensitive information, faster and more accurately than humans. Similarly, certain systems are able to use data analytics to identify specific concepts, clauses or provisions within large numbers of agreements, while some are even capable of

---

41 Daniel Martin Katz and others, ‘A General Approach for Predicting the Behaviour of the Supreme Court of the United States’ (2016) 1
42 Nikolaos Aletras and others, ‘Predicting Judicial Decisions of the European Court of Human Rights’ (2016) 2
43 Self-driving contracts would use AI predictions to draft contract terms autonomously and in real-time based on the parties’ intentions and the environment: see generally Casey and Niblett, ‘Self-Driving Contracts’ (n 16)
44 Legal AI firm LawGeex conducted an experiment where 20 US lawyers were put against the LawGeex AI Algorithm to review NDAs. The algorithm achieved 94% accuracy rate, while the lawyers achieved 85%. (Full report available at: LawGeex, ‘Comparing the Performance of AI to Human Lawyers’ (LawGeex, December 2020) <http://ai.lawgeex.com/rs/345-WGV-842/images/LawGeex%20eBook%20AI%20vs%20Lawyers%202018.pdf> accessed 13 April 2021
45 Kira Systems is an example of a contract search and review tool incorporating machine learning capabilities see <https://kirasystems.com/> accessed 14 September 2021
drafting new contracts based on existing templates, with the expectation that the automated drafting of transactional documents could possibly come to develop in the future.

As the emergence of such tools suggests a clear shift towards a more automated approach to contracting, it may indeed be that this move towards automated contracting is realistic, in which case, the various algorithmic contracting options discussed throughout this paper could offer a roadmap towards a full automation of the process:

Computable or ‘plain’ algorithmic contracts for instance refer to contracts that would be based on computer code, which could allow to automate certain parts of a transaction or the entirety of the exchange underlying a contract. Blockchain-based smart contracts would allow to fully automate a transaction, allowing users to benefit from the advantages of the blockchain (i.e. a specific type of decentralised database) to render the process more secure and efficient and connect with data-gathering devices. Finally, AI-based self-driving contracts would be able to autonomously fill themselves in based on the intentions of the parties and real-time changes in the environment, in what would be a true revolution in the field of contracting challenging both long-standing principles of contract law, but also what it means to draft a contract. While this promise will be more nuanced in part II of this paper, at this stage, the discussion regarding an automated future of contracting appears promising.

While more communication is needed between researchers, legal professionals and technology experts to fully appreciate the extent of the technology revolution in law, the emergence and visible adoption of so many of these products and solutions by leading law firms nonetheless evidences a willingness to progress into a more technology-driven way of conducting legal work, especially if these technologies pose low risks and low friction yet offer high potential and positive impact on legal operations. The implementation of ‘simple’ tried and tested systems may therefore be more imaginable at present, while more complex or ‘risky’ ones could
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46 Clifford Chance’s Dr@ft is an example of such technology as it is capable of generating documents based on answers to questionnaires see Clifford Chance, ‘CC Dr@ft’ (Clifford Chance) <https://www.cliffordchance.com/hubs/innovation-hub/applied-solutions/our-solutions/document_automation_ccdraft.html> accessed 14 September 2021
48 See generally Harry Surden, ‘Computable Contracts’ (2012)
49 Smart Contracts to be discussed in Chapter 4 (See generally Nick Szabo, ‘Smart Contracts’ (1994)). The work of Nick Szabo pre-dates the advent of the blockchain technology so the term smart contract has a different meaning today.
50 See generally Casey and Niblett, ‘Self-Driving Contracts’ (n 16)
51 At this stage, the concept of Self-Driving Contracts falls in the realm of academic speculation, as there are not yet any real-life applications of it.
53 Chay Brooks and others, ‘Artificial Intelligence in the Legal Sector’ (2020) 143
remain on the side lines at present, suggesting indeed a cautiousness as regards new technologies. In the context of algorithmic contracts, simple algorithmic contracts simply utilising a foundation of code may therefore be easier to justify, as more advanced forms of the concept would require a more careful risk/cost/benefit analysis, considering that the use of more ambitious technologies such as AI for instance often requires to be justified by an identified higher positive impact. The discussion held in this paper in relation to the advantages, challenges and regulation of algorithmic contracts appears therefore purposeful, and could allow industry players to better understand algorithmic contracting options that may be available to them in the future. Moreover, the British Government committing to invest over £1bn in digitalising courts demonstrates a broader governmental input in digitalising the legal profession. While there is no ambition to claim that similar attention will be invested to digitalise contracting practices, it does evidence a clear and broader move to digitalising legal work, and suggests a place for technologies to re-shape what it means to contract. This overall upheaval in the legal profession could therefore predispose algorithmic contracts to digitalise contracting practices furthermore.

2.3.2 The Timing of the Digitalisation of Law

As regards matters of timing of this digital transformation of the legal sector, Richard Susskind refers in his book to three stages of change in the legal sector: The first is a stage of denial which characterises itself by a rejection of the idea of changing existing processes, the second called re-sourcing is characterized by some form of recognition by legal departments that things need to change. The final stage of this framework is disruption as new capable systems are introduced to undertake legal work autonomously only to be supervised/overseen by human users. In light of the various uses of technology in law outlined earlier, it would appear that we find ourselves in this final stage of the digital transformation of the field, suggesting once more the ‘timeliness’ of the discussion held in this paper in relation to the future of contracting. While this framework is to be used with ‘caution’ to the extent that it follows the observations of one scholar, it remains purposeful and offers a good foundation
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for the discussion held in this paper as it positions algorithmic contracts within a burgeoning digital legal landscape.

This framework is also relevant for the purposes of the regulatory discussion held in part III as the importance of a proactive approach to regulating innovation as it emerges and develops, is laid out.

Overall therefore, algorithmic contracts do not only seem relevant in light of other successful applications of technology in law, but also timely as regards a wider framework that positions us within a ‘disruptive’ stage in which new legal technology solutions are introduced, and arguably ‘welcomed’.

2.3.3 The Three Drivers of Change in the Legal Sector.

Overall this automation of legal services, and arguably of contracting practices too, is in line with the wider changes brought by the ‘digital economy’ discussed earlier.

But looking at this digitalisation of law in closer detail, it appears that it was also driven by forces internal and specific to the legal sector, as scholar Richard Susskind also eloquently explains in his book as he lays three main drivers of change in the field:

First, according to the more for less challenge\(^\text{57}\), there is currently a push in the industry to do more but for less cost, which sees lawyers changing the way they work to meet changing customer expectations. Indeed, customers are becoming increasingly mindful of how legal services are delivered to them and seek efficient, responsive and lower cost services which in turn pushes legal services providers to offer new kinds of value to meet these new demands\(^\text{58}\).

Law firms are essentially being driven by clients to reduce costs\(^\text{59}\), which could arguably be achieved by adopting a data-driven approach to legal work and by providing a tailored/made-to-order approach to legal services. The solution proposed by algorithmic contracts, which will be elaborated on in the upcoming chapters, appears furthermore as a promising one: automating contracting through algorithms, streamlining contract drafting, offering the advantages of lower cost and guaranteed and effective performance through the blockchain, or using machine intelligence to tailor contract terms on a dynamic basis to achieve set and unique objectives are

\(^{57}\) Susskind (n 38) 4-5

\(^{58}\) See generally John Armour and Mari Sako, ‘AI-Enabled Business Models in Legal Services’ (2020)

\(^{59}\) Susskind (n 38) 60
features that would align with this more for less challenge, allowing to contract faster, more easily and at lower costs.\(^{60}\)

Second, Susskind identifies the liberalisation of business structures as another driver of change in law.\(^{61}\) Indeed, legal market dynamics are changing with new non-traditional legal services providers including the big 4 accounting firms, ‘LegalTech’ start-ups, and flexible resourcing platforms now offering the promise of comprehensive and multi-disciplinary legal services, and new ways of conducting legal work. As these new legal market players seem to offer more flexible and technology-enabled services that match the new customer expectations discussed earlier, and overall seem to move away from the ‘traditional’ way of conducting legal work, it may signal that the move towards digitised contracting may not simply be an option, but actually a real way to distinguish a legal services offering and remain competitive in a rapidly changing market. While it remains to be determined whether algorithmic contracts could be such an attractive commercial solution in practice, it remains that their theoretical promise could match the demands of a fast-moving legal sector.

Finally, IT development is the final key driver for change within the legal market identified by Susskind.\(^{65}\) Indeed, new technologies offer new ways to deliver legal services, as extensively discussed in relation to the variety of ‘Legal Technology’ tools available today. The move towards algorithmic or otherwise technology-automated contracting could therefore be embodiment of IT developments driving change within legal practices.

As these factors are said to create a ‘perfect storm’ for legal technology solutions to emerge,\(^{66}\) in the context of this paper, the combination of the more for less challenge, the liberalisation of legal work and recent IT developments may also create the ‘perfect storm’ for algorithmic contracts to re-shape existing contracting practices. These three drivers of change within the legal sector may therefore also qualify as the three drivers of change within contracting, justifying furthermore the discussion held in this paper.

\(^{60}\) These promises will be discussed and nuanced throughout Part II but at this stage of the discussion, they serve to outline the theoretical promise of algorithmic contracts.

\(^{61}\) Susskind (n 38) 5-10

\(^{62}\) The Big Four accounting firms include leading professional services providers EY, PwC, Deloitte and KPMG. They now offer a range of legal services across numerous jurisdictions.

\(^{63}\) The Clementi Report (see Sir David Clementi, ‘Review of the Regulatory Framework for Legal Services in England and Wales’ (2004); the Legal Services Act 2007 which allows the provision of legal services by ‘Alternative Business Structures’).

\(^{64}\) Susskind (n 38) 8. The practice of law indeed seems to have remained unchanged over the last centuries.

\(^{65}\) ibid 10-15

\(^{66}\) ibid 15. In this context a perfect storm is the combination of numerous factors which combined together offer the optimal environment for something to develop or emerge.
While this remains to be ascertained in practice, as the arguments made in relation to the future of contracting remain theoretical at this stage, the increasing availability of legal technology solutions, a seemingly visible willingness of industry players to use them and government incentives to enable them indeed seem to suggest that algorithmic contracts, and the capabilities they enable could have a place within these ‘legal services of the future’. This is especially relevant considering that Covid-19 might further catalyse this shift towards delivering ‘digital legal services’, in which case the objective will likely remain to find new ways of working that match novel technological capabilities with shifting industry and societal needs.

3. Conclusion

This chapter laid out important ideas that position and justify the discussion held in this paper in relation to a future of algorithm-driven contracting:

The now digital nature of our economy combined with ever-increasing amounts of data and matching storage and processing capabilities poise technology to re-shape furthermore the human experience, while changes in industry preferences suggest an appetite for more technology-driven solutions. In the legal sector more specifically, various forces are also pushing towards greater adoption of legal technology solutions, possibly paving the way for a future development of algorithmic contract technologies.

While it is very insightful to explore the potential of technology in the legal sector to the extent that contracting is often a lawyer-centric practice, it remains that the process of concluding transactions spans all sectors and industries. The promise of algorithmic contracts may therefore be a broader one.

All these factors combined seem to create a ‘perfect storm’ for the use and development of algorithmic contracts. As it appears therefore, the impetus that could drive a possible adoption
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67 As discussed in relation to digitalising the courts or as the UKJT LawTech Delivery Panel issued a ground-breaking Legal Statement on the Status of Cryptoassets and Smart Contracts in November 2019 which recognized the latter as capable of being enforceable under English Law: The objective seems to move towards a greater recognition of the concept in the UK (See UK Jurisdiction Taskforce (UKJT), ‘Legal Statement on Cryptoassets and Smart Contracts’ (UKJT, November 2019) <https://35z8e83m1ih83drys28o9d1-wpengine.netdna-ssl.com/wp-content/uploads/2019/11/6.6056_JO_Cryptocurrencies_Statement_FINAL_WEB_111119-1.pdf> accessed 26 September 2021)

of algorithmic contracting methods is clear. Whether algorithmic contracts will indeed go on to develop in practice remains to be determined, and will be discussed over the course of this paper as their potential is nuanced with the various challenges they pose. Nevertheless, even if futurist in its approach, this chapter laid out the important foundation upon which the discussion held in this paper relies: As the promise of algorithmic contracts appears to align with broader socio-economic and industry trends, the discussion in relation to the potential of the concept, and any regulatory attempts that may be warranted to surround it, seems justified. As such, the next chapter will proceed with further strengthening the commercial promise of algorithmic contracts, which will then be nuanced in part II in light of the various legal, technological and commercial limitations they may pose.
CHAPTER 2

Contracting Problems: Technological Solutions?

Chapter 1 set a broad picture as to the role of technology in our digital economy and explored how it enables new kinds of behaviours that have become the norm, how it governs evermore of our interactions, and how it offers a wealth of benefits that have been felt across all industries which seem to welcome new and more effective, technology-driven ways of working. This first chapter also explored how the legal sector is also experiencing its own digitalisation as technology is redefining the provision of certain legal services. In light of a visible willingness, and arguably a need for legal industry players to harness the potential of technology to improve their processes and outcomes as a result of various drivers that push for this digitalisation, it seems plausible to expect that algorithmic contracts as discussed in this paper could offer an attractive contracting solution to them too.69

With a view to justifying furthermore the discussion held in this paper, this chapter will now look at the commercial promise of algorithmic contracts in more detail. It will begin by discussing the role of contracting and position how algorithmic contracts could fit within it. It will then outline how such contracts could respond to shortcomings identified in current commercial contracting processes, and offer novel solutions of their own, laying out the commercial impetus that could possibly drive a future adoption of algorithmic contracting methods to facilitate contractual exchanges.

1. The Role of Contracting

Contracts have been referred to as useful, highly ‘elastic’ and pliable legal tools that safeguard the exchange of goods and services on the market.70 They are what allows individuals to demonstrate their preferences, express their valuations of products and services, and more importantly conclude exchanges, playing therefore a key and pervasive role in formalizing, overseeing and safeguarding transactions.
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69 This paper takes the stance that algorithmic contracts could find applications in various fields and practices.
70 Friedrich Kessler, ‘Contracts of Adhesion– Some Thoughts About Freedom of Contracts’ (1943) 629
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Interestingly, moving towards algorithmic contracting (to the extent that is possible as some contracts still require some form of human performance) would therefore entail entrusting technologies to perform a key function; algorithmic or smart contracts for instance offer the benefit of automating the performance of the agreement, while self-driving contracts would automate the drafting process using machine intelligence. Nevertheless, in light of the high-stake worked entrusted to technology in other industries such as finance or medicine, allowing algorithms to perform contracts possibly appears as a realistic and timely undertaking, aligning with the demands and capabilities of our time.

2. Towards a New Era of Automated Contracting?

2.1 Considerations of Scope

Although the above statement will be nuanced and discussed throughout this paper, it remains as discussed in Chapter 1 that technologies are now profusely used in industry to facilitate processes, and even more so when tasks are numerous and repetitive, and arguably ‘automatable’ as a result. Such tasks by their very nature in turn allow to derive most value from that automation, justifying therefore the use of technologies. From a commercial perspective this is desirable as it can allow industry players, to save both time and money. As discussed earlier in this chapter, contracting is a pervasive undertaking in society, and essentially the process by which virtually all transactions and exchanges are performed, governing how parties essentially formalise the promises they make with one another. From the perspective of commercial transactions more specifically, it would appear prima facie that contracting is a field prone to automation as the benefits of simplifying such a common, recurring and repetitive yet time-consuming and arguably tedious process would allow to benefit from the advantages of automation brought by algorithmic contracts.

More interestingly perhaps, contract drafting has often been deemed analogous to computer programming to the extent that both follow similar conditional structure that mimics ‘if X happens, then Y, else Z’: This structure is required for a computer code to operate, but also reflects the reciprocal nature of contractual exchanges. This similarity between contracts and code will be discussed more extensively and nuanced in the next chapter, but remains relevant for the present discussion to the extent that it identifies furthermore contracting as a practice

---

72 This will be discussed in more detail in part II
suitable for technology integration, as indeed the discussion held in this paper relies entirely on this promise. In terms of *scope* therefore, contracting seems to be a suitable field to be subject to some form of automation.

2.2 Considerations of Timing

In line with the discussion held in Chapter 1, contract review software which are able to review large amounts of documents in little time to extract relevant information represent one key application of technology in the field of contracting. Similarly, technology-enabled drafting tools have been developed, although they are for now most appropriate for drafting ‘simple’ contracts that can be based on existing templates or approximate existing documents, such as real estate leases, divorce papers or trusts, but not complex commercial agreements for instance\(^\text{73}\).

While inherently limited therefore, these tools nonetheless evidence already a move towards technology-facilitated contracting, and may suggest a future acceptance of technology to further automate and streamline high-volume contracting practices, or more realistically for now, to offer solutions to automate refunds, payments, ordering processes…\(^\text{74}\) From a commercial or legal adoption perspective therefore, it may therefore be that users would be willing to experiment with algorithmic contracts, arguably even more so as we move away from the ‘technophobic’ approach to legal work discussed earlier\(^\text{75}\).

In terms of *timing* therefore, now seems to be the perfect time to experiment furthermore with technology in contracting processes, perhaps moving to automating it, as indeed many scholars and professionals are contemplating. Similarly, now also appears to be the right time to consider regulatory matters, as the UKJT recently did in relation to smart contracts for instance\(^\text{76}\), justifying furthermore the timeliness of the discussion held in this paper.

2.3 The Logical Next Step in Contracting?
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\(^{73}\) Betts and Jaep (n 47) 220

\(^{74}\) Even though adopting a long-term and futurist view, this paper recognises that the promise of algorithmic contracts, and especially smart contacts remains limited for now to the confines of simple and deterministic transactions such as the processing of payments, orders, refunds…

\(^{75}\) Provided that there are no deterring hurdles that would otherwise see parties ‘remain’ traditional.

\(^{76}\) See generally UKJT (n 67)
While from both a *scope* and *timing* perspective the move towards algorithmic contracting appears as a logical one, the practice of contracting seemed for a long time shielded from technological integration, as a traditional and established way of conducting legal work led to the assumption until recently that complex contract drafting could only be done by lawyers\(^\text{77}\). The problematic was that legal professionals could not foresee how technology could help in the process, as legal skills and legal thinking have long been considered out of the reach of machine intelligence which could not replicate it\(^\text{78}\). Yet, today technology tools are capable of drafting simple contracts or documents, suggesting the progress of the field of contracting, as scholars and technology experts now contemplate more ambitious technology-driven contractual endeavours. Indeed, supporters of greater technological integration into contracting processes now foresee the applicability of a myriad of technologies and techniques to automate the conclusion of agreements, as technologies such as the Blockchain, and Artificial Intelligence on top of the use of computer code, have all been envisaged to enable new forms of contracting, which will be discussed in more detail throughout part II. This is more broadly the promise on which the discussion held in this paper relies.

While some may view a possible move towards algorithmic contracts as a radical digitalization of the process which arguably departs from existing contractual norms, others approach this algorithmic integration into contracting, and the resulting automation of the process, as simply a new *logical* era in the ‘codification’ of legal agreements as allowed by technological advances. This development would in many ways be similar to the emergence of the printing press in the 14\(^\text{th}\) Century\(^\text{79}\), which was a revolution at the time, departing from medieval oral contracting practices, and which lead to a move towards the ‘written’ agreements on paper we know today. Arguably, this move towards ‘written’ contracts brought numerous advantages at the time (not least the possibility to keep proof of the terms of an agreement), evidencing some form of progress towards ‘improved’ contracting practices.

It is therefore possible to consider that code is simply a newer form of ‘writing’ and which matches the views of our digital world\(^\text{80}\). Following this view, it may therefore be that the move towards algorithmic contracting is simply the *logical* next step in the development of contracting, making use of a new form of writing that is now available (i.e. computer code) and which offers more ‘benefits’ than the simple human language ‘writing’ practices we know

\(^{77}\) Betts and Jaep (n 47) 216
\(^{78}\) ibid
\(^{79}\) Michele Finck, *Blockchain Regulation and Governance in Europe* (Cambridge University Press 2018) 67
\(^{80}\) See David J Harvey, *Collisions in the Digital Paradigm* (Bloomsbury Publishing 2019). He claims that writing is a form of code.
today, evidencing a similar form of progress towards improved contracting experiences. Advantages of computer automation, combination with various technologies or the possibility to derive forms of business analytics thanks to a computer code foundation would certainly differentiate the offering of algorithmic contracts from that of their ‘plain’ written counterparts. We may therefore be progressing towards contracting practices that match the pace, demands and digitalisation of the 21st century.

In fact, contracting practices have already progressed from paper written forms to word-processed/digital ones. While the way a contract is drawn would arguably depend largely on party preferences, from a technological view point it would seem that the next step towards a full automation of the process would be in relation to automating contracting processes altogether. The promise of algorithmic contracts therefore appears fitting.

Moreover, technology and more precisely the data behind the technology is already what drives many contractual relationships across numerous platforms and what allows parties to identify potential targets/partners: e-commerce website channel buyers towards sellers, ride-ordering/sharing applications connect drivers with travellers, while hotel/hosting platforms such as Airbnb connect hosts with guests. Parties to these contracts which are arguably already commonplace, at least in the Western world, are therefore already experiencing some form of technology-‘advanced’ contracting, arguably without even paying much attention to it.

Overall therefore, algorithmic contracts could be the embodiment of technological progress in contracting, aligning the practice with the wider digital wave that presently redefines how business is conducted, and with the demands and capabilities of our digital economy more broadly.

2.4 An Early Promise

While this paper supports the view that algorithmic contracting could be the logical next step in order to bring contracting processes ‘into the 21st century’, it also acknowledges that many of the solutions under scrutiny as part of this analysis of algorithmic contracting are still at their infancy (self-driving contracts are still at a concept stage), while some may not yet be suitable for commercial implementation altogether due to the various risks, challenges and limitations
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they pose\textsuperscript{83}. It also recognises the possibility that they may never come to be suitable for commercial integration altogether, and that we may in fact be experiencing the most ‘advanced’ stage in algorithmic contract use\textsuperscript{84}.

Yet evaluating and forecasting demand for such products at an early stage, and identifying limitations to their development could allow to determine their possible place within a future contracting landscape, and motivate proactive regulatory input that could surround their development from the outset. As will be discussed more extensively in part III, the objective through this proactive approach would be to motivate rather than stifle innovation, justifying the timing of the discussion held in this paper which seeks to explore a digital future of contracting nonetheless. In pursuing its analysis of algorithmic contracts, it will aim to determine whether they could realistically aim to represent the future of contracting and in turn how a regulation of the challenges they raise could take shape, or whether they would likely remain in the realm of a contractual techno-utopia altogether.

Indeed, in line with the commercial perspective adopted in this paper, too many hurdles or challenges, or too high legal uncertainty on the matter could result in legal departments remaining ‘traditional’ in their contracting practices which have been ‘tried and tested’ over the course of centuries. These ‘current’ contracting practices are arguably already effective in achieving their set purpose of formalising relationships between parties.

The wider implementation of algorithmic contracts which do not offer a new solution to a new problem as much as they promise to facilitate existing processes\textsuperscript{85} could appear justified in line of the digitisation of work and the ‘perfect storm’ of factors that pave for a similar digitalisation of contracting. But this move towards algorithmic contracts would nonetheless depend on the added-value they offer, when compared with ‘traditional’ contracting practices.

In deciding whether to adopt these technologies therefore, commercial players would therefore likely only proceed with implementing algorithmic contracting methods, if the benefits of doing so outweigh the risks, and if algorithmic contracts add more value than existing contracting techniques would. While the various advantages brought by algorithmic contracts could make it seem so, they remain to be discussed and balanced against the various challenges they pose too, as will be done throughout part II.

\textsuperscript{83} Challenges and limitations will be discussed in part II.

\textsuperscript{84} In the form of financial algorithmic contracts and very limited applications of smart contracts.

\textsuperscript{85} Paul Todd, ‘Electronic Bills of Lading, Blockchains and Smart Contracts’ (2019) 339. In relation to the Blockchain and Smart Contracts: ‘They make no difference to what is possible but to what is practicable’.
3. **A Need for Algorithmic Contracting?**

3.1 A Response to Commercial Shortcomings

As it has been established that the move towards algorithmic contracting could be a logical one in light of the increasing technological capabilities and shifting industry preferences of our digital economy, it remains that despite increasing levels of technological connectivity and digital progression, practices relating to contract drafting, reviewing, monitoring and execution remain lagging when considering the pace and levels of automation seen in other business practices.\(^{86}\)

Yet in the US alone, it is estimated that a typical fortune 1000 company will manage between 20,000-40,000 contracts at any point in time.\(^{87}\) It is reasonable to infer that similarly high numbers will also be reached by large companies around the world, which prompts the idea that a solution to automate the performance of such contracts will be welcomed (to the extent that said contracts are indeed amenable to computer form to be automated in the first place). As discussed earlier, some legal technology contracting tools are already offering solutions to facilitate contract management, but it is also possible to infer that algorithmic contracts automating contracting altogether would offer an even more attractive promise.

Moreover, it is also estimated that about 83% of businesses are not satisfied with their current contracting practices which they deem too slow and cumbersome, as they tend to rely less on outside law firms and pay less for legal services, all while reporting an increase in legal work.\(^{89}\) Algorithmic contracting *could* therefore be a desirable solution to these identified ‘pain points’ by allowing to streamline the drafting and/or performance of agreements, and lower costs overall.

While this promise will be discussed extensively in part II it remains that the finance industry in which the sheer number of transactions, and the predisposition of many financial transactions to be suitable for translation into code,\(^{90}\) has already *successfully* justified the move towards some form of algorithmic contracting, as discussed in relation to algorithmic trading or robo-
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advising for instance. A similar response, yet broader in encompassing more types of transactions could therefore be envisaged, positioning algorithmic contracts as a similarly attractive commercial solution as a result. This is indeed the promise behind smart contracts which have already been experimented with by industry players to automate the processing of payments, refunds or orders, as will be discussed more extensively in Chapter 4.

Following this commercial view that positions automated contracting as a promising solution to identified shortcomings, it also emerges that inefficient contracting leads firms to lose between 5% and 40% of value depending on circumstances. Similarly, it has been established that efficient contract management could improve profitability by what would equal 9% of annual revenue while accounting firm KPMG identified that ineffective governance of contracts could lead to 17 to 40% of lost value.

The commercial promise of algorithmic contracts therefore appears to extend beyond facilitating tedious contracting processes to actually offer the possibility of improving financial performance through more effective contract management. This commercial impetus therefore supports the promise of algorithmic contracting, and justifies furthermore the discussion held in this paper.

3.2 A Unique Commercial Promise in itself

While offering a promising response to identified commercial shortcomings, algorithmic contracts may offer completely novel advantages of their own, deriving from their underlying technologies:

While the unique advantages of algorithmic contracts will be discussed more extensively over the next chapters, it remains that their algorithmic nature grants them numerous features that may appear attractive to industry players wishing not only to streamline their contracting process but also derive value from them:

The foundation of computer code can for instance allow to automate the operation of straightforward agreements, and allow other ‘more advanced’ technologies to operate on top

92 Cummins and Clack (n 86) 2. Based on research by the IACCM.
94 Recognising that more complex transactions may be more difficult to translate into code as will be discussed more extensively in chapter 3.
of it. Adding blockchain features, offers the promise of guaranteed performance and the safety of a tamper-proof foundation of code. While using artificial intelligence could allow to draft appropriate contract terms for every contingency, in a process that would surpass human capabilities.

Even for individual users, the promise of algorithmic contracting is intriguing, especially if contracts are ‘connected’ with other devices or objects to facilitate daily tasks, such as the rental of products, or the automated ordering of products or services…⁹⁵ While from the perspective of corporates offering these novel services/products the potential of algorithmic contracting could be similarly great. The promise offered by algorithmic contracting therefore goes beyond facilitating the work of legal departments to indeed offer solutions for corporates across a wide spectrum of industries, suggesting therefore a great commercial potential overall, and justifying furthermore the analysis held in this paper.

4. Conclusion

As the broader socio-economic ‘perfect storm’ for the development of algorithmic contracts was laid out in Chapter 1, combining the availability of infinite data as a precious resource, changing industry preferences and a digitalising legal sector, this chapter focused on the commercial impetus that could predispose the technology behind algorithmic contracts to develop in commercial settings.

As such, it appears that algorithmic contracts could offer solutions to identified shortcomings found in existing contractual practices, while offering novel solutions altogether which would surpass what is currently achievable through human input only.

While this promise is to be nuanced with limitations and challenges posed by algorithmic contracts, as will be extensively done over part II, this first part of the dissertation laid out the justification behind a thorough analysis of algorithmic contracts, and their place within the future of contracting. Now indeed seems to be the time to undertake this discussion, and in turn consider how regulatory input could take shape so as to enable these novel concepts to redefine what it means to contract.

⁹⁵ These examples will be discussed in more depth in Chapter 4 as it looks at smart contracts.
PART II

print(‘Contract’): Contracts as Algorithms

96 The print function in computer programming usually aims to print the specific message in brackets onto the screen. In the context of this part of the paper, the desired output called through this function would be the algorithmic contract, written in computer code.
CHAPTER 3

Algorithmic Contracts

Part I of this paper outlined how increased data availability and continuously-developing technologies were reshaping the human experience, and ushering us in a digital economy strongly driven by technological advancement. It also outlined how various industries, including the legal sector, were similarly driven by this ‘digital wave’ that could pave the way for both the development and adoption of algorithmic contracts in industry, and perhaps a legal recognition of the practices they enable.

In light of the promising commercial solution they offer in response to identified shortcomings in existing contractual practices, the potential of algorithmic contracts appears evident, justifying therefore the discussion held in this paper.

As this ‘perfect storm’ that could predispose a successful growth of algorithmic contracts has been laid out, this second part of the paper will now explore the concept in more detail, evaluating the advantages it may offer against the challenges it may raise, so as to draw a fuller and more accurate picture of the future of contracting, and the place of algorithmic contracts within it.

To introduce this discussion, this chapter will begin by analyzing the ‘simpler’ end of algorithmic contracting, in the form of ‘plain’ algorithmic or computable contracts whose performance relies solely on the use of computer code.

This chapter will begin by defining the concept, with reference to the work of scholars Harry Surden and Lauren Scholz on the matter, to then move on to outlining the main advantages computer code may bring to the practice of contracting. Discussing this promise with various challenges that arise out of the use of algorithms in the process, especially in relation to the translation from the contract into code, this chapter will also start an important discussion regarding the role of the algorithm in automating contracts.

In evaluating the commercial solution proposed by these ‘basic’ algorithmic contracts, this chapter will also have regards to the broader ‘architecture’ within which they operate. This dissertation indeed considers that algorithmic contracts do not operate in a vacuum, in which case the discussion held throughout this part of the paper will endeavor to account for the
various legal, technical, commercial and social considerations that may weigh in the development of the technology.

1. **An Introduction to Algorithmic Contracting**

1.1 Definition

Although the idea of algorithmic contracts has been discussed to some extent already, it is worth reiterating that this paper takes the definition of algorithmic contracts as contracts in which the terms of the agreements have been fully, or partly set out in code.

Following a definition of algorithmic contracts similar to that given by scholar Lauren Scholz in her paper of the same name, this foundation of computer code can in turn allow the automation of the performance of the algorithm, which can take the role of more than mere tool but that of agent of the parties, depending on the importance, complexity and predictability of the decision-making that is delegated to it.

Similarly, scholar Harry Surden defines the concept as ‘computable’ contracts, which are essentially agreements in which terms have been translated into computer processable and understandable form (i.e. code) so as to enable the computer to operate it.

As will be discussed over the next chapters, with this computer code foundation, it may be possible to envisage a full automation of the agreement (including its initiation) through the use of sensors and data-gathering technologies or even the drafting of the contract terms using machine intelligence.

1.2 The Commercial Potential of Algorithmic Contracts
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98 See generally Scholz, ‘Algorithmic Contracts’ (n 71)
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100 As will be discussed in the case of Smart Contracts in Chapter 4.

101 As will be discussed in the case of Self-Driving Contracts in Chapter 5.
1.2.1 Automation of the exchange

As the concept behind algorithmic contracts has been defined, it indeed emerges that scholars and professionals have already envisaged how it could help facilitate, and more interestingly automate exchanges:

Harry Surden for instance draws in his paper the idea that computable contracts can help make deterministic assessments, such as that of expiration dates after which contractual options may no longer be valid\textsuperscript{102}. Similarly, he expects that algorithmic contracts may be found within financial contracts as core terms such as price, quantity, and payment dates could be expressed in computer-processable form\textsuperscript{103}. Offering the promise of a more digitalised approach to contracting, algorithmic contracts have indeed already been identified to be suitable to facilitate financial transactions\textsuperscript{104}, as discussed earlier in this paper in relation to the practice of algorithmic trading or through the use of robo-advisors which provide financial advice to clients.

In a more ‘commercial’ field, Stanford’s SIPX (Stanford Intellectual Property Exchange) project is another example of the technology, in which computable IP and licensing terms allow users to bypass the time-consuming and high-cost nature of getting permission to use content. Instead, the computer automates the determination of conformance with said IP/licensing terms, and allocates permission accordingly\textsuperscript{105}. More recently even, Stanford’s CodeX Initiative Working Group has been working on a computable contract concept that would automate insurance contracting processes, and enable greater quality and efficiency for insurance firms whose product offering lies in the contracts they sell to their clients\textsuperscript{106}. The promise of algorithmic contracts thus far therefore seems to lie in enabling more efficient and ‘facilitated’ ways of contracting, through the use of computer code.

While this statement will be discussed against the various limitations and challenges these contracts raise, it remains nonetheless in line with the ‘digital wave’ that currently sees numerous industries seeking new ways of conducting work more efficiently and at lower costs.

In light of the ‘pain points’ identified in chapter 2 in relation to commercial contract

\textsuperscript{102} Surden (n 48) 648-649. As he discusses the capabilities of ‘data-driven’ contracts.

\textsuperscript{103} ibid 648

\textsuperscript{104} ibid 641


management more specifically, automated contracting solutions could indeed offer relief to parties which have to keep on top of numerous contractual obligations. While it remains difficult at this stage of the development of the technology to predict the extent to which these contracting methods will actually gain and/or sustain adoption in the future and in which areas they will, it remains purposeful to undertake a focused analysis on their promise at this time, and identify any challenges they may raise with a view to resolving them in a proactive manner.

1.2.2 Mass Customisation?

In addition to aiding and facilitating contract management through the promise of automating agreements through code, it also emerges that computer code can be reproduced at virtually zero cost and can be modified and spread around the world at relatively high speed, essentially allowing to ‘re-use’ it in a practice that could simplify and streamline contract drafting too.

Indeed, strengthening the commercial promise of algorithmic contracts, this translation of natural language to more ‘universal’ code could enable the creation of pre-defined formats and standards that could be scaled and shared easily, and therefore allow to bypass the need to translate human language clauses into computer-processable form for every transaction. Offering the promise of rendering contract drafting more modular, this ‘restructuring’ of how contracts are expressed would be in line with a broader idea that contracts follow a pattern language which can result in overall reduced drafting costs through a possible streamlining of algorithmic contract drafting:

Scholar Eric Gerding indeed very accurately identified that contracts follow a pattern language made up of symbols and rules which form the conceptual building blocks of the practice. As he envisaged in his paper that these patterns could be examined in large amounts to then create standards, it follows that a similar standardisation of algorithmic contract code could take place, allowing parties to re-use standard coded terms to automate their agreements. In fact, such a solution is already proposed in the form of the CommonAccord Project which aims to see smart contract templates stored in online libraries to be used and updated by users on an

---
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112 See generally Smith (n 110)
open-source manner\textsuperscript{113}. As a result, it may be imagined that programmers work together and share knowledge and innovation\textsuperscript{114}, rendering the process of algorithmic contacting more collaborative, while ensuring better quality of contract code overall.

In the algorithmic contracting realm, parties could therefore possibly expect to choose from a library of coded contract terms, assemble them and even possibly customise them to create bespoke contracts to match their needs, hereby moving towards some ‘Mass Customization’\textsuperscript{115} of contract drafting. Algorithmic contracts could therefore entail a very interesting design shift in what is currently understood as contract drafting, offering a promising commercial narrative that justifies further investigation on the solution they propose.

While it could be argued that natural language clauses can already be ‘saved’ and ‘re-used’ already in our current contracting practices, as discussed in Chapter 1 in relation to the various contract management tools, they do not offer the benefit of being ‘re-used’ for automation purposes: rethinking this way that contracts are expressed and structured in code can not only streamline contract drafting, but also allow to derive and scale the improvements in productivity code may enable\textsuperscript{116}, following the view that should contracts remain expressed in natural human language, users could miss out on the digital features offered by computer code.

As contracts today are still deemed to remain non-modular and difficult to read\textsuperscript{117}, despite visible efforts to digitalise the process as discussed in part 1, and an ambition to use simpler legal language\textsuperscript{118}, the solution offered by coded-contracts appears indeed promising and interesting, likely re-defining what it means to draft a contract.

1.2.3 Business Analytics

In addition to automating contractual operations and offering the possibility to streamline contract drafting, this same foundation of computer code can also allow parties to derive business intelligence by allowing them to gather insights relating to

\textsuperscript{113} See generally Jim Hazard and Thomas Hardjono, ‘CommonAccord : Towards a Foundation for Smart Contracts in Future Blockchains’ (W3C Position Paper, 9 June 2016) \texttt{<https://www.w3.org/2016/04/blockchain-workshop/interest/hazard-hardjono.html>} accessed 26 September 2021

\textsuperscript{114} Helena Haapio and Margaret Hagan, ‘Design Patterns for Contracts’ (2016) 4

\textsuperscript{115} Mass customisation combines the possibility to personalise (custom-made) products which are produced in mass at lower costs. (See Maya Dollarhide, ‘Mass Customisation’ (Investopedia, 20 October 2020) \texttt{<https://www.investopedia.com/terms/m/masscustomization.asp>} accessed 30 September 2021)

\textsuperscript{116} Cummins and Clack, ‘Transforming commercial contracts through computable contracting’ (n 86) 3

\textsuperscript{117} ibid 2

licensing/manufacturing/purchasing/payments...\(^{119}\). Considering the potential commercial improvements that can be derived from insightful contractual information, the commercial promise of algorithmic contracts could therefore strengthen their position as a more 21\(^{\text{st}}\) century-aligned vision of contracting.

1.3 Functional and Operational Equivalence

As the commercial advantages of these ‘simple’ algorithmic contracts have been laid out, it also emerges that these ‘simple’ algorithmic contracts do not offer *prima facie a modus operandi* that significantly challenges (1) how contracts are drafted (apart from the different language they operate in)\(^{120}\) and (2) how courts and the law apply to them\(^{121}\).

For the purposes of this paper, this is important as it could offer justification for commercial parties to experiment with the technology as at this ‘level of automation’, the practice appears reconcilable to a great extent with what is currently known as contracting.

From a legal perspective similarly, this equivalence could suggest that algorithmic contracts could still ‘easily’ fall within the reach of contract law, which would be able to offer its protection to parties. Overall this would justify the possibility to experiment with the technology in a ‘safe’ manner within the reach of legal oversight.

1.3.1 Functional equivalence

As discussed earlier in relation to a commercial risk/benefit analysis that could justify parties remaining ‘traditional’ in their contracting practices, this promise of *functional equivalence* is an important one that could predispose a possible further development and acceptation of the algorithmic contracts as a viable and safe form of contracting.

Indeed, the principal function of algorithmic contracts as envisaged in this paper remains the same as that of more ‘traditional’ contracts: It essentially lies in formalising the relationship and exchange between parties. While it adds the possibility of automating it, the underlying *purpose* remains the same. The concept of algorithmic contracting at this level may therefore seem less ‘foreign’ to commercial parties being risk-averse in their practices.

---

\(^{119}\) Surden (n 48) 693

\(^{120}\) To the extent that the actual contract drafting is still done by human parties.

\(^{121}\) *Ex post* legal intervention remains indeed possible unlike in the case of smart contracts where their immutability prevents it, as will be discussed in Chapter 4.
1.3.2 Operational Equivalence

More interestingly, it also emerges that these ‘plain’ algorithmic contracts are also the most \textit{operationally equivalent} form of algorithmic contracting too, when compared with more ‘advanced’ forms of the concept.

Indeed, this seeming operational equivalence which looks at the actual \textit{modus operandi} of algorithmic contracts highlights the fact that apart from the translation of terms into code\textsuperscript{122} and the possible resulting automation of the agreement, algorithmic contracts do not appear to depart from what is currently known as contracting: Parties still agree on some terms, undergo (with the possible help of a skilled programmer) a drafting exercise, and may have recourse to legal help in the case where ‘things go wrong’. In a similar way, existing legal doctrines (such as offer, consideration, acceptance and intention to create legal relations) could apply as usual to the extent that such aspects of the contractual relationship are ‘unaffected’ at this level of automation. In comparison, more ‘advanced’ forms of algorithmic contracting may keep parties somewhat ‘out of the loop’ of the contract, restrict their ability to re-shape their agreement as they wish, or may limit the possibility of legal recourse altogether\textsuperscript{123}.

From a legal perspective, the operational equivalence of ‘simple’ algorithmic contracts is therefore what could position them as most viable at present, as legal remedies and recourse also remain available ‘as usual’: courts and parties can alter, stop or reverse the operation of computable/algorithmic contracts as necessary, unlike in the case of smart contracts for instance where a feature of immutability may restrict it as will be discussed in Chapter 4.

Parties to a ‘plain’ algorithmic contract could instead be expected to bargain in the ‘shadow of the law’, with the awareness that they would still be contracting within the reach of expected legal outcomes. At this ‘basic’ level of algorithmic contracting therefore, and in light of both a seeming \textit{functional} and \textit{operational} equivalence, there is no evident departure from our current contracting paradigm that would justify \textit{not} experimenting with them.

2. \textbf{Contract as Code}

2.1 Broad Legal Challenges of Code

\textsuperscript{122} Which raises its own challenges and will be discussed in more detail in the next part of this discussion.

\textsuperscript{123} These claims will be discussed in more detail in Chapters 4 and 5.
While it has been outlined algorithmic contracts offer a strong commercial promise that remains both somewhat functionally and operationally aligned with current contracting practices, and as a result ‘safe’ to experiment with, it has also been established that they still depart from our contracting paradigm to the extent that they rely on a foundation of computer code, which raises its own challenges and requirements.

From a legal perspective, this use of computer code to set the terms of the agreement for instance raises interesting reflexions regarding some basic principles of contract law regarding the use of machine language, how it is understood and whether it is acceptable for parties to find themselves bound by a language they cannot necessarily understand. These will be explored in more depth in Chapter 7 as it attempts to reconcile the peculiarities of code-based contracting with legal principles.

This same use of code as contracting language also invites consideration as to who is indeed capable of undertaking that drafting in the first place. Indeed, certain jurisdictions do not allow laypeople to draft legal documents, as the practice of law is instead restricted to lawyers only\(^{124}\). Algorithmic contracts on the other hand would need to be programmed by someone with the relevant skills, therefore re-defining who is in a position to undertake contract drafting.

While not limitations \textit{per se}, these matters would likely warrant legal consideration should the practice indeed aim to become a mainstream commercial occurrence.

### 2.2 Translating a Contract into Code

From a more ‘technical’ viewpoint, in the purely ‘algorithmic’ contracting realm, the operation of the agreement relies on the operation of the underlying computer code, and therefore on the ability of the parties to translate their intentions \textit{accurately} and \textit{precisely} into such code.

Focusing on the ‘drafting’ stage in the algorithmic contract lifecycle, this part of the chapter will explore difficulties of undertaking this translation.

As very well pointed by Surden as he breaks down computable contracting in two stages (i.e. data-oriented vs computable contracts)\(^{125}\), algorithmic contracts require a translation of the

\(^{124}\) Even within the US the definition of authorized practice of law differs from one state to another. See American Bar Association, ‘State Definitions of the Practice of Law’ (\textit{American Bar Association}) <https://www.americanbar.org/content/dam/aba/administrative/professional_responsibility/model-def_migrated/model_def_statutes.pdf> accessed 30 September 2021

\(^{125}\) See generally Surden (n 48). Data-oriented contracts refer to contracts in which terms are expressed in computer-readable form while computable contracts are able to make assessments of conformance with certain criteria
contract from natural human language into computer-processable form, in a way that can both be (1) *processed* and (2) *understood* by the computer.\(^\text{126}\)

In light of the apparent structural similarities between contracts and computer code discussed earlier in this paper, as both follow a similar conditional structure and logic (programming languages often follow specific functions (called Boolean) that adopt the ‘if X happens then Y happens else Z happens’ structure that is indeed very similar to the reciprocal conditions imposed in an agreement or exchange), this translation exercise appears *prima facie* realistic.

Scholars indeed recognise that in contract law, promises are made in exchange for other promises\(^\text{127}\), following indeed some form of Boolean logic already which can be easily formalized in a mathematical manner.\(^\text{128}\) This feature could certainly justify the interest surrounding algorithmic contracts, as the possibility to integrate computer capabilities seems clear, and makes for an interesting scholarly discussion linking the strand of the literature on technology with that on law.

More relevant for the purposes of this paper, these similarities between contract and code offer a strong commercial promise, as discussed already in relation to the possibility to automate the agreement, streamline contract drafting, and to be based on, and generate some form of business intelligence, considering that these algorithms could find connections or pursue logics that humans would not necessarily foresee.\(^\text{129}\)

But while this promise of reconciling contract and code appears realistic and more importantly desirable, it raises numerous challenges that warrant further consideration:

Indeed, this transposition from contract to code, seemingly a ‘simple’ translation exercise requires not only translating terms into computer form, but most importantly conveying the meaning of those terms to the computer for execution so that it operates *as intended*.

This translation from contract to code must therefore be a careful and purposeful one as code will be the main expression of some contract terms, as opposed to the natural human descriptive language otherwise used in our current contracting paradigm and which can be interpreted by humans with more ‘flexibility’. As this code is essentially what will govern the automated operation of the contract in the algorithmic contract realm as it is meant to provide a precise

\(^{126}\) See generally Surden (n 48)

\(^{127}\) Paul Catchlove, ‘Smart Contracts: A New Era of Contract Use’ (2017) 8

\(^{128}\) Oliver R Goodenough and Mark D Flood, ‘Contracts as Automation’ (2015) 2. For the same reasons that they can be expressed conditionally and in a deterministic manner and follow state-transition logics.

\(^{129}\) Scholz, ‘Algorithmic Contracts’ (n 71) 160
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code-based expression of contractual rights and obligations\textsuperscript{131}, the burden on ensuring that such code is accurate is high. Having regards therefore to both \textit{syntax} and \textit{semantics}\textsuperscript{132} of that code will therefore be key in ensuring that the contract will be both \textit{processed} and \textit{understood} as intended by the computer.

2.2.1 Considerations of Syntax

As discussed earlier, contracts and code seem to follow a similar conditional logic that renders both \textit{theoretically} reconcilable:

But while this translation from contract to code is unlikely to raise issues for simple, structured and deterministic conditional scenarios (this application of code is very appropriate for deterministic transactions such as that of payments, orders or refunds, in which case the conditional logic enabled allows to decrease contractual ambiguity\textsuperscript{133}), should the terms of the contract be more ambiguous or open-ended in their expression, they become more challenging to translate into code. Indeed, any ambiguity in the way the contract is meant to be expressed cannot be translated in a similarly-ambiguous fashion in code as it must be capable of being integrated in the conditional ‘if X then Y else Z’ logic discussed earlier. More relevant, the code itself by its very nature must be precise enough so as to avoid any form of ambiguity or ‘bad programming’ that could result in bugs in, or more interestingly in the algorithm using ‘discretion’ to interpret poorly-coded terms, which brings its own legal issues as will be discussed shortly.

While this precise coding is possible to a great extent in various fields as suggested by the various examples of algorithms in industry and society earlier in this paper, the peculiarities of legal language render it more challenging to translate for computer processing.

Indeed, suggesting that the language of law is richer and more complex than what is allowed by computer programs\textsuperscript{134}, some abstract terms or legal terms of art such as ‘reasonableness’ or ‘best efforts’ can be challenging, if not impossible, to translate into code due to their inherently

\textsuperscript{131} Nina Gunther Kilbride, ‘Distributed Ledgers, Cryptography and Smart Contracts’ in Daniel Martin Katz and others (eds), \textit{Legal Informatics} (Cambridge University Press 2021) 245

\textsuperscript{132} In computer programming, ‘Syntax’ is about the rules that make up the language (statements and expressions) and allows for computer processing, while ‘Semantics’ has regards to mapping the syntax with meaning. See Ralf Lammell, \textit{Software Languages: Syntax, Semantics and Metaprogramming} (Springer 2018) 19

\textsuperscript{133} Primavera de Filippi and Aaron Wright, \textit{Blockchain and the law: The Rule of Code} (Harvard University Press 2018)

\textsuperscript{134} Frank Pasquale, ‘A Rule of Persons, Not Machines’ (2018) 7
ambiguous nature that cannot be replicated into the unique form of structured, deterministic, and precise data required for computer processing.

The same issue applies in any situation which requires any form of human/professional judgement or evaluation\(^{135}\), and which may also not be replicated by code with the same level of ‘openness’ without losing the flexibility granted by the use of such terms.

Indeed, while it may be possible to ‘break down’ these concepts into computer processable and actionable steps and instructions, this could be at the cost of the flexibility allowed by those terms, evidencing the extent to which this translation from contract to code is only possible and desirable to the extent that a contract is amenable into computer code, and that parties are willing to be bound by a less ‘flexible’ version of their agreement.

While it may be envisioned that some form of machine intelligence could allow the code ‘understand’ what these terms means within the context of the transaction\(^{136}\), it remains that at this stage of algorithmic contracting, the translation from contract to code poses inherent limitations. It therefore emerges that precision granted by computer code is in no way more desirable than an imprecise human language, and could result in disputes if the underlying intentions of the parties cannot be accurately be expressed in code in the first place, following the view of scholar Jeremy Sklaroff, as he lays out this ‘cost of inflexibility’ of computer code in his paper on smart contracts\(^{137}\).

In discussing this limitation to code-based contract drafting, scholar Jeffrey Lipshaw also accurately voiced that reconciling law, as a subjective and elastic language\(^{138}\) with code which is an objective one amounts to bridging an irreconcilable bridge that would overall result in ‘dumb’ contracts persisting in the future\(^{139}\). He therefore suggests that the inability of computer code to express the parties’ intentions with the desirable breadth would prevent the concept from scaling in the future.

While this paper takes the stance that this limitation of computer code does not tamper the promise of algorithmic contracts as the future of contracting altogether to the extent that they still offer a strong commercial promise, it does recognize that it limits its reach to ‘simpler’ and straightforward settings for now. The promise of self-driving contracts which could allow more

\(^{135}\) Surden (n 48) 683

\(^{136}\) Self-driving contracts may offer a solution to this issue using machine intelligence to draft contract terms that match the parties’ intentions.

\(^{137}\) See generally Jeremy M Sklaroff, ‘Smart Contracts and the Cost of Inflexibility’ (2017)

\(^{138}\) See generally the work of Grace Q Zhang who coined the term ‘elastic language’, referring to the inherent ‘vagueness’ of human language and how it is essential for effective communication (see generally Grace Q Zhang, Elastic Language: How and Why we Stretch our Words (Cambridge University Press 2015)).

flexibility in the drafting through the use of machine intelligence could however support the statement that a future of (more flexible) algorithmic contracting may be foreseeable, as will be discussed more extensively in Chapter 5.

Looking at the same limitations of computer code from a more ‘relational’ view of contracting, following the work of scholars Stewart Macaulay and Ian Macneil on the subject, as they outline their views that contracting is a primarily social undertaking that enables parties to create or maintain long term relationships, it also emerges that the use of fully precise and deterministic code would prevent them from adapting their contractual endeavours as the situation evolves or in order to take advantage of opportunities as they arise. Algorithmic contracts would therefore be unsuitable for agreements in which the ability to adapt the agreement ongoingly is key, restricting therefore their applicability to settings which parties deliberately wish to be fully deterministic and unambiguous such as that of certain payments, refunds, orders... Similarly, scholar Hugh Collins identified that real-world contracting is made up of three components: the economic deal underlying the transaction, the business relationship between the parties and the contract itself. Having regards to this framework, it therefore appears that algorithmic contracts only focus on one aspect of the process which is the contract itself, highlighting again the departure of algorithmic contracts from what is currently known as contracting. As such, the promise of algorithmic contracts as the future of contracting, while still an intriguing one, may be more limited.

2.2.2 Considerations of Semantics

While it emerges that translating a contract into code is indeed possible to some extent, the commercial promise of algorithmic contracts remains limited to the confines of certain deterministic scenarios, justifying therefore the limited reach of algorithmic contracts at present.

Interestingly, attempting to extend the concept to more complex endeavours in the future would entail the interesting task of transmitting meaning to code so that the computer understands and operates it as intended, and generates similar results than a human party would have reached.

---
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In computer science, this process of conveying meaning to code is known as the semantics of a programming language, through which a description regarding how to execute and evaluate the syntax is provided to the computer\textsuperscript{143}. In the same way that computer syntax needs to be very precise, with regards to semantics too, the code must reflect a completely unambiguous expression of the parties’ intentions. This is to ensure that the computer will not bring ‘its own meaning’ to terms that can be interpreted in different ways, thereby running the risk of the code performing an agreement that departs from the parties’ intentions. The argument is therefore that removing ambiguity would prevent the algorithm from finding connections that humans would have been unlikely to ascertain or foresee\textsuperscript{144}, giving parties the assurance that their agreement will unfold as planned. While ascertainable for the ‘simple’ payments/refund transactions that are by their very nature deterministic and simple enough to offer the guarantee that the automated operation of the contract will indeed go on as planned, in the case of more complex agreements, this promise is more nuanced.

Indeed, even if an agreement has been translated with utmost accuracy, it may still result in unforeseen outcomes, due to the fact that computers are hyper-literal in their understanding of code which they operate very much at face value. Indeed, even if a computer program appears straightforward enough to the human eye, it may nevertheless be interpreted in an unforeseen manner: To take an insightful example given in one of law firm Norton Rose Fulbright reports on smart contracts, one may give an algorithm the following instructions: ‘Go to the shop and buy a newspaper. If there are any eggs, get a dozen’\textsuperscript{145}. While a human party would buy a newspaper, and if available a dozen eggs, an algorithm could interpret this same sequence of instructions as needing to buy a newspaper, to check for eggs, and if any are available, to buy a dozen newspapers\textsuperscript{146}.

Any ambiguity in the way a contract is programmed could therefore lead the algorithm to operate in computationally accurate manner (to the extent that it indeed executes the code as programmed), yet in ways that could be unforeseen by the parties as evidenced with the newspaper/eggs example, evidencing the opaque thinking of algorithms. While this paper acknowledges that such an error is unlikely to occur in real-life, as programmers will usually be skilled enough in ensuring that a computer program will not contain any ambiguity that

\textsuperscript{143} Lammell (n 132) 19
\textsuperscript{144} Scholz, ‘Algorithmic Contracts’ (n 71) 132
\textsuperscript{145} Norton Rose Fulbright ‘Smart Contracts’ (NRF, November 2019)
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would result in misinterpretation, this interesting issue of algorithms going ‘rogue’ or exercising their own ‘discretion’ remains possible and would raise very interesting legal considerations as regards the allocation of liability in the case where the algorithm is the one departing from the parties’ intentions, and more broadly as regards its role in automating the contract.

This issue is of particular relevance considering that real-life examples of algorithms malfunctioning can be found: A book on flies sold on Amazon was for instance priced at $24m by pricing algorithms that mistakenly adjusted prices based on that set by competitors147, evidencing the possibility that algorithms can indeed perform in unintended ways. Leading to the unfortunate terminology of ‘Franken-Algorithms’148, this possibility of code distorting the intentions of the parties nuances the promise of using algorithmic contracts to automate more elaborate scenarios, especially considering that setting up and testing code to avoid such errors may be costly and time-consuming. As such, the promise of algorithmic contracts for more complex or high-stake contractual endeavours is nuanced furthermore.

In some cases of algorithmic contracting, as for smart contracts, conveying meaning effectively and accurately is even more paramount as the code operating the agreement cannot be altered nor stopped once started due to the tamper-proof and immutable features granted by the blockchain149. Similarly, in the case of self-driving contracts which self-generate clauses based on the parties’ intentions150, these considerations gain in importance, otherwise running the risk of the algorithm setting terms that do not correspond to what the parties initially intended.

Having a clear system for accounting for the role of the algorithm, and more importantly allocating liability in the case where it fails to perform to standards or in line with the parties’ intentions appears therefore key, and will be discussed in greater depth in Chapter 7, as a more detailed legal analysis is undertaken.

Moving beyond the issue of the algorithm performing something ‘commercially unintended’, this gap between the design and coding of the algorithm, and what it ultimately performs may actually lead to serious ethical issues as the algorithm could engage in discriminatory, fraudulent or otherwise illegal behaviours151 given that it lacks the agency to draw the distinction between those, and more legitimate undertakings.

149 These will be discussed in greater detail in the next chapter.
150 See generally Casey and Niblett, ‘Self-Driving Contracts’ (n 16)
151 Scholz, ‘Algorithmic Contracts’ (n 71) 132
This issue of the algorithm moving beyond the intentions or capacities of their authorizing entity is therefore an important one that would warrant prompt legal consideration regarding the role and agency of the algorithm in the process.

3. The Role of the Algorithm

According to scholar Lauren Scholz, the current stance of contract law on the role of the algorithm in algorithmic contracts currently relies on two assumptions: (1) that algorithms are mere tools, and that even if they are not (acting more as agents as will be discussed shortly), (2) that the parties to the agreement can understand and anticipate all possible outcomes. Both assumptions are however mistaken, as algorithmic contracts, as enabled by a spectrum of technologies, can take on great levels of contractual responsibility, suggesting that they are more than ‘mere tools’. They can also operate in unexpected ways, as discussed for instance in the case of algorithms performing contracts that depart from the parties’ intentions. Some form of update regarding the legal perception of algorithms is therefore called for.

3.1 Algorithms as Mere Tools Assumption

As regards the first assumption, it emerges that contract law currently assumes that algorithms are mere tools that can automate transactions. But as technologies grow evermore capable, we seem to be moving beyond this. This is especially relevant in light of the possibility of algorithms acquiring more responsibility and discretion in the contractual decision-making: In the case of smart contracts, algorithms can ‘initiate’ the agreement upon fulfilment of certain conditions, leading even to the possibility of devices capable of interacting with one another and concluding economic transactions even if those were not initially planned or agreed by the owner. Surden himself noted that algorithmic contracts may allow parties to achieve improved future contractual efficiency through code-enabled automation, which could enable some form of computer-to-computer contracting in which the computers would act as agents of their respective human parties. Similarly, in the self-driving contract realm, AI-led

---
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algorithms could exercise discretion in determining the best contract terms to achieve a broad contractual objective.\textsuperscript{158}

As the role of algorithms seems poised to evolve within the algorithmic contracting realm to that more akin to that of an agent of the parties, contracting on their behalf, it appears logical to move away from this ‘mere tool’ assumption too.

While interesting again from the perspective of commercial parties wishing to derive benefits of computer code within their contracting practices, from a legal perspective, this move away from the ‘mere tools’ assumption would suggest that some form of legal update to account for the more ambitious role of algorithms in the process is warranted. Arguably, only then will parties feel ‘safe’ that the ‘role’ of algorithms in the process accounted for, and that they will be protected in the case where ‘things go wrong’: the use of agency law to achieve such an objective appears warranted, as will be discussed more extensively in Chapter 7 as solutions are proposed to address legal challenges arising out of algorithmic contract practices.

3.2 Possibility to Foresee all Outcomes Assumption

While recognising that algorithms may be more than ‘mere tools’ is indeed key, it is similarly important to recognise that the company or party employing them cannot necessarily fully understand nor anticipate their actions. In light of the discussion held earlier in relation to ‘Franken-Algorithms’ and the fact that algorithms seemingly have their own ‘thought-processes’ and are capable of drawing their own connections, this is indeed an important consideration that would also warrant an appropriate legal response that allocates liability accordingly in the case of algorithms departing from their authorising parties’ intentions. Again, agency law could provide relief in accounting for this possibility, as will be explained in Chapter 7.

Overall, as long as contract law relies on mere tools assumption or assumes that parties can foresee every possible outcome, enforceability and liability issues will remain, as the possibility of fraud or otherwise illegal behaviour through algorithmic means will not be prevented enough through a fitting legal framework, and parties will remain vulnerable to deal with issues resulting from the seeming interpretive discretion of algorithms. Should such issues be considered appropriately by a fitting legal response instead, and protection be granted to parties

\textsuperscript{158} See generally Casey and Niblett, Self-Driving Contracts’ (n 16)
in the case where things ‘go wrong’, the promise of algorithmic contracts as the future of contracting will be less nuanced.

4. **Conclusion**

This chapter laid out strong commercial advantages to using algorithmic contracts, as they may allow to automate the operation of the agreement, streamline contract drafting and allow to use data analytics to derive business intelligence. It also outlined how their peculiar code-based nature raises some interesting, yet non-negligible challenges that seem to restrict their applicability to very specific settings such as deterministic processing of payments, refunds or orders, and in financial and insurance transactions which often follow the conditional and precise logic required for computer programming and processing.

The inherent limitations of computer code which cannot accommodate ambiguity or openness impact on contract flexibility, and seem to limit the possibility to scale algorithmic contracts onto more ambitious endeavours for now. More importantly, the ability of code to bring its own meaning to terms raises some more serious legal considerations that will require the law to update its stance on the agency of algorithms. As more ‘advanced’ forms of algorithmic contracts (i.e. smart and self-driving contracts) entail even greater levels of automation than afforded in this more ‘basic’ algorithmic contracting realm, these legal considerations gain in relevance.

Nevertheless, in light of the already ‘successful’ applications of the concept in industry, because of their seeming ‘functional’ and ‘operational’ equivalence with current contractual practices, and most importantly because of the commercial advantages they offer, the place of algorithmic contracts within the future of contracting remains promising.
CHAPTER 4

Smart Contracts

As the commercial promise of ‘plain’ algorithmic contracts was discussed in Chapter 3, highlighting how automation of the agreement, streamlining of contract drafting, and how the use of business analytics could truly drive us towards a ‘smarter’ way to contract, interesting challenges raised by the use of algorithms also began to emerge. Nevertheless, based on the realistic ideation as to the capabilities of algorithmic contracts to automate ‘simple’ and deterministic transactions as opposed to complex ones, and the possibility that more advanced versions of algorithmic contracts could offer solutions to said technical limitations\(^{159}\), the place of algorithmic contracts in future contracting practices remains indeed promising.

Progressing to a more ‘advanced’ form of the concept, this chapter will now look at smart contracts incorporating the blockchain technology, and benefiting from the resulting capabilities and advantages this integration may offer\(^{160}\).

Defining both smart contracts and their underlying blockchain technology which grants them numerous features that attracted both scholarly and commercial interest, this chapter will undertake an analysis similar to that conducted in relation to ‘plain’ algorithmic contracts in Chapter 3. It will outline their commercial promise with real-life examples, and nuance it with the unique legal, technical, commercial and ‘social’ challenges they raise, drawing a fuller picture as to their viability for commercial use. A clearer view as to the potential of smart contract for future commercial contracting will therefore emerge, and positioned within a wider discussion regarding a future of algorithm-driven contracting.

1. An Overview of Smart Contracts

1.1 A Definition of Smart Contracts

\(^{159}\) The use of the underlying AI of self-driving contracts could for instance resolve the lack of flexibility of computer code to formulate the parties’ intentions.

\(^{160}\) This paper recognises that smart contract may operate independently of the blockchain, but purposely discusses blockchain and the features it enables in relation to it.
The term ‘smart contract’ was first coined in the late 1990s when cryptographer and legal scholar Nick Szabo defined them as computer-based protocols that can formalize and secure contractual relationships. Smart contracts indeed essentially entail a one-off automation of certain parts of an agreement, mainly the terms that correspond to the exchange underlying the contract. In many ways therefore, they retain their ‘algorithmic’ function as a main feature. However, moving beyond the algorithmic contract model, in a smart contract setting, once certain conditions are met, as fed to the smart contract by an ‘oracle’ that gathers real-time data, the agreement set in code automatically and autonomously initiates and executes itself. For this reason, they have also been defined as pieces of computer code that can monitor, execute and enforce an agreement, evidencing their dual self-executing and self-enforcing nature that justifies their unique commercial offering and their ‘smart’ nature.

Enabled by the blockchain technology which will be defined and discussed shortly, smart contracts are not digital contracts, nor based on AI or any other similar technology that would grant them intelligent behaviours or attributes. Instead they operate in a rather robotic manner, self-monitoring and operating the agreement upon fulfilment of certain conditions, following therefore the conditional logic required for computer processing. Because of their ‘reactive’ nature, and arguably their lack of machine intelligence too, some consider the name smart contracts to be misleading. In the context of the discussion held in this paper, actually ‘smart’ contracts could in fact be envisaged in the form of agreements that would incorporate some form of machine intelligence, as will be discussed in Chapter 5.

While not ‘smart’ per se, scholars in the literature on the subject also dispute their status as contracts. For the purposes of this paper however, and based on the recent recognition of the
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concept as capable of satisfying the criteria of an enforceable contract under English Law\textsuperscript{169}, this terminology will not be disputed.

1.2 A Modern Vending Machine?

Because of Szabo’s work, smart contracts are often compared to vending machines which are considered early examples of the technology as they process the sale transaction automatically on demand of the customer\textsuperscript{170}. In such a setting, the vending machine would provide a product to a customer upon reception of payment, illustrating again the necessary conditional ‘if X then Y’ logic required for computer processing.

According to scholar Eliza Mik, this example is however misleading as a vending machine is more akin to an offer to the world at large whereby the machine simply automates the formation and ensures performance of the sale, as opposed to an actual contract. The vending machine is essentially not capable of embodying all the terms that would normally be comprised in such a transaction such as exclusion clauses, warranties... in its hardware\textsuperscript{171} as arguably a smart contract would in its code.

This paper takes the stance that this analogy, while common in the literature on smart contracts is also misleading as it is more akin to ‘plain’ algorithmic contracts in which a reciprocal exchange has been encoded rather than smart contracts as currently known which are able to initiate a transaction without human input and solely based on the fulfilment of certain conditions. As such, it may appear that Szabo’s ideation was closer to algorithmic contracts, than smart contracts are currently known, especially considering that neither the blockchain, nor oracles and data-gathering technologies existed at the time, or with the capabilities they have today.

In the current stage of automation now allowed by smart contracts, we indeed seem to be moving beyond the capabilities of ‘simple’ vending machine which still require human input to initiate the machine-facilitated exchange, towards a new and fully automated contracting paradigm, able to accommodate blockchain-features that grant the additional promise of a secure and tamper-proof contracting experience.

1.3 The Underlying Blockchain Technology

\textsuperscript{169} See generally UKJT (n 67)
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\textsuperscript{171} Eliza Mik, ‘Smart Contracts: Terminology, Technical Limitations and Real-World Complexity’ (2017) 5
1.3.1 Definition of the Blockchain

Indeed, as discussed earlier, while the first mention of smart contracts was in the 90s, it is only recently, with the development of the blockchain, that the concept truly ‘took off’, as the technology is at the foundation of the now sought-after automation of smart contracts\textsuperscript{172}, and what grants them many of their distinguishing features.

The blockchain is essentially a specific type of digital database which is permanent, tamper-proof and decentralised to the extent that it is carried out by all the participants in the system in a collective manner\textsuperscript{173}: Indeed, each transaction taking place on the blockchain will be stored in a node only to be verified and approved by a network of computers, hereby granting it the nature of a distributed ledger technology\textsuperscript{174}.

There are different types of blockchains with differing functionalities: for instance, public or ‘permissionless’ blockchains allow anyone to interact with other parties on a pseudonymous or anonymous basis and all transactions are visible to all participants\textsuperscript{175}.

This peculiar feature of pseudonymity leads to the emergence of what some call ‘a shift from trusting people to trusting math’\textsuperscript{176}, in which individuals are invited to trust the ‘reliable’ and ‘universal’ mathematics and computation underlying the technology, as opposed to human parties which may be deemed less or ‘untrustworthy’ and who could be prone to error or political/commercial bias\textsuperscript{177}. In the blockchain paradigm, they do not need to trust (nor indeed know) other participants in the network to transact with them. This peculiarity extends to smart contracts. On the other hand, a private version of the blockchain database would only allow certain individuals to access the ledger and view the data/transaction\textsuperscript{178}. In the middle, permissioned blockchains allow structured access to the blockchain via designated permissions that would grant participants specific roles and access levels\textsuperscript{179}.
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Each type of blockchain therefore offers its own set of advantages and disadvantages which will be more or less suited depending on the type of transaction at hand: In a commercial transaction for instance, it is unlikely that parties would want the specifics of their dealings to be available for all to see on a public blockchain. Similarly, in the case of certain commercial transactions, parties could need to know (and trust) each other, in which case the use of the blockchain altogether may not be the most logical option. Depending on the personal needs and preferences of the parties therefore, the most suitable type of blockchain will differ.

While a more thorough discussion on the workings of the blockchain falls outside of the scope of this paper, it remains that the technology is one of the key trends in our digital economy\textsuperscript{180}, and essentially the driving force behind smart contracts, allowing the automated and immutable operation of the agreements\textsuperscript{181}, and granting them the numerous features that place them as an interesting commercial promise.

2. The Potential of Smart Contracts in Practice

2.1 The Industry Promise

Indeed, according to the World Economic Forum, smart contracts could enhance global payments, credit, the management of collaterals, the issuance of securities …\textsuperscript{182}. In light of the suitability for algorithmic contracts to facilitate payment-type transactions, it may be that this statement is realistic.

From a commercial perspective still, according to leading law firm Clifford Chance, smart contracts are approaching viability with early adopters getting a head start\textsuperscript{183}, motivating therefore an early experimentation with the technology so as to win out in longer term. As this remains to be seen in practice as the technology is still at its infancy, the firm nuances this statement by identifying that it would be best to first trial the technology in simple contexts, to then scale up\textsuperscript{184}. Linking this statement to the discussion held in Chapter 3, it may indeed be
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that due to the technical limitations of the concept and the difficulty of translating complex agreements into computer code, commercial players will have to experiment with the technology for simple transactions regardless. Arguably this could allow to develop an appropriate regulatory response in the meantime, able to minimise risks posed by the concept, and in turn enable to scale the practice onto more complex and ambitious endeavours in the future. From this perspective therefore, the place of smart contracts within future contracting practices is not to be ruled out.

From a more technical viewpoint, the future of smart contracts is the processing of information as a result of the oracle-contract connection. In light of the discussion held in Chapter 1 of this paper relating to the ever-greater availability of data, and the proportionally growing capabilities to store and manage it, it seems possible to envisage a future growth of the technology as a result. From this perspective therefore, smart contracts may indeed be the future.

While it is impossible to firmly assert that this prediction will become true at this stage, according to the World Economic Forum, 10% of global gross domestic product will be stored on the blockchain by 2027185: Considering that the blockchain is the foundation of smart contracts, it appears sensible to predict that should blockchain technologies sustain increased adoption in the commercial world, so could the automated contracting method they enable.

2.2 Applications of Smart Contracts

Already, smart contracts offer the promise of automating transactions, as leading industry players have already experimented with the technology, although for now smart contracts are most successfully implemented in financial settings. As discussed earlier, this is because financial agreements have the capacity to be conducted on a dynamic basis due to their conditional nature, and based on the fact that they rely on data: As such, payments could be automatically triggered by certain events, interest rates could be triggered to increase, a penalty clause could be activated, or a repayment period could be lengthened or shortened as the situation evolves186.

In commercial settings, the concept has also been linked to the automatic processing of payments for goods purchased on platforms such as E-Bay or Craiglist.\(^{187}\)

It also emerges that the combination of the technology with data-gathering devices such as the IoT discussed earlier could facilitate a number of daily transactions: Smart contracts have indeed the potential to be connected to physical properties to which they can give access autonomously and on a dynamic basis upon receipt of payment.\(^ {188}\) The automated rental or purchase of goods/services could therefore be suitable for automation, suggesting the potential of smart contracts to move beyond the limitations of algorithmic contracting and the confines of ‘simple’ transactions, to interconnect instead with other technologies (making use of a potential link between the oracle and IoT devices\(^{189}\)), and in turn automate exchanges that have a human/physical component to them as opposed to mere exchanges of payments...

It therefore seems possible to imagine a world where smart contracts, the blockchain and IoT devices form a dynamic ecosystem of technologies offering a myriad of opportunities that could drive the future of digital commerce\(^ {190}\), at the risk however of creating machines that could be difficult to control\(^ {191}\), linking to the unpredictable nature of algorithms discussed earlier: Should these algorithms be given the ability to connect with other technologies/objects and transact ‘on their own’, it may raise further non-negligible issues that would need addressing, not least the possibility for the contract to physically act in unforeseen ways. The questions regarding the role of the algorithm, its responsibility and the allocation of liability in the case of things ‘going wrong’ therefore only gains in relevance in the smart contract realm, especially in light of the promise of immutability of transactions which may result in irremediable losses or in the parties unable to stop or amend an otherwise ‘faulty’ smart contract.

While offering broadly the promise of great potential in practice, it is unclear for now whether these ideas will come to fruition or whether existing projects will sustain a wider adoption in the future\(^ {192}\), as the technology does not always take off as expected, despite ‘ticking all the boxes’ in terms of commercial/legal/technical viability and being prima facie a strong solution to identified commercial shortcomings:
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Indeed, as mentioned earlier in this paper, a great example of a smart contract in commercial operation was launched by insurance firm AXA: its smart-contract-based platform called Fizzy, would gather real-time flight information thanks to oracles that would constantly monitor such data, and would issue compensation or refunds automatically to customers who suffered flight delays or cancellations. While promising as a concept as it indeed launched in an area where the applicability of smart contract technology was high due to the ‘simple’ and arguably ‘automatable’ nature of insurance transactions, AXA cancelled this product shortly after due to lack of commercial demand.

In light of this, it is possible to question whether commercial entities and customers more broadly are truly ready for the smart contract technology to automate their transactions, and in turn whether the enthusiasm surrounding smart contracts is justified at this time. This issue is especially important considering the significant technical and legal hurdles that need to be overcome in order to make smart contracts a mainstream reality of transacting as will be discussed shortly. In which, case, is it worth it trying to overcome these hurdles to make smart contracts happen?

Moreover, while this paper focuses on the beneficial applications of algorithmic contracting technologies in commercial settings, it must also be considered that they could also be used for illegal or fraudulent purposes. Considering that algorithmic contracts lack the agency to draw the difference between legitimate and unlawful agreements and automate them regardless instead (with the added immutability granted by the blockchain), it is clear that these drawbacks will have to be accounted for by an appropriate regulatory regime at some point.

2.3 Contracting Advantages

Nevertheless, as their offering remains prima facie promising, smart contracts also offer a broad range of advantages which parties may wish to take advantage of:

The self-enforcing and self-executing nature of smart contracts could for instance suggest improvements in transactional productivity and efficiency as the transaction is fully automated and operates in real time as the data is collected.
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Many of the advantages of algorithmic contracts, namely speed, efficiency and the ability to automate a transaction through code also apply by extension to smart contracts. The streamlining of code drafting could therefore similarly allow parties to bypass the need to build, test, certify and deploy new code for every new transaction, leading therefore to potential lower costs and easier future development of the concept. It could also limit the risk of contracting via algorithmic means, as re-using ‘tried and tested’ code in such a way would indeed offer the promise of that the contract will not raise any unexpected issues (given the immutability of smart contracts, this could be desirable). Similarly, standard clauses could be assembled and reassembled in a modular fashion, leading to the possible creation of libraries of smart contract code that could be stored openly to all, and continuously improved by professionals in the area as discussed earlier in relation to the CommonAccord project.

While modular in this respect, smart contracts may also be deemed similarly so to the extent that parties retain discretion in choosing the level of automation, or the separation between agreed and coded terms in their agreement in the first place. Parties could indeed choose to automate only the execution of the contract or both the execution and the conclusion of the agreement, retaining therefore some discretion on their preferred smart contract experience.

Scholars in the field even argue that the entirety of the contract, including mechanisms such as dispute resolution, could in fact be embedded into the smart contract code and that this possibility to code self-protection mechanisms/remedies within the contract itself would render court intervention superfluous in the case where the performance of obligations does not go as planned. The argument made is therefore that smart contracts could be a substitute, rather than a complement to traditional contracting methods as arguably ‘plain’ algorithmic contracts are, strengthening therefore their promise as a unique and ‘advanced’ form of contracting. This promise would also evidence the greater level of discretion granted to parties as they oversee and control the entirety of their exchange.

3. Unique Challenges of Smart Contracts
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As the promise of smart contracts and their underlying blockchain technology have been laid out, the same unique features that render them interesting from both a scholarly and professional perspective are also ones which raise some challenges that have to be recognised and/or addressed.

3.1 Technical Challenges

3.1.1 Programming Challenges

Indeed, issues relating to the lack of flexibility enabled by computer code and the risks that it may operate ‘at face value’ and interpret terms in unexpected ways also apply. Smart contract programming (just like other forms of algorithmic contracting) also has to follow an unambiguous, structured, deterministic and objective computer-processable conditional logic while traditional contracts base their interpretation on more subjective criteria and analogous thinking that can be processed by the human brain²⁰³. This is not always desirable as while the language of smart contracts was deemed imperative, it was identified that the use of a declarative one was more suitable to reflect legal arrangements²⁰⁴ suggesting again the incompatibility between legal language and computer code.

In the case of smart contracts more specifically, additional challenges arise out of (1) the decentralised nature of the blockchain network and (2) the immutable and tamper-proof nature of smart contracts.

Indeed, in relation to the decentralised nature of the blockchain, it may be that quality and integrity standards may be breached if code is created by private actors and in a decentralised manner²⁰⁵. Considering that in contract drafting, the design of both the code, and any legal rules always reflect to some extent the politics of its creator²⁰⁶ (i.e. the programmer who could be more or less skilled), this issue may affect the programming of smart contracts, and resulting performance of the transaction which parties may have to be aware of.

In relation to this same decentralised and to some extent public nature of the blockchain, issues may arise as to the privacy and confidentiality of the information contained in the code: from a
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commercial perspective, it may not be desirable to have transaction information available to all participants on the blockchain network. While encryption of that data could render it more private, experts in the field have identified that this would not be a good solution as the smart contract would not be able to decide and act on that data. The commercial promise of smart contracts within the future of contracting appears therefore more nuanced.

Second, in relation to the immutable and tamper-proof nature of smart contracts, it emerges that while plain algorithmic or computable contracts enable the parties to retain some form of oversight over their agreement to the extent that they can amend or stop their contract, in the case of smart contracts which cannot be stopped or amended once initiated, the risks of malfunctions, bugs, or hacks that compromise the integrity of the mechanism become more problematic. It may also be that faulty smart contract will continue to operate until completion due to this feature.

Indeed, should the algorithm be poorly programmed, or bring its own interpretation to the agreement, it would also raise more issues than for ‘simple’ algorithmic contracts in which the situation could be remediated with relative ease. It therefore places a much higher burden on the parties to program everything ‘perfectly’ before the contract is initiated, as changes or amendments will not be possible later on during or after the performance of the agreement. For this reason, parties contracting through such means would have to be mindful that the process of setting up a smart-contracts may be both more complex and more costly than traditional contracts for instance. They would indeed have to endeavour to exercise utmost precision, requiring both time and skills so as to consider every contingency which must then be translated accurately into code. It would also not be humanly possible to foresee every possible turn or event, nor to translate all of them, limiting therefore the applicability of smart contracts to scenarios in which the possible results are both easily foreseeable and capable of being translated.

Moreover, considering that the smart contract relies on the data input of the oracle, parties would have to ensure that said oracle is trustworthy, and that the data-feed/communication
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channel is as seamless as possible, taking into account risks of alterations or time delays\textsuperscript{211}. Again, the contract would be operating on an immutable manner based on this data, raising the stakes in ensuring that this contract-oracle communication is both seamless and accurate.

In relation to this \textit{ex ante} focus therefore (i.e. \textit{before} the operation of the contract), smart contracts only make sense if the expected value of the contracts outweighs that of any \textit{ex post} (i.e. after) litigation costs\textsuperscript{212}, otherwise running the risk of expensive costs in the event things go wrong. For this reason, it is likely that the promise of smart contracts within the future of contracting will remain more limited.

3.1.2 From \textit{ex post} to \textit{ex ante} Paradigm

Looking at the immutability and tamper-proof nature of smart contracts and resulting promise of guaranteed enforcement in more detail, it emerges that it relies on the ability of the parties to set up their smart contracts with utmost accuracy and precision entirely \textit{ex ante}.

While challenging for both technical and commercial reasons as discussed earlier, it is more broadly evident of a shift in legal paradigm within the smart contract realm, as the focus moves from an \textit{ex post} to an \textit{ex ante} one\textsuperscript{213}:

Indeed, ensuring that everything is coded with utmost precision and dealing with the particulars of the agreement \textit{before} it unfolds with the knowledge that the transaction will not be amendable or reversible afterwards appears to make the primarily \textit{remedial} function of contract law redundant. From a practical perspective, \textit{ex post} legal recourse may indeed offer only limited relief, especially if losses are non-remediable.

Considering that there is an important function to legal rules which essentially tell courts how to decide a case or situation \textit{ex post}\textsuperscript{214}, the role of the law within the smart contract realm is questioned. For the purposes of this paper, this is an important consideration as it takes the stance that the law should not be dissociated from algorithmic contracts if they aim to represent the future of contracting.

As regards the operation of smart contracts, the burden of not only translating the contract into code, but also dealing with all matters, including that of dispute resolution…at the drafting
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stage must be therefore dealt with *completely ex ante*, in a way that seemingly goes against how the law is meant to operate. While the possibility of guaranteed performance of the contract are indeed strong promises allowed by smart contract, it appears that from a practical perspective, this immutability raises issues that may limit the applicability of smart contracts in complex scenarios. Indeed, taking the view that parties may not wish to be bound by contracts that may malfunction, with the knowledge that the law may be of limited assistance, smart contracts may remain within the confines of unambiguous and easy to foresee exchanges or payments.

Moreover, another aspect of legal rules is that they allow parties to deduce how to act *ex ante*\(^\text{215}\). In the case where parties do not expect to rely on legal enforcement, it may mean that their behaviours and approaches will also likely change, essentially moving away from ‘bargaining in the shadow of the law’. Indeed, the way smart contracts operate seems to go against the very foundation of legal rules and their purpose: smart contracts focus solely on the contractual obligation and seem to live outside of classic contract law remedies\(^\text{216}\), arguably voluntarily so. Instead, some scholars perceive the technology to be a form of self-help\(^\text{217}\), and therefore a solution meant to respond to legal shortcomings, although this view is considered simplistic to the extent that it prevents a deeper analysis into the applicability of contract law\(^\text{218}\).

Nevertheless, following this view, scholars expect it possible to integrate online dispute resolution clauses within the code\(^\text{219}\), in what would indeed signal a departure from contract law oversight. While arguably possible for the simple transactions in which they are currently explored, smart contracts cannot however be considered to be a consistent and reliable replacement for judicial contract adjudication\(^\text{220}\). It would indeed not be possible to foresee and code such clauses foreseeing all possible outcomes.

Moreover, although smart contracts are initially designed to operate outside of the scope of the law as discussed earlier as one of the main selling points of the blockchain, this could lead to parties voluntarily harnessing the technology for fraudulent or otherwise illegal purposes. In light of this departure from the reach of legal oversight, it may also be that commercial parties and other stakeholders to a contract would be unlikely to engage with the practice without the assurance that they are not sacrificing the safety granted by their legal rights.

\(^{215}\) Tjong Tjin Tai (n 214) 7  
\(^{216}\) Jakub J Szczerbowski, *Place of Smart Contracts in Civil Law: A Few Comments on Form and Interpretation* (2017) 335  
\(^{217}\) See generally Raskin (n 202)  
\(^{218}\) See generally Savelyev (n 203)  
\(^{219}\) See generally Koulu (n 201)  
\(^{220}\) Kevin Werbach and Nicholas Cornell, *Contracts Ex Machina* (2017) 353
Arguably, until the law, and the protection it offers are reconciled with the automated universe created by smart contracts, commercial players will remain cautious as regards the technology.

3.2 A New Type of Trust.

Another challenge raised by smart contracts is in relation to trust. Trust is another key aspect of contractual relationships: it is essential for economic exchanges and what fuels markets, especially considering that one can use trust to build reliance on a system, or use it as a form of enforcement. In the context of smart contracts, it appears that parties shift from trusting each other, or placing their trust on the legal system to oversee their transaction as would arguably be the case in ‘traditional’ contracting practices, to instead trust the underlying blockchain network. It is indeed often stated that transacting on the blockchain represents a 'shift from trusting people to trusting math'.

3.2.1 Trust in the Blockchain

Indeed, as the immutable and tamper-proof nature of smart contracts has been established to lead towards a new \textit{ex ante} focus, it also emerges that it raises another interesting discussion in relation to trust in the blockchain-driven smart contract paradigm. The underlying transactional security granted by the blockchain through its promise of tamper-proof and guaranteed performance gives parties greater transparency and increased confidence in the contracting process and is more importantly what enables them to fully trust the underlying blockchain network to perform the transaction without having to trust (or indeed know) one another.

As it appears therefore, the blockchain itself is a particular form of trust mechanism, in which human players put trust to deal with and manage risk. As the parties are bound by their promise and cannot go back on it, the risk of the counterparty defaulting due to non-
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compliance with the contract terms is eliminated. It may however be argued that this 'trustlessness' depends on how trustworthy the coder is in light of the need for perfect programming that reflects the parties in so much that it will be performed in a tamper-proof manner. As such, the trust may only have been shifted to a third party as opposed to 'removed' altogether.

3.2.2 Challenges of Pseudonymity

Nevertheless, this same shift in trust towards the underlying blockchain technology is also what enables the promise of pseudonymous or anonymous 'smart contracting'. In fact, it may be argued that the promise of a reduced need to trust human parties is a broader occurrence within the algorithmic contracting world to the extent that any code-based automation of agreements seems to derive from an ambition to reduce human intermediaries in the process as the computer is trusted to automate performance instead. In the algorithmic contracting realm (including smart contracts), the ambition to move away from 'human trust' is therefore made clear.

But while the commercial advantages of this streamlined and automated contracting processes have been made clear in the discussion held in this paper, it remains to be determined where features of pseudonymity and anonymity would in fact be desirable in commercial practices. Indeed, from a legal viewpoint, these features open up possibility for various issues, not least the possibility that a party may contract with a minor, with someone who would not otherwise have legal capacity to enter into binding agreements, or with someone who are pretending they are somebody else.

It would appear that some form of legal input to account for identity issues in the smart contract world is needed.

3.3 Departing from Legal Oversight?

3.3.1 The role of Law

---

228 Randall E. Duran and Paul Griffin, ‘Smart Contracts: Will Fintech be the Catalyst for the Next Global Financial Crisis?’ (2020) 104-122
229 Mik, ‘Blockchains’ (n 177) 164
230 Werbach and Cornell (n 220) 335
231 Mark Giancaspro, ‘Is a ‘Smart contract’ really a smart idea?’ (2017) 6-7
As evidenced to some extent that this shift in trust is not without raising some legal challenges, it is important to recognise that this move towards fully trusting the blockchain is in fact intended to move away from a trust in law, as smart contracts are indeed initially meant to bypass the law\textsuperscript{232}. The underlying assumption is that smart contracts could operate with the blockchain as their own legal systems\textsuperscript{233}, which has been identified as a selling point of the technology\textsuperscript{234}. Yet as discussed earlier, it remains to be determined in which settings this would be desirable as in commercial practice; this very lack of legal oversight may be problematic, and result in parties remaining ‘traditional’ in their contracting practices which grant them the safety of legal recourse. The lack of an appropriate legal framework to surround the technology and mitigate the risks it may pose could therefore only hinder its growth. From a more socio-legal perspective therefore, supporters of the promise of guaranteed performance through the ‘coercive power of code’\textsuperscript{235}, therefore seem to underplay the important role of the law to protect citizens and ensure their safety and security, arguably even more so on the blockchain\textsuperscript{236}. They also seem rely on both a minimalist view of the role of the state in the practice of contracting and on an arguably ‘too-strict’ division between public and private spheres\textsuperscript{237}, arguably placing the latter at a too high level that does not reflect how contracting is structured in reality, and how important the legal system is in the process. From this perspective therefore, smart contracts should not replace contract law, and will not\textsuperscript{238}.

3.3.2 Legal Challenges

The need for a legal presence appears furthermore warranted in the smart contract realm considering that they raise unique legal issues that need addressing should the concept aim to scale in the future. Indeed, their peculiar operating mode also raises numerous issues such as that relating to consent, and unfair application of penalties\textsuperscript{239}: in the case where a smart contract has
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automatically triggered penalties, and knowing that parties cannot go back on their promise, how should the law respond? And how should it respond if it causes a loss that is non-remediable?

Smart contracts could also allow to conclude contracts where no contracting would otherwise take place and could result in creating illegal markets\(^{240}\), which would also warrant a bespoke legal response.

Overall in light of all these legal considerations, it seems logical to prompt further regulatory discussions, as neither the blockchain nor smart contracts are surrounded by fitting and effective regulatory frameworks, nor even recognised consistently across the globe to begin with\(^{241}\). So long as those challenges are not addressed, smart contracts will arguably remain in a universe parallel to that of the legal system\(^{242}\), proposing an attractive contracting solution but remaining in a realm outside of legal oversight where risks remain unaddressed.

While the need for an appropriate legal framework has been established, it has been difficult to create rules in practice\(^{243}\) because more analysis is needed to understand smart contracts more fully\(^{244}\). A form of smart contract law update will have nonetheless to be considered as any discrepancies between law and informatics may result in unfair or otherwise unlawful smart contracts being enforced in the meantime\(^{245}\) and leave parties vulnerable to the risks they pose.

With such a view, it may indeed be that smart contracts have everything to gain from legal input\(^{246}\).

3.4 Challenging Social Contracting Practices

As the legal view on the case of smart contracts was explored, it is also relevant for the purposes of the discussion held in this paper to consider how they would fit within social and societal contracting preferences, furthering the view that algorithmic contracts do not operate in a vacuum and instead factor in various considerations\(^{247}\).
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As regards social factors, scholars in the field have pointed that many challenges raised by smart contracts stem less from the limits of law than they do from the differences between how the smart contract code is intended to operate and how the parties tend to transact in business settings. The underlying assumption behind this statement is that smart contracts are purely technical artefacts that operate on what appears to be a ‘thin’ concept of contracting that excludes the social context within which it operates. As such, the enthusiasm surrounding smart contracts is to be tempered with the more human side to business dealings to link with the relational theory of contracting discussed earlier.

While it may seem that the practice of contracting is all about the exchange itself (which is essentially the promise behind self-enforcing and self-executing smart contracts that reject trust in human parties or in the law), in reality contracting is a much more social process. Scholars have in fact drawn a difference between the real deal, i.e. the relationship between the parties, and the paper deal, which is the contractual representation of that relationship, to follow a framework similar to that proposed by Hugh Collins and discussed in Chapter 3 in relation to the three factors of contracting (i.e. the economic deal, the business relationship and the contract).

As discussed in Chapter 3 in relation to the often voluntarily open-ended and ambiguous nature of contracts which aim to safeguard long-term business relationships and allow parties to embrace opportunities as they arise, there is indeed an important social element to contracts. While it may be more nuanced in the case of commercial dealings, disregarding this social element would amount to keeping the technology within the confines of the transactions it is already able to automate, with limited scope for progress onto more complex endeavours.

The objective with smart contracts should they aim to take on a greater role in contracting, would be to reconcile their automated paper deal offering within a broader real deal.

More interestingly, while contracts are often intertemporal incorporating the possibility of future promises, this is not necessarily the case of smart contracts which instead operate in the ‘now’ (they indeed operate in real-time as data is fed to them). By failing to reflect an
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arguably important future-oriented view of contracting, it is evidenced how smart contracts depart furthermore from what is currently understood as contracting. Whether reconciling both is achievable remains to be determined, but makes for an interesting scholarly discussion linking this relational view with the full trust granted onto the underlying blockchain technology of smart contracts, and the ‘shift from trusting people to trusting math’.

4. Conclusion

Smart contracts are created in a technological universe that operates parallel to the legal realm. They are again a manifestation of the digital economy we live in and offer the promise of numerous advantages, granted by both their algorithmic foundation and the underlying blockchain technology on which they operate.

In addition to facilitating certain types of transactions, they also offer the possibility to connect with IoT devices and objects, enabling entirely new forms of automated machine-to-machine contracting altogether. From the perspective of innovation therefore, they offer indeed a compelling contracting solution.

Yet from a more practical viewpoint, they raise numerous commercial, technical and legal challenges that diminish the perception of the technology as a viable technocratic response to current contractual shortcomings. The risks they pose and their apparent departure from the oversight of contract law may be problematic to some parties, which justifies an important regulatory discussion to reconcile the concept with both legal doctrines, and what is currently understood as contracting. Until then, it is likely that the technology will remain primarily suitable for the automation of simple exchanges and transactions, offering nevertheless the promise of a progress towards a more technology-driven contracting experience in such settings.

---

254 Antonopoulos (n 176)
255 Savelyev (n 203) 16
CHAPTER 5

‘Self-Driving’ Contracts

As chapters 3 and 4 evidenced the potential of technology to facilitate contracting practices, moving towards some form of fully automated exchange, they also demonstrated that this move towards code-based contracting is not without raising challenges. Identified as one key barrier to the development of algorithmic contracts, the inherent limitations of computer code indeed limit their reach to the confines of straightforward and deterministic transactions, which can be translated accurately into code with the guarantee that it will run as planned.

While raising other unique challenges that could arguably be resolved by regulatory input, technological limitations of computer code seem to place breaks on the development of algorithmic contracts. The promise of incorporating machine intelligence onto the process could however allow to bypass these limitations of code, and raise its applicability to more complex scenarios.

Progressing to what would be the most ‘technologically-advanced’ form of algorithmic contracting, the promise of ‘self-driving’ contracts could indeed be one that would grant true ‘intelligent’ capabilities to the algorithm, and position algorithmic contracting as a practice that could truly re-define what it means to contract.

While recognising that the concept remains in the realm of academic speculation at present, this chapter nonetheless considers that it could solve existing limitations of algorithmic contracts. As such, a discussion focusing on the concept behind self-driving contracts as set out by scholars Anthony Casey and Anthony Niblett in their paper of the same name will be undertaken.

Beginning with an introduction on artificial intelligence and its current applications in law, this chapter will go on to define and discuss the concept of self-driving contracts, following a similar approach to that adopted in chapters 3 and 4, which evaluates the promise of the technology against the various challenges it may raise.

It will then discuss how the machine-driven solution proposed by algorithmic contracts could address limitations of existing forms of algorithmic contracts and possibly allow the concept of code-based contracting to scale and develop in the future.
1. **An Introduction to AI**

Before going on to discuss the concept of self-driving contracts, this first part of the chapter will define and position its underlying foundation of artificial intelligence. This will allow both to appreciate the nature of the solution proposed by Casey and Niblett, and account for any specific risks it may pose.

### 1.1 The Imitation Game

Pioneer in the field of computer science, Alan Turing considered in his 1950 paper ‘Computing Machinery and Intelligence’, whether computers could think, or more accurately, whether digital computers ‘could do well in the imitation game’\(^{256}\). This game, more commonly referred to today as the Turing test, aimed to assess a machine’s ability to ‘exhibit intelligent behaviour’ by answering a series of questions. The objective was to assess the extent to which the machine’s performance would become indistinguishable to that of a human taking part in the experiment\(^{257}\): If an evaluator was unable to differentiate the machine from the human in the game, the former passed the test\(^{258}\).

At that time, whether computers could succeed was very much subject to debate, but Turing was hopeful that at some point, machines could compete with humans in intellectual fields\(^{259}\). In his paper, he even predicted that in fifty years’ time, computers could play the imitation game so well that an evaluator would in 70% of cases, not be able to make the difference between a human or machine player within the first 5 minutes\(^{260}\). Over fifty years later, this has become true to the extent that technology is now capable of assisting in ways not envisaged at the time, and it can now match human intelligence, surpassing it even in certain settings.

Indeed, artificial intelligence (AI), which has first been coined as ‘the science or engineering of making intelligent computer programs’ by Stanford scholar John McCarthy\(^{261}\), is one such technology, which is now able to perform tasks that would otherwise require human intelligence.
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such as visual perception, speech recognition or language translation\textsuperscript{262}, but also, and most interestingly, decision making\textsuperscript{263}.

While AI technologies are also said to be able to reason and use common sense, for now they are still far from achieving human level aptitudes\textsuperscript{264}. They can nonetheless succeed in generating ‘human-like’ intelligent results\textsuperscript{265} that may be learned and used as part of later inputs\textsuperscript{266} in a process more commonly known as machine learning, as part of which previous experiences or data are used to improve machine performance\textsuperscript{267}. In fact, the technology has gone on to surpass human abilities: In 1997 for instance, an AI program (IBM Deep Blue) became the first computer to become world chess champion\textsuperscript{268} after beating then title-holder Garry Kasparov\textsuperscript{269}. In 2011, another one (IBM Watson) won the famous game ‘\textit{Jeopardy!’} by beating two game champions\textsuperscript{270}. And in 2015, one called AlphaGo, developed by Google DeepMind won the very complicated game Alpha by absorbing expert human technique to then use it to win against a professional player, in what was a major achievement in AI development at the time\textsuperscript{271}. The promise of machine replicating (and even surpassing) human intelligence envisaged by Turing has therefore indeed become true.

While a more thorough discussion on the history of AI falls outside of the scope of this paper, it is important to position the capabilities of AI envisaged in the self-driving contract realm. Indeed, for the purposes of this discussion in relation to self-driving contracts in which AI undertakes the contract drafting, this ability to ‘imitate’ human intelligence is an important one. In fact, the concept of AI itself is about trying to make machines \textit{mimic} human intelligence and behaviour\textsuperscript{272}. Technology professionals have indeed drawn the distinction between weak and strong AI, as the former mimics human intelligence while the latter is as capable as humans.
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are. Arguably for many applications, including self-driving contracts, weak AI that mimics human thinking may be enough.

Then entire promise of self-driving contracts indeed lies in the extent to which they are able to (1) replicate the way human parties would have drafted contract terms so as to achieve the set objective, yet (2) do so in a way that would nonetheless exceed human capabilities through a greater processing of environmental data and factors that would ‘optimise’ the process, as will be discussed in more detail later in this chapter. This concept would therefore entail ensuring that AI is capable of both analysing large amounts of data, but more interestingly harness this analysis to replicate human-like legal drafting. While it may be argued that this ability of AI to mimic and exceed human intelligence has been seen in the past, its ability to perform legal work remains to be determined.

1.2 AI in Law

Indeed, AI in law for now takes primarily the form of predictive analytics though which predictions as to case outcomes are made. As discussed in Chapter 1, this practice was somewhat successful to the extent that predictions were to a high percentage accurate. Yet this use of AI to make legal predictions is subject to strong controversy due to the non-negligible ethical concerns of bias it may raise.

Indeed, in the case of *State v Loomis*, a US case, the use of an algorithm to assess crime recidivism exacerbated race-based biases, and shone light on the ethical challenges arising out of using forms of machine intelligence. Similarly, at the time of writing, the UN has just issued a statement calling for a limit to the use of AI for various violations of human rights. The promise of AI in law therefore appears much more nuanced at this stage, and prompts to question the extent to which we wish to trust and delegate legal work to non-humans in the first place.

Nevertheless, following from the other technology-driven applications in the legal sphere, the use of AI has been deemed the ‘next frontier in law’ and arguably the logical next step in

---

273 See generally John R Searle, ‘Minds, Brains and Programs’ (1980)
274 See generally Katz and others (n 41); Aletras and others (n 42)
275 *State v Loomis* 2016 WI 68
the digitalisation of the profession. It may be that for less ‘controversial’ or lower-stake applications of the technology than predicting case outcomes, this promise could be more realistic. Moreover, considering that one of the key barriers to AI development has been identified as the lack of access to data278, and that it was established that larger amounts of data were created with matching storage and processing capabilities, future growth of the technology could indeed be envisaged. In fact, according to an industry report, 70% of companies will use some form of artificial intelligence in their operations by 2030, as the technology is expected to deliver $13 Trillion of additional global economic activity overall279. It may therefore indeed be foreseeable to see the technology extend into contracting practices too. The promise of self-driving contracts may therefore be a timely one.

Moreover, a lot of legal work has indeed been identified to require some form of prediction such as likelihood of winning a case, negotiating a settlement…280. The ‘strategic’ planning required to assess a situation and evaluate how to respond indeed suggest the ‘suitable’ nature of law to accommodate a solution to automate said predictions. Again, suggesting that self-driving contracts would be a lower-stake application of the predictive capabilities of AI, it may be that the success of predictive analytics could lie in ‘predicting’ the right course of actions to achieve a set contractual objective, and which would then be translated into actionable contract terms281.

2. Self-Driving Contracts

2.1 Definition

Looking at the concept in more detail, self-driving contracts, as envisaged and defined by scholars Anthony Casey and Anthony Niblett in their paper of the same name, refers to contracts in which parties agree to broad objectives leaving the contract essentially ‘empty’, and let it
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write its own terms, acting as a ‘gap-filler’²⁸². Scholar Lauren Scholz indeed recognised in her own analysis of algorithmic contracts that they could indeed take on a ‘gap-filler’ function in the contracting process²⁸³.

In the self-driving contract realm, the AI would predict and decide on the appropriate course of action to take in order to achieve the desired outcomes, based on real-time contingencies and turns of events²⁸⁴, as information (relating to both the parties’ intentions, behaviours and states of the world) is gathered after the parties have agreed to contract²⁸⁵. In filling the gaps of incomplete contracts in light of the environment and the goals of the parties, the algorithm would act in the way a mediator or a court would²⁸⁶ replicating therefore a key legal function, as will be more extensively discussed later in this chapter.

In a self-driving contract setting therefore, the parties would decide and commit to a broad ex ante objective without knowing the exact ex post consequences of that decision at the time of signing²⁸⁷ instead letting the AI interpret their standards and let automated analytics fill in specifics in real time to achieve their designated outcome²⁸⁸. Moving towards self-driving contracts would therefore entail an impressive trust in machine intelligence as it is allowed to fill in the terms of the agreement as it ‘deems appropriate’²⁸⁹, and update its directives as the situation evolves²⁹⁰. It may therefore be argued that self-driving contracts would create an entirely new ex durante contracting paradigm as the contract adapts in real-time as the situation unfolds. The underlying structure of self-driving contracts would also move beyond the ‘simple’ conditional ‘if X happens then Y happens’ logic found in the current contracting/algorithmic contracting paradigm to a more advanced ‘if X happens then Y is the optimal scenario’ logic.

By bypassing human limitations as no human party can realistically foresee and transcribe every possible scenario²⁹¹, self-driving contracts (should they indeed come to be) would represent a truly interesting advance in the field of contracting, creating a bridge the between contracts as currently known and what would be perfect and complete contracts by economic standards. Indeed, a perfect economic contract would be complete in that it anticipates all future state
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contingencies with an outcome provided for each\textsuperscript{292}. While there is an argument that all contracts are by nature incomplete to the extent that it is unrealistic to expect human parties to foresee all possible outcomes, this promise appears for the first time feasible using machine intelligence. Interestingly, self-driving contracts would also be highly incomplete as they would have to be written at a very high level and essentially full of gaps at the moment of signing, only to be filled afterwards and in real-time by the algorithm\textsuperscript{293}. This would likely prompt some form of legal discussion as to the recognition of such incomplete contracts.

2.2 Applications of Self-Driving Contracts

As the broad lines of the underlying concept behind self-driving contracts have been drawn, it emerges that while it is still hypothetical at this stage, early forms of a similar technology are beginning to emerge in the form of micro-directives and self-pricing agreements\textsuperscript{294}. Indeed, self-pricing contracts for instance, such as that found in the auto-insurance sector are an early form of the concept in which the pricing of the insurance contracts adapts terms autonomously based on various factors such as driver speed, distance, driving patterns…\textsuperscript{295}. Looking into the future of the practice of law, this predictive foundation of self-driving contracts could be used in ‘contractual micro directives’ which Casey and Niblett define as automated directives that automatically update and optimise for their situation as it evolves\textsuperscript{296}. The expectation is that using this same predictive feature of AI could lead to creating laws that would ultimately be able to respond to every possible scenario in a very precise and tailored manner\textsuperscript{297}. While a full analysis of this proposition would warrant its own research paper, these possible applications of machine intelligence in law suggest that the promise of the predictive capabilities of algorithms to translate general ex ante objectives into specific ex post actions could lie in applications other than forecasting court outcomes. For the purposes of this paper, self-driving contracts could indeed offer a unique proposition in the field of contracting.
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2.3 Towards a Legal Intelligence of AI?

As the possibility of extending predictive abilities of AI to contract drafting has been set out, it remains to be determined the extent to which machine-intelligence can replicate human intelligence in translating said predictions as to the best course of action into actionable contract terms.

Indeed, to elaborate on the process of drafting a contract term, this paper takes the stance that it requires (1) the ability to ‘understand’ the objective of the parties, and (2) the capacity to translate this understanding into clear and unambiguous actionable contract terms.

In relation to (1), the objective appears to relate to the technology’s cognitive ability to enter into contracts, compare utilities and ownership of the assets, and essentially mimic human-like behaviours in its understanding of the contractual objectives. The technology should therefore demonstrate sufficient autonomy and mutuality in contracting, and be able to interact, and adapt as the contract unfolds. These are aptitudes that can arguably be achieved by the technology as it processes large amounts of information to predict how to achieve an objective, much like it analyses large amounts of information to predict case outcomes. It however also suggests that the technology is also limited to the extent that if a situation is not similar or reminiscent to any previous data, the AI will not be able to make predictions. Should self-driving contracts indeed develop therefore, they would be limited to the confines of a scenario in which data is indeed available to be fed to the underlying algorithm.

As regards contract drafting more specifically (2), which entails both a creation and revision of documents and may sometimes entail the use of specific ‘legalese’ language to express contractual clauses, it remains to be determined how well terms will be expressed by the AI, as the idea behind self-driving contracts is indeed still at concept stages. It may be for now that this drafting of terms will be inherently limited to the confines of ‘easy-to-express’ terms.

Nevertheless, linking this problematic to John Searle’s ‘Chinese Room’ experiment in which he supposed that a computer was able to pass the Turing Test, convincing a human Chinese speaker that it was itself capable of speaking Chinese while it was in fact taking Chinese characters as input and following computer instructions, it may be that mimicking the

---

299 ibid 343
300 Jamison Wilcox, ‘Teaching Legal Drafting Effectively and Efficiently’ (2007) 3
301 See generally Searle (n 273)
drafting of contract terms in a similar manner will be enough for the parties to benefit from the AI intelligence. Considering that some scholars argue that training an AI engine is similar to training a new lawyer to do its job (through exposures to numerous and various examples for it to develop a sufficient understanding of the practice of the law\textsuperscript{302}), it may be that ‘teaching’ contract drafting more specifically to an AI engine is a possible endeavour that could suggest that the technology could scale in the future. While interesting from a scholarly perspective in discussing the challenges that lie at the intersection of technology and law, from a legal viewpoint, it remains to be determined whether technologies can be tasked with conducting legal work in the first place, as not all jurisdictions allow non-lawyers to do so. It also raises the question as to whether it is desirable to do so at all: Is the promise of a fully-bespoke and ‘complete’ contract by economic standards worth the inherent risks and opacity of employing algorithms?

2.4 The Promise of Self-Driving Contracts

2.4.1 Unique advantages of the concept

In order to get a better and more balanced understanding of the promise of self-driving contracts, this part of the chapter will explore the advantages they offer. In relation to their ‘predictive’ capabilities which are based on the data that is fed to the AI, it may be that firms which create large amounts of data can envision a high promise for self-driving contracts. Moreover, the ability to consider all contingencies could also reduce both the thinking (linked to coming up with and negotiating clauses) and writing (actually drafting) costs of drafting the contract, offering therefore the promise of reduced costs overall as well\textsuperscript{303}.

From this cost perspective still, self-driving contracts could also guide the parties towards actions that are cost-justified\textsuperscript{304} and optimal, arguably much like the underlying Uber algorithm that calculates the fastest itinerary for lowest price, justifying therefore an ‘optimisation’ purpose of self-driving contracts. This unique approach to contracting may lead to some form of manufacturing-like ‘just-in-time’\textsuperscript{305} contracting, in which terms are drafted to express
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exactly what the parties wish to achieve, reducing the need for any variation clauses, and with a view to maximizing contract efficiency. From such a view, the potential of self-driving contracts would indeed be compelling. For the same reason, self-driving contracts would also reduce the likelihood of breach and the need to renegotiate clauses as a result of having *every* possible state of events considered in the automated drafting of the agreement. Instead, parties could have the confidence to be guided towards the most effective and appropriate way to conduct their operations with no need for amendments or renegotiations.

For this reason, self-driving contracts could also offer the promise of reflecting the dynamic nature of the acquisition of knowledge over time, as they would be able to adapt continuously to the environment, in a way that plain algorithmic or smart contracts are not able to. From the view of the more ‘relational’ theory of contract which sees the practice as an open-ended, flexible way to further business ends accounting for the possibility of changing environmental factors and their possibly changing intentions, it indeed appears that self-driving contracts are more aligned with the social aspect of the architecture of contracting.

Moreover, self-driving contracts creators advance the argument that this contracting method could acknowledge power asymmetries, instead putting the parties on equal footing, delegating the drafting of key terms to the agreement itself.

In addition to being more aligned with a more flexible vision of contracting and proposing a party-neutral contract drafting experience, it also emerges that self-driving contracts could offer a technocratic response to some of the challenges raised by other forms of algorithmic contracts. The use of self-driving contracts could for instance enable parties to translate ambiguous terms/legal terms of art into actionable terms that reflect what those terms of art mean within the specific setting in which the contract operates: It could for instance breakdown terms such as ‘reasonable efforts’ or ‘reasonable price’ into situation-specific and appropriate steps. These steps could then be more easily amenable to code. As such, it could be said that self-driving contracts could indeed allow to enter a new frontier in contract drafting, proposing an interesting solution on their own, but also seemingly when combined with other forms of algorithmic contracts as well.

2.5 Challenges of Self-Driving Contracts
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As the broad promise of self-driving contracts has been set out, it remains to be nuanced with the various challenges it raises.

2.5.1 Trust in AI

Indeed, one important consideration in the self-driving contract realm is one of trust, given that users would be prompted to trust the contractual recommendations made by the AI in the process.

In the context of technological developments, it has been identified that people tend to rush towards implementing technology-based solutions without necessarily understanding them, solely based on the promise of more efficiency, lower costs, greater reach to customers… 310. But people working regularly with technologies or in technological fields usually know enough about technological failures to exercise caution and scepticism in their regards 311. These non-negligible technical issues also evidence another wider problem in the technology sphere, referring to what is called automation bias in which users are encouraged to follow ‘blindly’ technological recommendations instead of critically assessing information 312. This indeed seems to be the underlying promise offered by self-driving contracts which prompt users to trust and act on the directives they propose.

While not likely to raise significant legal issues to the extent that parties retain some form of oversight over their contractual endeavours (unlike in the self-enforcing and immutable smart contract paradigm for instance), this unique operating mode calls again for some legal consideration as to the role of the technology in the contracting process, and for the responsibility it undertakes in directing the parties in achieving their objectives. AI decision-making can indeed be very opaque, in which case legal input accounting for said responsibility seems warranted, together with a framework on addressing the situation where parties have been wronged by following AI-made propositions.

2.5.2 A New Architecture for Self-Driving Contracts

310 Patricia L. Hardré, ‘When, How and Why Do We Trust Technology Too Much’ in Sharon Y Tettegah and Dorothy L Espelage (eds), Emotions, Technologies and Behaviours (Elsevier 2016) 85
311 ibid
312 See generally Linda Skitka and others, ‘Does automation bias decision-making?’ (1999)
Moreover, as self-driving contracts rely on the promise of machine intelligence, it may be (just like other forms of algorithmic contracts) that regards should be placed on any technology-related considerations they may warrant.

Indeed, Casey and Niblett identified in their paper that self-driving contracts would create a new market for third party independent vendors or programmers who would provide self-driving contract solutions to parties\textsuperscript{313}. Self-driving contracts could therefore entail a further change in contracting dynamics as currently known, moving away from the programmer-driven contract translation into code towards the emergence new specialised business providers specialising setting up self-driving contract solutions\textsuperscript{314}. As a result of this shift in ‘contract creation’, the role of the law could also be poised to evolve, so as to support, oversee and more importantly regulate these new algorithmic contract markets\textsuperscript{315}.

From a technical perspective, it also emerges that AI is vulnerable to the extent that it relies on data accuracy. As a result, poorly programmed or calibrated algorithms, or ones containing errors could lead to a need for renegotiation despite the technology offering the promise of bypassing renegotiation processes\textsuperscript{316}. Similarly, the technology is also susceptible to cybersecurity attacks and breaches\textsuperscript{317}, meaning that extending existing legal provisions on matters of data management would be purposeful, while extending legal protection to account for the possibility that parties may have their agreement hacked or poorly programmed could promote the technology as ‘safe’ for use. Again, the objective would be to extend the reach of the law on the matter and ensure it is fit-for-purpose.

3. **Conclusion: The Future of Contracting or Much Ado About Nothing?**

As this paper explored various forms of algorithmic contracts, with various features, capabilities and levels of automation, having regards to both the advantages they bring and the challenges they pose, their position within the ‘future of contracting’ appears clearer. Indeed, while limited in scope due to technical and legal limitations that seem to position ‘traditional’ contracting practices as ‘safer’ alternatives for complex contractual endeavours, the promise of automation of the agreement, streamlining of contract drafting, or connectivity
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with other technologies, to summarise the advantages of algorithmic contracts in broad terms, make for a compelling commercial proposition nonetheless. In light of the digital economy we find ourselves in and which sees technologies develop and be used to facilitate processes, it may indeed be that algorithmic contracts could represent the future of contracting.

Should this prediction indeed become true, it could suggest that lawyers would have to adopt a symbiotic relationship with technology and eventually becoming ‘digital lawyers’\(^{318}\). They may indeed be brought to work with programmers to ensure the seamless translation of the contract into code for instance\(^ {319}\). In addition to assisting with contract design, lawyers could also assist in reconciling algorithmic contracts with the law, or work towards achieving some form of international harmonisation regarding a universal recognition of the concept\(^ {320}\). Some form of re-skilling, as opposed to fully de-skilling lawyers could therefore be envisaged.

In *Tomorrow’s Lawyers*, new legal roles such as that of legal technologists were envisaged to bridge this gap between law and technology\(^ {321}\). As such, it could be possible to similarly envisage the creation of roles such as ‘contract technologists’ bringing code and law together for instance. Similarly, legal data scientists as described by Susskind and who combine machine learning and predictive technologies with law\(^ {322}\) could work on making AI-enabled self-driving contracts a reality.

Adopting an even more ‘futurist’ view, it would be interesting to explore whether these algorithmic contracting methods could be combined to form ‘truly intelligent’ contracts.

Indeed, using this algorithmic foundation, AI and predictive analytics could automate contract *drafting*, enabling the translation of *every* possible contingency and even ambiguous terms.

While the ‘smart’ nature of smart contracts could allow to automate the *transaction* itself and in real time thanks to oracles while providing the security and immutability of the blockchain. While this does remain in the realm of a contractual techno-utopia, it is interesting to imagine how the future of contracting could take shape, as indeed scholars seem to have already done so extensively in the relevant literature on the subject. While these ‘truly intelligent’ contracts are not a reality yet, and recognising that they may very well never be, the discussion held throughout this dissertation so far nevertheless built an interesting case for the future of algorithmic contracts.
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While it has been acknowledged that algorithmic contracts make an interesting proposition, it must also be recognised that some of these features which are positioned as unique advantages could lead to undesirable consequences: AI can distort the way it is meant to operate, standardizing legal work can be detrimental to customers, and automating legal work may result in downplaying the role of law.323

In addition to the various challenges raised throughout Part II, should algorithmic contracts indeed aim to represent the future of contracting, the law would have to intervene and account for and mitigate any risks they may pose while re-affirming its oversight on the practice. As such, Part III of this paper will now undertake a thorough discussion on the regulation of algorithmic contracts, and explore how adequate regulatory input could enable the concept to indeed scale in the future.
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Part III
Regulating Innovation
CHAPTER 6

Regulating Innovation

While the proposition made by algorithmic contracts was deemed intriguing, it follows that as visionary and promising a concept may seem, it must not be outright accepted at face value without regards to reason and rationality. Indeed, as Part II recognised the great features of algorithmic contracts, and acknowledged their great promise of a fully digitalised future of contracting, it also identified numerous challenges that hinder their reach and development for now. While resolving technical limitations and reconciling algorithmic contracting concepts with contracting practices, if ever possible, falls outside of the scope of this paper, providing regulatory solutions to address the legal challenges they raise appears a more feasible undertaking. As such, this final part of the paper will have regards to regulatory matters.

Chapter 6 will begin with a broad discussion on the challenges of regulating innovation and new technologies, considering factors such as timing, scope and purpose of regulation and more importantly whether the identified suitable regulatory approach for algorithmic contracts is realistic and feasible to implement. Chapter 7 will then undertake a more targeted analysis on the regulation of algorithmic contracts, providing possible solutions to challenges identified throughout the paper.

1. Regulating Innovation

1.1 What is Regulation

Regulation has been defined as the focused and sustained attempt to alter the behaviour of others, with the intention of achieving a specific outcome. Its main purpose is to reduce social harm while improving social welfare. Given the various challenges and risks posed by algorithmic contracts which remain to some extent unaddressed, yet in light of the potential they offer to facilitate contracting practices, the objective of regulation in their regards is made clear.
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Regulation can take numerous forms, as it can be achieved through the use of legal rules, standards, or even via a technocratic approach through which technology mandates compliance with certain behaviours as will be discussed in more detail in this chapter. Broader in scope than a law-based approach which is both stricter and narrower, regulation is capable of encapsulating soft law mechanisms and adopts a more distributed approach to oversight.\textsuperscript{326}

1.2 The Purpose of Regulating Innovation

While it may appear trite to justify the purpose of this regulatory exercise, it remains important to identify the specific objectives that must be achieved, so as to ensure any regulations align with them. Indeed, in broad terms, the goals of policy makers are to maximise the benefits of innovation while minimising any negative effects.\textsuperscript{327} It also emerges that policies can either encourage or stifle innovation.\textsuperscript{328} The objective of regulators as regards innovations, and more specifically in relation to algorithmic contracts is therefore twofold: They should (1) regulate any risks that arise out of novel practices, and (2) do so in a way that will promote rather than stifle innovation.

1.2.1 Minimising Risk

As discussed extensively throughout this paper, technologies are having a great impact on industries, commerce, and more widely society, which welcomes the benefits they offer. They also facilitate new forms of conduct which seem to question the applicability of existing laws and regulations, especially when they cannot be easily classified within existing concepts.\textsuperscript{330} As algorithmic contracts indeed enable new kinds of behaviours (such as fully automated contracting, machine-driven contract drafting…), and most importantly pose novel risks, the need for regulatory input accounting for those appears warranted.

Taking the stance that the trust in technology, arguably a central feature in the algorithmic contract paradigm, does not outweigh the trust in law, the discussion held in this final part of
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the paper appears purposeful in positioning algorithmic contracts as the future of contracting: Without some form of legal or regulatory input to account for the novel challenges and risks algorithmic contracts raise, it may indeed be that algorithmic contracts will not progress onto more ambitious endeavours, placing breaks on their promise as a result. Scholar Kevin Werbach in fact accurately pointed that innovators have most to lose by delaying government involvement in the development of a technology. As such, the discussion held in this final part of the paper will attempt to provide solutions to legal challenges identified throughout, with a view to resolving the regulatory gap that does not account for the novel features of algorithmic contracts.

1.2.2 Promoting Innovation

As the first, yet important objective of regulation has been set out, it also emerges that regulating innovation more specifically entails another objective, which is to promote rather than stifle innovation. Legal certainty is indeed key to encourage commerce and has a direct impact on whether a technology or concept is welcomed or rejected by the public. As discussed earlier in this paper, it may be that parties will indeed not want to experiment with algorithmic contracting technologies if it means that they will depart from the protection they enjoy under legal oversight. Extending regulations could therefore lead to parties being more likely to experiment with the technologies. Moreover, an innovation-friendly regulatory framework may also allow to further encourage innovation: it may result in catalysing the development of more technologies and further prepare legal systems to the possible development of other disruptive concepts in the future. Setting up appropriate regulatory regime could therefore foster innovation, and in turn possibly enable algorithmic contract progress, yet within the reach of legal oversight.
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From a commercial perspective, this ambition to promote innovation links to the idea that that the first system to regulate new technologies effectively will win out in future innovations\textsuperscript{337}. There is therefore an important economic rationale that sees the regulatory objective not just in relation to regulating current technologies and promoting them as ‘safe’, but also to showcase that future ones will also benefit from the same treatment.

Indeed, considering that just as technology is shaping the world as we know it, forces such as changes in law, client expectations, and regulations will also impact the course of AI and technology implementation\textsuperscript{338}, it follows that the regulatory response, in whichever form it takes, will indeed have to be future-oriented and able to continuously adapt, and apt to promote a future technological development. The demands placed on regulators are therefore complex.

In the context of the discussion held in this paper, and considering that algorithmic contracting practices could continue to develop in the future, it places high stakes on providing the right regulatory framework so as to surround a potential development of the concept, but also with a view to positioning English Law and the UK more generally as regulatory leaders in the area.

2. Challenges of Regulating Innovation

As the broad objectives of regulation have been set out, this part of the chapter will move on to outlining the specific challenges of regulating innovation, which call for specific approaches to be taken. Discussing these approaches, will allow to determine the most appropriate regulatory course of actions to surround the development of algorithmic contracts, which will then be translated into actionable propositions in the next and final chapter.

2.1 The Challenge of Regulatory Connection

As discussed in Chapter 1, technologies now emerge seemingly with evermore capabilities, and take on a key role within the architecture of our digital economy, in part thanks to the ever-increasing amounts of data, and matching storage and processing capabilities to accommodate this growth.
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As these technologies enable new behaviours, they depart from the applicability of existing laws and regulations which were fit for a past technological landscape, as very accurately pointed by scholar Roger Brownsword as he outlines the Challenge of Regulatory Connection339. According to him, this technological progress leads to a mismatch between laws and regulations that were appropriate to tackle a past technological ecosystem, but which now require some form of continuous ‘reconnection’ with technological developments340. This challenge applies to both new technologies which bring their own capabilities and challenges, but also to existing ones, which have developed and progressed beyond the regulatory regime they were initially under341.

This problematic appears indeed timely and relevant in our digital economy as both new technologies and emerging business models challenge existing legal frameworks which they do not fit into342, and which must as a result be ‘re-connected’. More relevantly, this challenge would be relevant in the case of algorithmic contracts too: any regulation tackling issues arising out of the use of ‘plain’ algorithmic contracts would be ineffective in addressing the novel challenges raised by more ‘advanced’ smart or self-driving contracts.

While arguably a challenging undertaking, the law has already successfully shown that it is able to adapt to technological progress. To take Francis Sayre’s example for instance, the rise of ‘high-powered automobiles’ in the earlier part of the 20th century was extremely disruptive at the time and required the creation of new forms of traffic regulations343. Similarly, when computers took greater ‘responsibility’ in business functions a few decades later, lawyers and lawmakers were unsure as to how this responsibility would be accounted for344, yet today, despite what is arguably very fast progress in the sphere with the prominence of the internet in everything we do today, computers are now successfully included in day-to-day work arguably without raising issues that are incapable of being resolved by regulatory or legal recourse.

More generally, changes in medical technologies, communication advances… have all called for legal change over time345, and the law has been able to respond appropriately, whether by fitting new principles within existing frameworks, or by creating new ones. In terms of ‘regulatory connection’ therefore, the law has shown that it is indeed able to ‘connect’ to new categories of conduct enabled by new technologies.
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From a contract-specific view, Lord Wilberforce accurately pointed that courts confronted with novels forms of transport, automation, business practices have managed to enforce so far principles of offer acceptance consideration. It may therefore be argued that such an exercise could (and arguably already is) replicated in the case of algorithmic contracts.

In light of this challenge nevertheless, any rules deployed or extended must be flexible so as to adapt to the change and progress enabled by our digital economy, and essentially be future-proofed so as to account for a possible future development of the concept too. To follow the view of Lord Hodge, it appears law adapting will indeed remain an important topic, even as technology advances, and even in the algorithmic contract realm.

2.2 The Pacing Problem

As the challenge of regulatory connection had regards to the nature of technological progress, offering the promise that continuously updating regulatory frameworks and re-connecting them with novel features of technologies would allow to better surround technological development, it emerges that in practice, this undertaking is more challenging, as existing laws and regulations appear to struggle to keep up with the pace at which technologies develop.

This problematic was very well evidenced by Larry Downes, as he referred to the ‘Pacing Problem’ in his 2009 book *The Laws of Disruption*, illustrating the fact that while technologies progress exponentially, economic, social, and most importantly perhaps, legal systems, only progress in an incremental manner that does not match the speed of technological development.

While the speed at which technological progress and adoption that will be experienced in the algorithmic contracting realm remain to be determined, considering that much of the discussion held in this paper is futurist and speculative in approach, discussing this pacing problem remains nonetheless relevant. Indeed, should the concept indeed go on to scale, this objective of aligning regulations with the novel behaviours enabled by algorithmic contracts would have to be

---


347 See generally UKJT (n 67)


349 See generally Gary E Marchant and others, *The Growing Gap between Emerging Technologies and Legal-Ethical Oversight* (Springer 2011)

achieved consistently and in a timely manner so as to avoid any regulatory gaps that would leave risks unaddressed. As such, the suitable regulatory approach would have to be flexible and continuously-reviewed and re-connected so as to account for a possible fast development of the concept.

2.3 The Collingridge Dilemma

As the challenge of regulatory connection and pacing problem had regards to the type of regulatory attempt best able to respond to the speed and nature of technological progress, it emerges that the timing at which this regulation is proposed is indeed important in achieving a regulatory objective that both promotes innovation while mitigating any risks it may pose. The Collingridge Dilemma indeed accurately expresses this timing challenge, recognising that early regulation is rendered difficult due to a lack of information surrounding the innovation yet later regulatory input, once enough information is available, is rendered more difficult to integrate due to the technologies having become too entrenched to be affected by said regulations351:

2.3.1 The Information Problem

Indeed, looking at this regulatory paradox in more detail, it indeed emerges that in the early stages of technological development, regulating new developments is difficult because not enough is known about the technologies, their potential applications but also their potential harmful social consequences. When regulating innovation, especially in light of the pace of current technological developments, one should indeed be wary of rushing/hasting towards introducing new legal rules directly as a response to new developments and instead carefully consider any resulting issues that would affect both business and consumers352. A rushed regulatory response could indeed result in creating more challenges than solving them353. A wait-and-see approach may therefore be warranted on certain occasions, and would mean that the creation of appropriate regulations will be delayed until enough information is available, once people have experimented with the technology.
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This approach recognises also that potentially negative effects could appear at a later time, linking to Clayton Christiansen’s theory of ‘disruptive innovation’ raised in his book *The Innovator’s Dilemma*, as he informs business leaders that innovations tend to have *fluid* futures to the extent that it is difficult to predict from the outset the disruption they will cause once they mature.\(^354\)

Yet, as discussed earlier in this paper, this very lack of legal and regulatory certainty may prevent experimentation with technologies in the first place, and especially in the commercial sphere, due to parties being potentially risk-averse in their practices. This lack of experimentation with technology that would otherwise result in enough information available to craft an appropriate regulatory response, could therefore prevent regulation, if a wait-and-see approach is indeed adopted.

Evidencing the paradoxical nature of regulating innovation, this may in turn lead to the creation of an ‘in-between’ scenario in which technologies emerge but are neither regulated nor exploited to their full potential. It may also lead these new technologies to be applied in undesirable settings due to a lack of regulatory reform, or pose unmanaged risks, which may fuel further uncertainty and caution in their regards, preventing furthermore experimentation with them in commercial settings.

In the Collingridge Dilemma, this paradox of technology information has been identified as the *‘information problem’* and should arguably be avoided in the algorithmic contracting realm otherwise running the risk of placing a break on the development concept, should it be deemed too risky or uncertain for commercial application, and associated with a negative public perception. Some form of proactive regulation appears therefore called for.

2.3.2 The Power Problem

As it has been established that early regulation, while desirable to mitigate risks and address challenges from the outset, is not necessarily feasible if information is not available to fuel it, it also emerges that waiting to gather more information is not necessarily a better alternative. Indeed, the second verse of Collingridge Dilemma evidences that once enough information is eventually gathered about a technology that could allow regulators to draft appropriate rules, that control has become too difficult or expensive to implement as technologies have become

---

too entrenched and established to change, resulting therefore in what is called the ‘power problem’\(^\text{355}\).

This paradox therefore evidences the fact that, while more difficult to achieve, regulating technologies in their early development stage while they are still ‘malleable’ may allow to shape them and minimise the risks they pose much more easily than if a regulatory attempt is made at later stages. Suggesting some form of hare and tortoise relationship between regulation and innovation that is evidential of the difficulty of regulating it, this problematic nevertheless supports the idea that regulators should act *promptly*, otherwise running the risk that the desired regulation of new technologies will only become more difficult to implement over time.

In the case of algorithmic contracts, it therefore follows that the suitable regulatory attempt should be *flexible* and *future-forward* as discussed earlier, yet also *proactive* in approach so as to regulate the concept while still in its early stages. This would arguably be now.

Indeed, it may be argued that we do have enough information about algorithmic contracts already in light of the extensive scholarly interest they have generated and considering the early commercial examples that have emerged. Seemingly past the ‘information problem’ yet still at relatively early stages in the technological development of the concept, now indeed appears to be the right time to propose regulatory solutions\(^\text{356}\).

### 2.4 Regulating Disruptive Innovation

As it has been established that early regulation would be most appropriate and more importantly feasible in light of the amounts of information available today in relation to algorithmic contracts, it emerges from a practical viewpoint that the rapidity of coming up with an appropriate legal response will vary depending on the pace at which technological developments progress: if changes are slow and incremental for instance, the law has shown that it will aim to balance certainty and flexibility\(^\text{357}\). Slower technological progress would therefore grant regulators sufficient time to apprehend the technology and the risks it may pose, and craft an appropriate regulatory response, assessing and addressing the potential risks of technologies as they emerge.
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Similarly, when these changes are slow and incremental, it means that any form of regulatory input could be valid for ‘longer’ than if technologies develop both rapidly and radically, reducing the need for continuously re-connecting the law with innovation.

Finally, such a slow yet regulated approach to innovation would enable various parties to keep on experimenting with innovation, with the knowledge that they are doing so within the reach of the law, and allowing more information to allow regulators to tailor their regulatory attempt. By many accounts therefore, this slow yet regulated approach to regulation would create a ‘sandbox’ with arguably optimal conditions for safe technology development.

Where technological changes are sudden or extreme however, the legal position will be much more uncertain, as considerations of re-connection emerge yet without the desired amount of information to actually perform that re-connection as per the problematic raised by Collingridge Dilemma. In such an instance therefore, the early regulation praised as the best option to promote and shape technological development will be less practical to implement.

As regards algorithmic contracts, it may be argued that we are still at the early stages of their development. They are indeed experimented with in limited ‘simple’ settings, and while their promise is indeed encouraging, many of the great applications they enable remain at concept stage at present. There is nonetheless ‘enough’ information in their regards, that could enable to propose an appropriate regulatory framework. Yet recognising that such an early regulation may be feasible, it is equally important to recognise that the concept may progress fast and in unexpected ways, in which case this early regulation could require updating.

Indeed, while the pace at which they will progress in the future is not known at present, it may be argued that algorithmic contracts are a form of disruptive innovation that would warrant flexibility on the part of regulators, aware of the possibility that the concept may develop fast or in unexpected ways in the future. It may indeed be said that the disruptive nature of algorithmic contracts (to take a broad definition of the term) may be reflected in the new contracting behaviours they enable and which have an impact on both parties whose contracting practices are being re-defined and on the law which may have to adapt as a result.

More interestingly following the definition of a disruptive innovation given by Clayton Christiansen, it follows that a disruptive innovation is not one that disrupts current standards or
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traditional ways of operating following the definition we seem to assign to the word. Instead, it is one that initially underperforms alternatives yet ends up performing better in a different setting than initially envisaged, opening up new markets even, and winning over users who initially disregarded the product/technology. Following this definition, disruption would therefore be a process, beginning at a small scale to then become mainstream in new ways, and often recognised too late, as both market leaders and customers have been identified as slow to recognise the potential of a disruptive innovation in its early days.

While a more thorough analysis on disruptive innovation falls outside of the scope of this paper, it is arguably the case that algorithmic contracts are a form of disruptive innovation following this definition. Indeed, smart contracts for instance were first imagined in the 1990s, yet it is only with the advent of the blockchain technology that the concept truly took off, in different ways than initially envisaged: the combination of smart contracts and IoTs automating daily transactions could not have been foreseen by Nick Szabo in his paper due to the fact that the technologies did not exist back then. Yet today this combination is arguably the one that holds most potential for smart contracts to develop.

It may therefore be argued that as a disruptive form of innovation, algorithmic contracts are more challenging to regulate as they could continue to develop in similarly unexpected ways. While very predictive, this statement would be relevant for regulators who should acknowledge this possibility, and adopt a flexible and adjustable approach to regulating them.

2.5 Towards ‘Permissionless’ Innovation?

As discussed earlier, the regulatory exercise to be achieved should both mitigate risks while promoting innovation.

In achieving this arguably paradoxical objective, some have called for a ‘permissionless innovation’ approach whereby people are encouraged to experiment freely with technology and innovation without asking for prior approval. This approach would in theory bring technology closer to ‘people with ideas’ in a process that would increase the speed of invention.

---
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of new solutions\textsuperscript{364}, taking a very enthusiastic approach to innovation that raises technological progress as the one and only goal. Yet such a permissive approach, and more broadly an under-regulation of technologies, are undesirable to the extent that disregarding the potential negative effects of innovation could allow unwanted applications of technologies to develop unregulated, creating arguably unacceptable levels of risk on society. This regulatory uncertainty could also result in deterring innovation in the first place as legal uncertainty could disincentivise people from experimenting with new tools in the first place as discussed in earlier chapters. Conversely, too restrictive rules could also impede on the development of new technologies to the extent that they would either prevent experimentation with technologies in the first place or limit it to a too great extent that it could become ‘useless’. This scenario is equally undesirable. Moreover, while ensuring some form of clarity and compliance, strict rules would also likely have to change and be updated because of fast-paced technological advances, linking to the ‘challenge of regulatory connection’ and possibly disruptive nature of innovation discussed earlier that could require these ‘strict’ regulations to be updated. Arguably, this is not a sustainable approach to face the challenges raised in our digital economy. It therefore places difficult and contradictory demands on regulators and lawmakers who should not over, nor under-regulate new technologies, and succeed in achieving a subtle equilibrium between maintaining regulatory certainty yet without being too cautious so as not to stifle innovation. Arguably this calls again for some form of flexibility in the regulatory approach that would be both effective and continuously relevant as technologies develop so as to avoid ‘reinventing the wheel’ anytime a new technology emerges or progresses\textsuperscript{365}. The regulatory exercise at hand is therefore essentially a difficult balancing act.

3. **Regulating Algorithmic Contracts**

3.1 Available Regulatory Approaches

As it has been established that the appropriate regulatory response would have to be proactive, flexible and able to adapt yet certain enough to provide a clear enough framework, this part of the chapter will outline the various regulatory approaches that could be used, following the
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work of scholar Roger Brownsword on the matter, as he identifies three regulatory mindsets that could drive a regulatory exercise\(^\text{366}\).

The first one is a \textit{coherentist} mindset, in which regulators aim to fit novel concepts into existing legal doctrines with arguably little regards as to whether these laws are fit for purposes. While functional similarities between algorithmic and ‘traditional’ contracts could justify the use of the notion of functional equivalence (i.e. the view that new products that are different yet functionally equivalent to previous ones and which would see the extension of existing doctrines), the operational difference of algorithmic contracts discussed earlier renders this proposition inappropriate. In the context of innovation therefore and with the objectives identified earlier of both mitigating risks appropriately and fostering innovation, this mindset appears ill-suited.

The second one is a \textit{regulatory-instrumentalist} view, in which the objective is to actually ensure that regulations are fit for purpose as opposed to forcing new concepts into existing categories. It is therefore about undertaking a benefit/risk analysis of the technology to then propose a balanced and appropriate framework\(^\text{367}\). As regards algorithmic contracts which offer new capabilities and enable new kinds of behaviours as discussed throughout this paper, this approach may be more suited and could lead to the creation of new, appropriate laws, or see existing ones be extended to fit a potentially re-defined contracting landscape. As such, this approach will be followed in the next chapter as solutions are proposed to address identified challenges.

Finally, the last mindset identified by Brownsword is a \textit{technocratic} one which also follows a regulatory-instrumentalist approach but recognises the potential of technology to be a regulatory tool in its own right. In such a scenario, ‘technocratic’ solutions are used to drive or prohibit certain behaviours: scholars have imagined cars that would not start until passengers have put their seatbelts on, in what would be a great example of a technocratic regulatory mechanism\(^\text{368}\). In such a scenario, the use of new technologies, rather than being deemed a challenge to regulate, could in fact facilitate that regulation.

In the context of the present discussion on algorithmic contracts, it may be said that they are already a technocratic response to existing challenges in ‘traditional’ contracting practices:
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Smart contracts have been for instance identified as technocratic solutions to the extent that they can be seen as a form of self-help that guarantees performance of the agreement as a result of the tamper-proof and immutable nature of the blockchain\(^\text{369}\).

It may therefore be argued that features of code and technology could be used to aid in the regulation of algorithmic contracts, in what would arguably be a timely outlook on regulation. Indeed, this approach that recognises the potential of technology to aid in regulatory efforts, was identified as a second wave of disruption within the sphere of regulation:

The first wave questioned the adequacy of existing regulations, prompting some form of regulatory update, while the second acknowledges the potential of technology to act as a regulatory tool, in what would be an important disruption to traditional legal approaches\(^\text{370}\). Technology is indeed increasingly used as a mechanism to enforce rules, arguably sometimes with greater effectiveness than law\(^\text{371}\). As we seem to be entering a new phase in which we are increasingly reliant on code to enforce but also draft and elaborate rules\(^\text{372}\), following the view that code is a regulatory tool in its own right\(^\text{373}\) and that some scholars argue that the governance of the behaviours of people is shifting from contract to code\(^\text{374}\), it may be argued that a technocratic approach to regulation would indeed be both appropriate and timely. Considering that the objective is to respond to innovation in ways that will be both reasonable and rational\(^\text{375}\), technocratic solutions will also be proposed in the next chapter.

3.2 Various Forces that Impact Regulation

Finally, as it has been established that the appropriate regulatory output could take shape in various ways and indeed incorporate various mechanisms to achieve its purpose, it also emerges that various forces are to be considered in this regulatory exercise, as they all shape the development of the technology, with the law being only one of those forces.

Indeed, in the regulation of the internet and in the cyberlaw sphere for instance, scholar Lawrence Lessig identified that four relevant forces (the law, the market, the social norms and

\(^{369}\) See generally Raskin (n 202)
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\(^{374}\) ibid. He points that on the internet, actions of users are very often determined by code, regardless of what the legal position is, as indeed the law can only have a limited role in such a setting.
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the underlying architecture of the internet network) would play a role\textsuperscript{376}. Similarly, drawing on this theory of regulation scholars Aaron Wright and Primavera De Filippi consider that regulation of smart contracts/the blockchain more specifically takes place through a combination of law, social norms, market intervention and code\textsuperscript{377}. To take another variation of this theory of regulation, scholar Mimi Zou in her own analysis of smart contracts considered that regulation of the concept was driven through a combination of relationships, the economic deal, the law and the code\textsuperscript{378}. Finally, scholar Kevin Werbach referred to the ‘architecture of trust’, or the relationship between blockchain, law, regulation and governance\textsuperscript{379} to be drivers of a blockchain regulation more broadly.

It therefore emerges that a polycentric view of regulation accounting for the various factors that make up the architecture of algorithmic contracts is called for. While a more detailed analysis of these framework falls outside of the scope of this paper, these approaches highlight the fact that focusing on the technology or innovation solely in regulatory attempts would fail to recognise the important relationship between law, regulation, technology and society\textsuperscript{380}.

This view justifies the cross-disciplinary discussion held in this paper as it included commercial, legal, technical and social considerations in its analysis of algorithmic contracts. The regulatory approach proposed, in whichever form it may take will therefore have to account for the socio-economic landscape within which algorithmic contracts operate, and for the demands and preferences of various stakeholders (i.e. users, customers, programmers, regulators…) that take part in the practice. As such, these considerations will be extended to the more focused regulatory discussion held in Chapter 7.

4. Conclusion

This chapter laid out the broad challenges of regulating innovation, and the various approaches that could allow to bypass these challenges, and achieve the desired objectives of mitigating novel risks, while fostering innovation. As such, the ‘right’ regulatory framework for the regulation of algorithmic contracts would be proactive, flexible, future-forward and able to adapt continuously, recognising the possibly disruptive nature of the solution they propose.

\textsuperscript{376} See generally Lessig (n 247)
\textsuperscript{377} Wright and De Filippi (n 133)
\textsuperscript{378} See generally Mimi Zou, ‘Code and Other Laws of the Blockchain’ (2020)
\textsuperscript{379} See generally Kevin Werbach, The Blockchain and the New Architecture of Trust (MIT Press 2018)
\textsuperscript{380} Bennet Moses, ‘How to Think about Law, Regulation and Technology’ (n 326) 2
Looking at the ways in which this regulatory exercise could take shape, it was established that a mix of a regulatory-instrumentalist approach, ensuring that new or existing laws are fit for purpose, with a technocratic one recognising the regulatory powers of code would be suitable. Finally, this chapter recognised that algorithmic contracts do not operate in a vacuum, in which case commercial, legal, technical and social considerations raised throughout this paper would have to be borne in mind as the regulation of algorithmic contracts is undertaken.

Whether it is realistic or practicable to achieve such a complex regulatory exercise remains to be determined. And while this paper takes the stance that this would be most appropriate in enabling algorithmic contracts to develop, it may be that in real-life, other factors facilitate or on the other hand hinder this development, furthering the view that law/regulation is only one of the many factors that make up the architecture of algorithmic contracts.

Nevertheless, considering that the impact of these factors is difficult to predict at present, and that such an analysis would fall outside of the scope of this paper, the next and final chapter will focus on the regulatory response, and make propositions to address some of the challenges identified earlier.
CHAPTER 7

Regulating Algorithmic Contracts

Chapter 6 laid out the broad challenges linked to regulating innovation, suggesting broad attributes that could enable the regulatory response to achieve its purpose of minimising the risks posed by algorithmic contracts, without stifling innovation. Indeed, as per the challenge of regulatory connection that sees laws needing to be constantly ‘reconnected’ to new technologies\textsuperscript{381}, it was established that the appropriate regulatory response would have to be flexible and able to adapt ongoingly especially as algorithmic contracts were deemed a disruptive innovation.

As per the pacing problem, which highlighted the speed at which technologies develop and challenge regulations which struggle to keep up\textsuperscript{382}, a similarly flexible regulatory approach was called for, considering that the pace of algorithmic contract development remains undetermined.

Moreover, the Collingridge Dilemma highlighted a paradoxal problematic that sees it more difficult to regulate innovations early due to a lack of information while later regulatory input is rendered challenging as innovations have become too entrenched to influence\textsuperscript{383}. In light of the information already available about algorithmic contracts, a proactive approach to regulating them from the outset was deemed realistic.

As these factors highlighted the difficult balancing exercise placed on regulators who should not under nor over-regulate innovation, this paper took the stance that a blend of a regulatory instrumentalist approach, ensuring that the law was fit for purpose, and a technocratic one recognizing computer code as a regulatory modality in its own right would be most appropriate. In achieving this objective, it was also established that regards should be had to the various factors (commercial, legal, technical and social) that make up the architecture of algorithmic contracts, as the promise of algorithmic contracts is not to be dissociated from the broader landscape within which they operate.

\textsuperscript{381} See generally Brownsword, \textit{Rights, Regulation and the Technological Revolution} (n 339)
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As the broad lines of the regulation of algorithmic contracts have been drawn, this final chapter will now undertake a more focused discussion as to how this response should take shape. It will begin by summarizing key legal challenges raised throughout the paper, justifying why they would warrant regulatory input in particular.

It will then move on to proposing various solutions, drawing on approaches found in various jurisdictions and which could be insightful in resolving algorithmic contract challenges, following the regulatory-instrumentalist approach discussed earlier, and based on the idea that algorithmic contracts could represent a universal solution to contracting (code is indeed an international language). As such, it could appear appropriate to draw from international perspectives in ‘crafting’ the appropriate regulatory response.

In proceeding with this analysis, this chapter will also identify where new laws may be required and establish where a technocratic response may in fact be more suitable.

This chapter will then conclude with a broad discussion on the regulation of algorithmic contracts, establishing whether the solutions proposed mitigate reservations raised by the concept, and in turn perhaps enable it to scale to represent the ‘future of contracting’.

1. **Regulating Algorithmic Contracts**

1.1 Regulatory Focus

While it has been established that algorithmic contracts may be broadly *functionally equivalent* to contracts as we know them, as they essentially serve the same function of formalising exchanges between parties, from an *operational* view, their *modus operandi* may depart from what is currently known as contracting.

Indeed, while offering the promise of an ‘improved’ contracting experience from a commercial viewpoint, as discussed in relation to advantages of contract automation, streamlining of contract drafting, connectivity with data-gathering technologies… it emerges that contract law principles do not apply equally across the spectrum of new behaviours enabled by algorithmic contracts. While some of these novel behaviours fall within the reach of contract law doctrines, others depart from them to the extent that appropriate regulatory approaches need to be crafted or adapted, as will be more extensively discussed over the course of this chapter.

It is arguably in this departure from legal oversight that lies the regulatory challenge, as this gap between *novel* contracting behaviours and *existing* legal principles may result in risks and
challenges remaining unaddressed. Adopting a focused regulatory approach that targets these novel behaviours specifically could therefore ease the burden on regulators who would prioritise resolving the specific challenge these issues raise.

Considering that the value of the law comes from whether it is effective or not in achieving its purported objectives, addressing these specific challenges could allow to (1) mitigate the risks they pose and (2) enable innovation to develop by surrounding it with a suitable framework from the outset, to follow the view held in Chapter 6 in relation to the purpose of regulating algorithmic contracts.

From a practical viewpoint, achieving these objectives could also lead to attaining a desirable level of legal certainty that could enable these forms of contacting to expand in more settings, enabling the promise of algorithmic contracts to become more ‘viable’ in practice, as the more complex, uncertain or ‘unsafe’ an algorithmic contract solution is, the less appeal it has. Moreover, proposing approaches that could become standardised and harmonised internationally could reduce any form of ‘jurisdiction arbitrage’ and render digital activities more predictable overall. While this paper does not endeavour to form the basis of internationally-approved regulatory input, it does recognise that its approach in addressing the novel challenges raised by algorithmic contracts is a purposeful one that could allow the concept to scale. As such, the discussion held in this final chapter is pertinent in discussing how to make algorithmic contracts the future of contracting.

1.2 Reconciliation with Contract Law

As the broad justifications behind a focused regulatory approach have been set, it is further justified by a broad view that sees algorithmic contracts capable of being considered ‘contracts’ to follow the legal definition of the term. Indeed, in the case of ‘plain’ algorithmic contracts for instance, doctrines of offer, consideration, acceptance, and intention to be bound would apply ‘as usual’ to the extent that apart from the expression of some terms in code, the contractual relationship itself, remains ‘unchanged’. In the smart contract realm, these same rules on offer and acceptance would similarly apply, especially considering that they apply in an objective manner that can be evidenced by the simple act of committing the contract to the blockchain:
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one party posting it would represent the offer while the other signing or performing it would represent acceptance\textsuperscript{387}. The digital exchange taking place on the blockchain could be similarly capable of evidencing consideration, while it would have to be determined on a case by case basis considering that some smart contracts while being exchanges, do not always amount to exchanging consideration\textsuperscript{388}. Overall it was deemed that using smart contracts as mere tools does not challenge contract law principles of formation including offer acceptance consideration intention to create legal relations\textsuperscript{389}, allowing to consider them smart legal contracts\textsuperscript{390}.

In the case of self-driving contracts, the prerogative would arguably be the same, as while machine intelligence offers the promise of reinventing contract drafting, the actual contractual relationship and pre-contractual considerations would remain unchanged: parties would still agree to a contractual objective, agree to contract via algorithmic means... while their performance of those terms could constitute acceptance. In fact, considering that the intention to create legal relations is objectively presumed in common law, it may be argued that, by choosing to contract using algorithmic methods, parties are expressing their intentions to be bound\textsuperscript{391}.

While arguably ‘simplicistic’ in approach, this analysis could suggest that, in broad terms, algorithmic contracts could indeed be forms of contracting capable of satisfying the criteria of an enforceable contract under English law in the instances where the criteria of a contract have been met. This could in turn justify undertaking a regulatory exercise to bridge the gap between what could essentially be novel forms of contracts, with established contract law principles. This perspective would follow the stance adopted in the Legal Statement on Cryptoassets and Smart Contracts as it recognised smart contracts to be capable of satisfying the criteria of an enforceable contract in certain instances\textsuperscript{392}. A similar view could therefore be realistically extended to other forms of the concept.

In light of a possible reconciliation between algorithmic contracts and contract law, it is therefore justified to focus the regulatory discussion solely on the behaviours that depart from existing

\textsuperscript{387} Durovic and Janssen (n 168) 67
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\textsuperscript{389} ibid 79. If they are agents, this promise is more nuanced as they are also concluding the contract and not just executing it.
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doctrines so as to bridge the gap between both. Whether it is actually possible to bridge this gap in practice remains however to be determined, as much of the focus of contract law is on the ‘human side’ of contractual dealings, while it has been established that algorithmic contracts are more focused on the exchange itself. The inherent departure from human input and oversight in the process could therefore challenge the applicability of important legal doctrines, suggesting the limits of the reach of the law in some instances. Where the law would be unable to apply, a technocratic solution may however be proposed, suggesting how a symbiotic relationship between the regulatory-instrumentalist and technocratic views may indeed be the way forward in regulating algorithmic contracts.

2. **Key Legal Challenges**

As the broad objectives of regulating innovation have been laid out, this part of the chapter will proceed onto summarizing key challenges that were raised throughout the paper, explain why these in particular would warrant regulatory input, and in turn propose how this input could take shape. Recognising the limitations of this dissertation, many of the solutions proposed would warrant a more detailed analysis and research. Nevertheless, for the purposes on this discussion on the future of contracting, they offer insightful perspective as to a possible reconciliation between algorithmic contracts and contract law, and how the ‘clash of paradigms’ discussed by Harvey (which sees post-digital paradigms challenging the applicability of pre-digital legal doctrines), could be mitigated.

2.1 The Use of Code

The first key challenge that was identified in this paper was in relation to the use of computer code in the contracting process. While it is indeed the underlying feature of algorithmic contracts, using code has been identified to raise numerous issues ranging from a lack of understandability by the parties, to the presence of mistakes or bugs, or even to code being interpreted *by itself*, in unexpected ways.

2.1.1 Code as a Contract Language

---
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This first part of this analysis on the use of code in contracting takes the stance that computer code is simply another form of language. In addition to being understandable by humans to some extent, it is more interestingly understood by computers, allowing to derive the numerous ‘algorithmic’ features discussed in this paper.

Following the argument that freedom of contract implies that parties should be able to contract in whichever language they choose, including code\textsuperscript{394}, it follows that the use of computer code in contracting is not problematic in and of itself, and is instead simply the form through which parties have wished to express the terms of their agreement.

Scholars Harry Surden and Lauren Scholz in their respective analysis of algorithmic contracting, similarly pointed that contract law doctrines already allow for some form of flexibility in the form of expression of the agreements, to the extent that there are no restrictions as to the types of formulations that are allowed\textsuperscript{395}. By extension therefore, there is nothing precluding the use of code as a contracting language.

As per the recognition of smart contracts as capable of being enforceable contracts (even though they incorporate a foundation of computer code), and in light of the use of code to automate many financial transactions already, it follows that the problematic lies more in the interpretation of those code-based terms than in determining whether contracts incorporating code are enforceable in the first place.

\subsection{Understandability Issues}

Indeed, as the use of code is not problematic in itself from a legal perspective, it remains that it is not a language that is universally understood. This use of code could mean that parties are not able to read coded terms, nor ascertain \textit{themselves} that these terms accurately reflect their intentions. It does raise questions as to whether courts would enforce contracts which parties are not able to understand, although it may be argued that even natural language contracts today are so complex that they are similarly incomprehensible to the average person.

Nevertheless, while a seemingly novel issue deriving from the integration of computer code into the contracting process, this dissertation takes the stance that this problematic is fact not new, and could instead be analogous to bilingual contracts or those incorporating clauses in foreign languages, and which may similarly be unintelligible to some parties. Adopting this
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perspective could indeed be the most appropriate way to account for the ‘language barrier’ posed by algorithmic contracts, and retain ‘human’ understanding as a primary goal.

As such, similar solutions to those proposed to bilingual contracts could be extended to algorithmic ones, while new ‘technocratic’ propositions, using the technological foundation of algorithmic contracts could be envisaged to bridge the gap between a coded contracts and human parties’ understanding of it.

2.1.2.1 Technocratic Ways to Reconcile Code and Natural Language

As regards ‘technocratic’ solutions, it may for instance be proposed to reconcile both languages in a way that would ensure that the contract is understandable by all:

The first of solution was in fact proposed by Ian Grigg’s in 1996 in the form of the Ricardian Contract which aimed to be readable by both humans and computers396.

More recently, many scholars in the field of algorithmic contracting have similarly proposed to link coded clauses with their natural language equivalent to remove ambiguity and render court enforcement easier, to take the example of Arianne Garside and Natasha Blycha’s Smart Legal Contract model397. In such a scenario, parties could agree that natural language clauses (arguably easier to comprehend) could take primacy should contractual interpretation become challenging so as to reduce ambiguity furthermore398.

Similarly, scholar Philip Paech envisaged to combine ‘smart’ and ‘dumb’ contracts, leaving some immutable terms on the blockchain while some off it399. While more concerned about the immutability of terms deriving from the blockchain, a similar demarcation between coded and natural language terms determining which benefit from algorithmic features and which do not, and a link between both could be envisaged across the algorithmic contract paradigm so as to remove issues of ambiguity.

More generally, smart (and algorithmic contracts more broadly) can be imagined to operate on a spectrum ranging from fully based on natural language to fully operating thanks to code400.
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In addition to combining natural language and coded terms, parties therefore retain some form of discretion as to the extent to which they wish to be rely on computer code, possibly limiting the issues of understandability to a scope they feel comfortable with. Legal input as opposed to a more technology-driven approach reconciling code and natural language is therefore not warranted at this stage which can see the emergence of ‘bimodal’ contracts (i.e. contracts mixing code and natural language)\(^ {401}\) to address any understandability issues, and offer parties the guarantee that in the case of interpretation challenges, a natural language version of the agreement would prevail.

In the instance where the use of a bimodal contract is not desired, the use of some form of certification by a skilled programmer (in the form of sworn affidavits such as those required in various US jurisdictions in relation to bilingual contracts\(^ {402}\)) could similarly allow parties to ascertain that the code-based translated terms match the intentions they initially set.

2.1.2.2 Resolving ‘Understandability’ Disputes

Should disputes arise between what has been coded and what the parties initially intended however, it would appear that legal update is warranted as regards court interpretation considering that it is usually based on objectively assessing parties’ intentions based on what a reasonable person with the background knowledge would have understood the language of the contract to mean\(^ {403}\). It could however be assumed that a reasonable person (and even the parties themselves and the courts) may not understand what the language of the contract means in code due to the specific programming skills required to comprehend it.

Additionally, if pre-contractual considerations (including the setting of intentions) are to be excluded following Lord Hoffman’s approach, it may be even more difficult to reconcile said parties’ initial intentions with what has been translated into code when attempting to interpret the meaning of the agreement. Considering that the agreement itself can depart from what has been encoded in it, it may require courts to reconsider this approach and instead consider pre-contractual setting of intentions of the parties as a key component of algorithmic contract
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interpretation. In the case where parties diverge in explaining their initial intentions however, contractual interpretation would remain more challenging to undertake. Parties retaining some proof of their initial intentions would therefore be purposeful, linking to the need for a ‘bimodal’ approach to algorithmic contracting, able to bridge the gap in understanding posed by the use of computer code. In evidencing said intentions, parties may therefore have to offer a natural language version of their agreement so as to resolve any disputes, evidencing again the bimodal nature of the solution that would have to be proposed. While indeed possible to foresee such a proposition, it does go against the promise of algorithmic contracts which are initially meant to delegate many aspects of the contracts to machines. As such human oversight in the contractual relationship remains needed.

2.1.3 Code Containing Mistakes

As issues of contract interpretation can be addressed primarily via a technocratic response, it could nevertheless be argued that legal doctrines could be extended to resolve disputes should the code contains mistakes or not reflect what the parties initially intended. Indeed, to account for the possibility of errors or negligence, programmers could for instance be held to certain standards of duty of care in relation to quality and safety standards or in relation to the integrity of the code, ensuring that liability for code containing errors would fall on them. This tort of negligence could therefore apply ‘as usual’. Should mis-programming be intentional, the applicability of existing doctrines of misrepresentation or fraud could similarly apply. Some level of protection is therefore arguably already afforded to parties to an algorithmic contract, against suggesting the extent to which contract law is adept at responding to novel challenges. From a ‘language’ perspective, bearing in mind that code is not understandable by all, insights from previous instances of language barriers in contracting and the applicability of what are otherwise very narrow and specific legal doctrines (drawing from various jurisdictions) could interestingly gain in relevance in specific algorithmic contract settings, and offer relief to parties in the instances where the contract did not reflect what they initially intended, and/or where one of the parties attempted to take advantage of the other’s lack of code understanding.

---
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The doctrine of unconscionability could for instance apply if one parties takes advantage of the others’ known lack of programming skills and understanding to hide and impose unfair terms in the contract. In the US case of *Frostifresh v Reynoso* for instance, a contract negotiated orally in Spanish but containing unfair terms in English and incomprehensible by the parties, was deemed to be unconscionable by the courts

Conversely, in the UK this particular issue was also subject to legal enquiry in the case of *Portman Building Society v. Dusangh and others* where an Indian national was deemed to have sufficient understanding of the contract by the Court of Appeal due to sufficient verbal expressions, despite a poor understanding of the English language in which the contract was drafted

As it appears, the US-style interpretation on the matter was broader and would arguably be better apt at providing relief in an algorithmic contract setting so as to reduce the possibility of parties taking advantage of others’ lack of computer savviness.

While the applicability of this doctrine could be done on a case-by-case basis, this paper takes the stance that a wider US-like adoption of the doctrine could offer protection to parties, assuming that algorithmic contracts would progress to become a common alternative to ‘traditional forms of contracts’ in the future, used by individual parties.

More realistically in remediating mistakes in code, it appears again that technology-based responses offer suitable solutions to account and more importantly mitigate the possibility of errors in code, evidencing how in the regulation of algorithmic contracts, the law could retain its *ex post* function while technocratic responses could prevent issues from arising in the first place, *ex ante*.

Indeed, in preventing the instance of errors in code altogether, parties could test it extensively before deploying it, or subject it to some form of cross-validation or quality verification/certification. This is already the case in the finance sector which requires that any algorithms used to be thoroughly tested, demonstrate ‘best execution’ practices and showcase that they are not engaged in market manipulation

Providers are also required to store sequenced records and trading algorithms for at least 5 years

---
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More broadly, programmers could be subject to guidelines or training so as to ensure they would be skilled enough in drafting algorithmic contracts.

From a more technocratic view, it may also be envisaged to program algorithmic contracts in a way that they would not operate until ‘approved’ by a designated person altogether. This solution would be particularly useful in the case of smart contracts due to their immutable nature, and would offer the guarantee that the underlying code does not contain mistakes before being used.

In order to respond to cases when an error was already made, parties could respond by creating a new transaction altogether reversing the initial one, or program termination, rescission modification or reformation clauses into the code.

In the case of smart contracts which rely on the authenticity of the data fed to them by the oracle, solutions to create a third-party-authenticated the data feed such as Zhang’s Town Crier were also identified to prevent faulty smart contracts from operating.

Overall therefore many solutions can be envisaged to mitigate code-driven challenges, raising the promise of a future of algorithmic contracting, from this perspective, as realistic.

2.2 The role of the Algorithm

As the understandability issues of code have been addressed and it has been established that liability for negligence or voluntary mistakes in code could be attributed to the programmer while many ‘technocratic’ solutions could limit the likelihood of issues arising in the first place, it remains to be discussed how liability resulting from the code ‘misbehaving’ would be addressed.

Indeed, the unique discretion and responsibility granted to the algorithm in the algorithmic contracting realm only increases the more ‘advanced’ the contracting method is (the algorithm indeed gains in responsibility as it operates in a self-enforcing manner in the case of smart contracts or if it determines contract terms in the case of self-driving ones). It is therefore relevant from a legal perspective to discuss the allocation of liability in the case where ‘things go wrong’ as a result of the ‘algorithmic discretion’ it may exercise in performing its ‘duties’.

---
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As it was discussed that algorithms are not mere tools, but could instead be akin of agents of the parties in Chapter 2, this dissertation follows the view that agency law would indeed be the most appropriate way to account for this responsibility.

2.2.1 Agency Law as a Solution

Indeed, in accounting for the role of the algorithm in the relationship, scholars have identified that principles of agency law could apply413. In such a case therefore, the algorithm would be acting as a constructive agent of the parties, facilitating the operation of the contract between them, much like a human agent would.

Following the view that algorithmic contracts are not mere tools, but rather agents of the parties414 in so much that they have been delegated responsibility to fulfil their contractual intentions, the use of agency law principles appears therefore justified415 and could provide much needed clarity and framework as regards the allocation of liability in the case things go wrong.

While this dissertation takes the stance that such use of agency law is not necessary in the ‘plain’ algorithmic contract realm considering that the algorithm has limited agency at that level which mainly uses code as a contracting language, accounting for that agency in the smart and self-driving contract world where the algorithm takes on a role of initiating and performing a transaction or drafting it, appears more purposeful. More importantly, it would allow to allocate liability accordingly in the case where things go wrong, or should the algorithm bring its own meaning to the exchange and depart from what the parties initially intended as per the ‘Franken-Algorithm’ discussion held earlier. Indeed, in the case of a ‘breach of trust’ or ‘breach of fiduciary duties’416 by the algorithm, the principal will bear the liability. In contracting via algorithmic means therefore, it would be up to the principal in the relationship to decide whether to accept the risk of being held liable for algorithms’ possible lateral thinking considering that this discretion of the algorithm cannot be excluded ex ante.

Interestingly in the smart contract realm, in which parties are often anonymous/pseudonymous to each other, deriving from the peculiarities of the blockchain platform on which they operate, the situation would arguably be more akin to a partially disclosed agency to the extent that the
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third party to the agreement knows that the transaction will be facilitated via an agent (i.e. the smart contract) yet does not necessarily know the identity of the principal.

Providing a framework for allocating liability for algorithmic behaviour nevertheless appears purposeful in extending the reach of the law to novel features of algorithmic contracts, promoting some form of legal certainty as a result.

From a more legislative perspective, this use of algorithms as agents would also seem to align with various international frameworks: The Uniform Electronic Transactions Act (UETA) and the Uniform Computer Information Transactions Act (UCITA), both US frameworks, already recognise the validity and enforceability of electronic agents. (The UETA which recognises the agency of electronic contracts (including possibly therefore plain algorithmic contracts) would however not extend to smart contracts for now: it only does so when said agents act automatically but not autonomously, drawing the line therefore at fully autonomous algorithmic contracting).

Similarly, Article 12 of the UN Convention on the Use of Electronic Communications in International Contracts, operating at an international level, also considers that automated contracts should not be considered as unenforceable or invalid simply on the basis of a lack of human intervention in the process. Suggesting that a legislative recognition of electronic agents and by extension algorithms acting as agents to the parties is already present in other jurisdictions, it would seem possible to extend the current reach of agency law in the UK to account specifically for the use of algorithmic agents in contracting.

By doing so, English Law could arguably set a global algorithmic-contract targeted precedent, showcasing its flexibility and capability to regulate new technologies. Setting such a precedent could in turn could pave the way for a globalised and harmonised recognition of algorithms as agents of their parties. Considering that the position on smart contracts is still nuanced at an international level, with some jurisdictions not recognizing them as enforceable altogether, while other such as the US adopting a ‘fragmented’ approach to the extent that they are recognized (or not) at state level, proposing a clear framework could indeed allow to move towards a global recognition of algorithmic contracts. For the purposes of this discussion on the future of contracting, such an approach would therefore be purposeful in allowing algorithmic contracts to scale internationally.

417 See generally Uniform Electronic Transactions Act (UETA) [http://euro.ecom.cmu.edu/program/law/08-732/Transactions/ue.jpg] accessed 30 September 2021
418 ibid
419 Article 12 UN Convention on the Use of Electronic Communications in International Contracts
420 See how they are recognized in States such as Arizona or Tennessee but not in others.
In the case of self-driving contracts more specifically, it could also be said that they could have a fiduciary duty to the parties, essentially acting in their best interests and ensuring best outcomes overall. Self-driving contracts would essentially act as ‘utility maximisers’, ensuring that the best, most appropriate, and arguably most likely to yield financial benefit, courses of actions are being followed. In such a case, relevant legal recourses could be applicable to an extent.

2.2.2 Separate Legal Personality

In accounting for this ‘responsibility’ of the algorithm, other propositions have been made in the relevant literature on the subject, such as the use of some form of separate legal personality. Akin to the separate legal personality granted to limited companies, this proposition would see parties able to ‘hide’ behind the separate legal personality of algorithms and avoid personal liability, should things essentially go wrong. Contracting with the safety that they will not be personally held liable in the case the situation goes awry, yet accounting for the risks of algorithmic contracting discussed earlier421, this solution could offer some ‘safety’ to the parties and could encourage them to experiment with the technology.

This view would be in line with that adopted by famous legal scholar Gunther Teubner, as he identified that personifying non-humans is ‘social reality today and necessity for the future’422, in which case the ongoing challenge with emerging technologies will lie in aligning the law with the agency and discretion that will arguably be increasingly delegated to technologies in the future, accounting for the increased levels of responsibility they already enjoy as per the examples of the uses of AI in medicine or finance for instance. As a result of this thinking, granting algorithms some form of ‘personality’ would only be a timely development in the law.

Yet from a practical perspective, it remains to be determined to what extent this solution would be desirable423; parties could ‘hide’ behind the legal personality of the algorithm to avoid personal liability, but this could only further fuel uncertainty in the process, much like parties hiding pseudonymously behind the blockchain smart contract. It is therefore not a solution that would promote more complex algorithmic contracts for arguably ‘legitimate’ transactions.

421 In relation to franken-algorithms and the risks of them performing something fraudulent, illegal or unethical due to a lack of ability to distinguish those from more legitimate undertakings.
423 Simon Chesterman, ‘Artificial Intelligence and the Limits of Legal Personality’ (2020) 825-826
Second, it remains more importantly to be determined to what extent this solution could be actionable in practice: unlike a company or corporation which can be fined or have its property seized, or for whom forms of criminal punishment would apply to deter future ‘bad’ behaviour, there is little possibility or scope to punish an algorithm. The algorithm has nothing to ‘lose’, limiting therefore the usefulness of a separate personality. If the operation of the contracts goes awry, it is likely that parties will want actionable and practical recourses instead, in which case this solution appears ill-suited.

In the case of self-driving contracts, and in light of the development of AI and its applicability in society, a similar solution may also seem purposeful. But for similar reasons that punitive measure cannot purposely be applied to the AI, and that it could only result in parties using it to achieve undesirable means while ‘hiding’ behind its separate legal personality, this solution is similarly inherently limited from a practical perspective.

The need for legal protection of the parties remains nevertheless important, especially considering that the more intelligent or capable an entity is, the less predictable or controllable it will be. As such, the use of agency laws or other doctrines that would allocate liability to human parties, the use of restitution-based remedies or ones that would reverse transactions would appear more purposeful in ensuring practicable legal certainty. They also do not prevent parties from allocating liability issues themselves and undertaking specific pre-contractual considerations in relation to that.

2.3 Ex ante, ex durante, ex post?

As extensively discussed throughout this paper, this shift towards algorithmic contracts also appears to entail a shift in contracting paradigm altogether: while ‘plain’ algorithmic contracts retain the ex post remedial function of contract law as possible, in the case of smart contracts this paradigm shifts to an ex ante one where every aspect of the contractual agreement has to be dealt with before the agreement unfolds, and as it is transcribed into code.

More interestingly, self-driving contracts which draft terms in real-time as the situation evolves shift it towards a unique ex durante one. This shift in contracting paradigm is not without raising legal challenges.

2.3.1 Ex ante Smart Contracts

---

424 See generally Roman Yampolskiy, ‘On Controllability of AI’ (2020)
Indeed, in relation to the *ex ante* shift implied by smart contract, it not only places the burden on the parties to get everything right before the operation of the agreement, but also challenges the key remedial function of contract law. Indeed, some scholars argue that contract law cannot accommodate their self-enforcing nature to the extent that deeming terms unenforceable *ex post* may have no practical effect on what has already been performed. Doctrines of variation or frustration would not be actionable in the immutable smart contract realm while key remedies such as termination or rescission or doctrines such as efficient breach are unavailable for the same reasons.

The legal focus will therefore have to be shifted towards a restitution-based approach with doctrines such as unjust enrichment gaining in importance in such a context, while the possibility to *reverse* the contract would similarly gain in relevance, in light of the *fait accompli* lens created by smart contract.

Parties may also have to rely more on *ex ante* mechanisms which may require to shift the regulatory approach, including the applicability of remedies and other forms of legal recourse to be taken in the case of smart contracts to a similar *ex ante* lens:

Indeed, some scholars have for instance called for the inclusion of dispute resolution mechanisms in the code itself with an ambition anticipate disputes which would be remediated in an automated manner. In light of the impossibility of the law to remediate these issues *ex post* as it usually would, incorporating dispute resolution clauses into the code would be a suitable technocratic response to an identified smart contract shortcoming. Similarly, it has been envisaged to code doctrines such as rescission into the smart contract code so as to allow the parties to reverse or amend their agreement as they wish. This is of course only possible to the extent that parties have not suffered a loss that is irremediable in which case the use such mechanisms will be of little recourse. It also remains to be determined how possible this would be from a technological point of view.

---
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In the smart contract realm still, notions of illegality and fraud, which would arguably fall within the applicability of the law are also rendered more difficult to remediate *ex post* to the extent that parties cannot go back on their agreement: if it performs something illegal, they will not be able to stop it. While the law will not allow these kinds of behaviours just because they operate in a different contracting paradigm enabled by smart contracts, it remains to be seen how it will intervene in such a case from a practical view point: it may not be able to reverse something that has already been performed. A technocratic response in the form of hybrid structures that allow the enforcement by traditional legal methods could appear useful:

Indeed, calling for some form of *ex ante* proactive regulatory input, provisions could for instance be made to prohibit the integration of certain terms or clauses into smart contract code altogether. Scholars have indeed called for the incorporation of court decisions into the smart contract so as prevent the execution of illegal smart contracts (although it remains to be determined how that would work in practice). It would also require parties to agree to it and would need to be included from the outset.

Similarly, machine intelligence could be used to scan code and detect unlawful material, much like AI algorithms already scan social media to report or remove prohibited content. In such a scenario, the use of technocratic mechanisms therefore appears purposeful in addressing the limitations of a law-based only regulatory response, while arguably being within the capabilities of existing technologies.

### 2.3.2 *Ex Durante* Self-Driving Contracts

As the regulatory challenges raised by *ex ante* nature of smart contracts have been discussed, it emerges that the novel *ex durante* paradigm that could result out of the creation of self-driving contracts would raise issues of its own.

Indeed, it may raise issues regarding doctrines of meeting of the mind, mutual assent or definitiveness: The parties essentially agree to a broad objective of the contract *ex ante*, but not to the exact terms that may lead to achieving it, as they were not yet laid out at the time of agreement. While it may be argued that the criteria for meeting of the mind or mutual assent could be satisfied to the extent that parties indeed have to agree to an objective and feed it into the algorithm for it to propose terms, the notion of definitiveness would however be challenged.

---
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due to a lack of actually agreed contract terms. A more extensive legal discussion would therefore be warranted in determining whether such established legal principles would be reconcilable with the novel paradigm entailed by self-driving contracts or not. Similarly, this unique operating mode could also end up blurring the important line between complete and incomplete contracts.

Indeed, as extensively discussed throughout this paper, self-driving contracts would be incomplete at the time of signing, only based on a broad contractual objective whose specific terms will only be determined by the algorithm, afterwards having regards to the evolving environment and the parties’ intentions. It remains therefore to be determined how the law would respond in such a scenario where the contract is ‘empty’ at the time of signing, especially should the AI technology draft the entirety of the agreement rather than just a few clauses. While scholars in the field, looking at the innovativeness behind the concept have considered this inherent ‘incompleteness’ of self-driving contracts to allow for the most complete contracts by economic standards, enabling the consideration of every possible contingency and state of events, from a legal perspective, the law has usually shown that it will not enforce incomplete contracts, especially if essential terms are missing.

This would arguably be the case in the self-driving contract realm as these essential terms would be the ones delegated to the AI to draft so as to achieve the outcome sought by the parties. As per Foley v Classique Coaches Ltd, for instance, ‘unless all the material terms of a contract are agreed, there is no binding obligation’435. While it could be argued that the parties indeed agree on the contractual objective, it may be that at the time of signing they would not have agreed to the actual material terms to achieve it. In such a case therefore, and following that logic, self-driving contracts would not be binding contractual agreements.

This feature of self-driving contracts may therefore be one that could require the law to review its position the most, in a process that would seriously hinder the viability of the concept for mainstream application. It would also warrant a more thorough legal analysis than is possible in this dissertation.

As regards the ‘future of contracting’ discussion held in this dissertation therefore, the difficulty of reconciling the concept behind self-driving contract with arguably key legal principles could seriously restrict its future promise.

2.4 Other Legal Considerations

435 Foley v Classique Coaches Ltd [1934] 2 KB 1 (Maugham LJ)
As what are deemed to be the most important challenges raised by algorithmic contracts have been discussed, this part of the chapter will look at other issues that arise out of the practice:

2.4.1 Pseudonymity

While discussed as a feature that enables a ‘shift from trusting people to trusting math’\(^\text{436}\), it emerges that the anonymity/pseudonymity feature of smart contracts raises some issues as regards enforcement and capacity.

Indeed, it is possible for one party to deceive the other by pretending to be someone else, or one party could be inadvertently contracting with a minor or with someone who could otherwise not have the capacity to enter into contracts\(^\text{437}\). A legal response accounting for these possibilities seems therefore warranted.

Similarly, this same feature may also make it difficult to sue because parties won’t necessarily know who the other party is\(^\text{438}\). A way for the parties to eventually know one another in the case where ‘things go wrong’ is therefore warranted.

Answers to these questions may be found in jurisdictions such as that of Spain or the US where parties may act on a pseudonymous basis provided that there is a link off the blockchain to evidence their identity (or be identifiable by an agent or a proxy)\(^\text{439}\). Arguably a similar response in UK law could offer that level of certainty as well.

2.4.2 Technological Considerations

As regards cybersecurity issues arising out of the ‘connected’ nature of algorithmic contracts (to the extent that they require computer data to operate), parties would also have to determine whether any failure of code, hack… would give rise to breach of contract.

Similarly, considerations of cybersecurity and data privacy would also apply to any data linked to the algorithm. Clarification as to the applicability of international legal doctrines on the use of algorithmic contracts and the data they contain (such as the GDPR in Europe, the CCPR in the US…) would seem warranted.

\(^{436}\) Antonopoulos (n 176)  
\(^{437}\) Giancaspro (n 231) 6-7  
\(^{438}\) Durovic and Janssen (n 168) 72  
Similarly, consideration of database rights, cryptography to preserve data confidentiality…, evidence the additional layer of pre-contractual considerations that parties must bear in mind when contracting via algorithmic means. They do not however challenge existing legal principles to the extent that frameworks dealing with these data-related matters are already in place.

Finally, and as already discussed to a great extent, questions also arise regarding who should be tasked with the drafting: with plain algorithmic, computable or smart contracts, the drafting is delegated to a 3rd party programmer (already raising issues in some jurisdictions where laymen cannot perform legal tasks), but with self-driving contracts this drafting is delegated to an AI algorithm. It therefore raises again the question as to whether it is appropriate to delegate such a key legal task to a machine, and whether the law, whether English Law or that of other jurisdictions would recognise non-lawyers/machines to be able to draft enforceable contracts. As such, this would be an area where legal clarification would be warranted, otherwise placing breaks on the development of algorithmic contracts as the future of contracting altogether.

3. The Promise of Regulating Algorithmic Contracts.

As discussed earlier, the purpose of regulation in relation to algorithmic contracts is twofold: it is about (1) mitigating any risks they pose, as discussed throughout this chapter which outlined solutions to mitigate said risks. It is also (2) about promoting innovation. For the purposes of this dissertation which seeks to position algorithmic contracts as the future of contracting, achieving these objectives proactively is possible considering that we are still in the early stages of algorithmic contract development which remains primarily applicable within the confines of simple and deterministic financial transactions for now. Addressing these risks proactively could therefore result in creating environment in which parties are encouraged to safely experiment with innovation, enabling it to develop.

From an economic viewpoint, there is already a clear objective to set English law as a leading legal system that attracts and boosts investment in innovation⁴⁴⁰. The UK government for instance sees AI as a key driver for competitiveness and productivity of the UK economy⁴⁴¹.

---

⁴⁴⁰ As evidenced by various laws/regulations/regulatory sandboxes that aim to encourage innovation yet in a safe environment.
and aims to put the UK at the forefront of the data revolution⁴⁴². This was also the impetus behind the UK LawTech Delivery Panel’s Statement on Cryptoassets and Smart Contracts, a first across numerous jurisdictions which recognised smart contracts as capable as being enforceable contracts⁴⁴³, and which aimed to position the technology as one that could drive economic competitiveness in the UK. The objective through this statement was to promote English Law as a suitable legal framework that is able to deal with smart-contract and cryptocurrency-related issues⁴⁴⁴, linking therefore to the economic benefits of being the first to regulate promising innovation such as smart contracts, and harnessing resulting economic benefits thereof. While this legal statement did not aim to be the basis of actual legal reform in so much as it voiced the importance of regulating them appropriately and proactively to reap economic benefits and provide more certainty for legal, commercial and technological stakeholders involved, it represents nonetheless an important first step in the development of smart (and algorithmic) contract technologies in the UK.

As pointed out by the UKJT, English Common law is one of the systems most able to deal with the development of new technologies, being inherently flexible in its approach⁴⁴⁵, it may therefore follow that a regulation of more advanced versions of algorithmic contracts may fall within its capabilities. Adopting a similar view, the Law Commission also recognised the imperative of reviewing the existing English Law framework on smart contracts if it aims to remain a competitive option from a business perspective⁴⁴⁶. In light of an identified competition between countries to become AI leader⁴⁴⁷, the proactive regulatory objective behind algorithmic contracts to promote innovation within the UK is made even clearer.

As it appears therefore, the UK has already evidenced its willingness to proactively regulate innovation so as to be the first to benefit from it. The legal analysis undertaken in this chapter, while limited in scope and warranting a specific and more thorough exploration, could therefore form part of a wider trend that sees regulation as a key component of innovation, and could be purposeful in paving the way for a facilitated development of algorithmic contracting technologies.

⁴⁴² HM Government, ‘Industrial Strategy: Building a Britain fit for the future’ (n 262) 10
⁴⁴³ See generally UKJT (n 67)
⁴⁴⁴ ibid
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The promise of algorithmic contracts as the future of contracting would therefore depend on the regulatory input that effectively addresses the challenges they may raise, hereby creating a suitable environment for them to develop.

4. Conclusion

As this chapter summarized and discussed the key legal challenges that arise out of practice of algorithmic contracting, it emerges that the mix of regulatory-instrumentalist and technocratic approaches discussed in Chapter 6 is to a great extent capable of addressing issues to the extent that both would act in a complementary manner: legal rules could provide *ex post* recourse while technology-driven solutions would aim to avoid issues *ex ante*. As we may be moving towards new forms of contracting it indeed appears fitting to move towards new forms of regulating innovation too, maintaining to some extent the promise of ‘code as law’ in regulating algorithmic contracts.

In discussing the regulation of algorithmic contracts, it also emerged that there is a clear governmental and legislative impetus to enable technologies to take off, and position English Law as leader in regulating novel concepts. As such, the possibility to address challenges of algorithmic contracts in the future through some form of regulatory input is not to be ruled out. In light of the interesting promises and advantages they offer discussed throughout this dissertation, this regulatory input could very well be foreseeable.

---

448 See generally Lessig (n 247). This promise of ‘Code as Law’ sees the use of code as a form of regulation in itself as private parties would embed their values directly onto the algorithm. For the purposes of this paper, it recognises indeed the possibility for code to be a regulatory modality in its own right.
Algorithmic contracts have generated strong scholarly and professional interest, stemming from the novel contracting experience they propose. The possibility to automate transactions, rendering them self-executing and self-enforcing, benefit from the security and immutability of the blockchain or even incorporate machine intelligence to automate contract drafting are indeed attributes that would align contracting practices with the demands and capabilities of our digital economy.

As extensively discussed throughout Part I of this paper, we indeed find ourselves in an increasingly technology-driven economic landscape to the extent that technologies now play a central role in various industries, including the legal sector, and are trusted with sometimes high-stake work. As such, the promise of algorithmic contracts was identified as a fitting one. In light of the various commercial contract shortcomings discussed in Chapter 2, this promise was rendered even more relevant.

As such, Part II moved on to outline various forms through which algorithmic contracts could take shape, beginning on the ‘simpler’ end of the concept in the form of algorithmic contracts incorporating a foundation of computer code to automate the exchange. It then discussed the more elaborate concept of smart contracts, operating on the blockchain, and benefitting from more advanced features of immutability and security, but also from the possibility of creating both self-enforcing and self-executing contracts able to connect with data-gathering devices and operate in real-time. Finally, this second part of the dissertation explored the novel yet speculative concept of self-driving contracts, able to use a foundation of AI to draft terms that would reflect accurately and precisely the parties’ intentions, justifying a unique role of ‘contract-optimisers’.

Acknowledging the potential offered by these concepts, the analysis undertaken in relation to these novel forms of contracting also outlined the various risks they pose, and the ways in which they challenge what is currently known as contracting from both a ‘social’ perspective, but also and more importantly from a legal one. It also evidenced the technical challenges that may place breaks on the development of the technology.

Nevertheless, and based on the possibility that the advantages offered by algorithmic contracts may outweigh the challenges they raise at present, especially in the case of ‘simple’ transactions, this paper moved on to discuss how the challenges they raise could be addressed through regulatory input.
Recognising the difficulty of regulating innovation, it went on to discuss how the appropriate regulatory input could take shape, drawing from various challenges raised in the relevant strand of literature linking technology and law. As such it emerged that the right approach would be proactive, flexible and able to adapt to change, recognising the disruptive nature of algorithmic contracts. From a practical perspective, this paper suggested that the right approach would take the form of one mixing legal input through the creation of new laws and the adaptation of existing ones, with ‘technocratic’ solutions, recognising the nature of code as a regulatory modality in its own right.

In light of these insights, the final chapter of this paper went on to propose ways in which key challenges identified throughout could be resolved. While it emerged that some of the challenges raised by algorithmic contracts could indeed be resolved by extending existing doctrines or principles, applying foreign ones or through the use of technology-driven solutions, others were identified as needing to be resolved by novel means. Overall, it was deemed that the *ex post* remedial function of the law combined with the possibility to avoid issues *ex ante* through technocratic means rendered addressing challenges to a great extent possible. It is more importantly desirable, should the UK aim to harness any potential economic benefits that may derive out of the practice.

How this regulation will actually take shape in real-life remains however to be seen as this discussion was very much speculative in scope. Nevertheless, this possibility to account for the novel challenges raised by algorithmic contracts reinforces the view that they may have a place within the future of contracting.

As a possible regulation of algorithmic contracts is foreseeable, suggesting their possible place within the future of contracting, it is worth acknowledging that real-life will development of the practice will also depend on the various commercial, technical and social factors that make up the architecture of algorithmic contracts, and therefore on the extent to which they are deemed ‘commercially’ and ‘technically’ viable, and reconcilable with more relational contractual endeavours.

While aligning to some extent with the view adopted by scholar Jeffrey Lipshaw as he forecasts that ‘dumb’ contracts will persist, and agreeing that smart or otherwise code-based contracts will not replace ‘traditional’ contracts, should all the architectural components of algorithmic contracts ‘align’, the promise of algorithmic contracts as the future of contracting could indeed become true.
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