I. INTRODUCTION

Neutral charm mesons can change their flavor and turn into their antimeson counterpart before they decay. This phenomenon, known as $D^0$-$\bar{D}^0$ mixing, does not occur at tree level in the Standard Model and is sensitive to contributions from new particles arising in extensions of the Standard Model. The mass eigenstates of neutral charm mesons can be expressed as a linear combination of their flavor eigenstates, $|D_{1,2}\rangle = p|D^0\rangle \pm q|\bar{D}^0\rangle$, where $p$ and $q$ are complex parameters satisfying $|p|^2 + |q|^2 = 1$. In the limit of charge-parity (CP) symmetry, the relation $|q/p| = 1$ holds. The time evolution of neutral charm meson systems is governed by the effective Hamiltonian $H = M - \frac{1}{2} \Gamma$, where the Hermitian matrices $M$ and $\Gamma$ describe $(D^0, \bar{D}^0) \leftrightarrow (D^0, \bar{D}^0)$ dispersive transitions through virtual intermediate states and absorptive transitions through real intermediate states, respectively [1]. The $D^0$-$\bar{D}^0$ oscillations are described by the two dimensionless parameters $x_{12} = 2|M_{12}|/\Gamma$ and $y_{12} = |\Gamma_{12}|/\Gamma$ [2,3], where $\Gamma = (\Gamma_1 + \Gamma_2)/2$ is the average decay width of the $D_1$ and $D_2$ states, and $M_{12}$ ($\Gamma_{12}$) is the off-diagonal element of matrix $M$ ($\Gamma$). The values of $x_{12}$ and $y_{12}$ are of the order of half a percent and have been measured to be significantly different from zero [4-11].

The nonzero value of $y_{12}$ implies that the time-dependent decay rate of Cabibbo-suppressed $D^0 \rightarrow f$ decays, with $f = K^-\pi^+, \pi^-\pi^+$ final states, is described by an exponential function with an effective decay width $\hat{\Gamma}$ that differs slightly from $\Gamma$. The departure from unity of the ratio of the effective decay widths of $D^0 \rightarrow \pi^-\pi^+$ and $D^0 \rightarrow K^-K^+$ decays over that of $D^0 \rightarrow K^-\pi^+$ decays is measured via the observable [1]

$$y_{CP} = \frac{\hat{\Gamma}(D^0 \rightarrow f) + \hat{\Gamma}(\bar{D}^0 \rightarrow f)}{2\Gamma} - 1. \quad (1)$$

The above quantity can be approximated as [12]

$$y_{CP}^f = y_{12} \cos \phi_f,$$  

where $\phi_f = \arg (\Gamma_{12}A_f/\hat{A}_f)$ describes the CP-violating phase difference of the interference between decay amplitudes with and without absorptive mixing [2,3], and $A_f$ ($\hat{A}_f$) is the decay amplitude of a $D^0$ ($\bar{D}^0$) meson to the final state $f$. Any deviation of $y_{CP}$ from $y_{12}$ would be a sign of $CP$ violation. At the current experimental sensitivity, final-state dependent contributions to $y_{CP}$ can be neglected in the limit where the phase $\phi_f$ is replaced by the universal phase $\phi_2^U$, and $y_{CP} \approx y_{12} \cos \phi_2^U$ [12]. The parameter $\gamma_{12}$ is equal to $|y| \equiv |\Gamma_1 - \Gamma_2|/2\Gamma$ up to second order $CP$ violation effects [12], where the best experimental estimate is $y = (6.30^{+0.33}_{-0.36}) \times 10^{-3}$ [11]. The current world average gives $\phi_2^U = (48^{+29}_{-28})$ mrad [13,14], implying that $|\gamma_{12} - y_{CP}| < 3 \times 10^{-5}$ at 95% confidence level. Since this upper limit is about one order of magnitude smaller than the
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A measurement of the ratios of the effective decay widths of $D^0 \rightarrow \pi^-\pi^+$ and $D^0 \rightarrow K^-K^+$ decays over that of $D^0 \rightarrow K^-\pi^+$ decays is performed with the LHCb experiment using proton–proton collisions at a centre-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 6 $fb^{-1}$. These observables give access to the charm mixing parameters $y_{CP}^{K\pi} - y_{CP}^{K\pi}$ and $y_{CP}^{K\pi} - y_{CP}^{K\pi}$. The above quantity can be approximated as [12]

$$y_{CP}^f = y_{12} \cos \phi_f,$$  

where $\phi_f = \arg (\Gamma_{12}A_f/\hat{A}_f)$ describes the CP-violating phase difference of the interference between decay amplitudes with and without absorptive mixing [2,3], and $A_f$ ($\hat{A}_f$) is the decay amplitude of a $D^0$ ($\bar{D}^0$) meson to the final state $f$. Any deviation of $y_{CP}$ from $y_{12}$ would be a sign of $CP$ violation. At the current experimental sensitivity, final-state dependent contributions to $y_{CP}$ can be neglected in the limit where the phase $\phi_f$ is replaced by the universal phase $\phi_2^U$, and $y_{CP} \approx y_{12} \cos \phi_2^U$ [12]. The parameter $\gamma_{12}$ is equal to $|y| \equiv |\Gamma_1 - \Gamma_2|/2\Gamma$ up to second order $CP$ violation effects [12], where the best experimental estimate is $y = (6.30^{+0.33}_{-0.36}) \times 10^{-3}$ [11]. The current world average gives $\phi_2^U = (48^{+29}_{-28})$ mrad [13,14], implying that $|\gamma_{12} - y_{CP}| < 3 \times 10^{-5}$ at 95% confidence level. Since this upper limit is about one order of magnitude smaller than the
current experimental sensitivity on both $y_{12}$ and $y_{CP}$ at LHCb, an accurate measurement of $y_{CP}$ provides important constraints on $y_{12}$.

The previous measurements of $y_{CP}$ performed by the BABAR [5], Belle [7] and LHCb [9,15] collaborations use the average decay width of $D^0 \rightarrow K^-\pi^+$ and $\bar{D}^0 \rightarrow K^+\pi^-$ decays as a proxy to the decay width $\Gamma$. It was recently shown in Ref. [13] that the use of this proxy inside the experimental observable of Eq. (1) does not give direct access to $y_{CP}^f$ but rather corresponds to

$$\frac{\hat{\Gamma}(D^0 \rightarrow f) + \hat{\Gamma}(\bar{D}^0 \rightarrow f)}{\Gamma(D^0 \rightarrow K^-\pi^+) + \Gamma(\bar{D}^0 \rightarrow K^+\pi^-)} - 1 \approx y_{CP}^f - y_{CP}^K.$$  \hspace{1cm} (3)

The quantity $y_{CP}^K$ is approximately equal to

$$y_{CP}^K \approx \sqrt{R_D}(x_{12}\cos\phi_M^K \sin\delta_K + y_{12}\cos\phi_M^K \cos\delta_K) \approx -0.4 \times 10^{-3},$$ \hspace{1cm} (4)

where $R_D$ is the ratio of the branching fractions of the doubly Cabibbo-suppressed $D^0 \rightarrow K^+\pi^-$ decay over the Cabibbo-favored $D^0 \rightarrow K^+\pi^-$ decay. The current best experimental estimate is $\sqrt{R_D} = (5.87 \pm 0.02) \times 10^{-2}$ [16]. The phase $\phi_M^K$ is equal to the phase of $M_{12}$ with respect to its $SU(2)$ dominant contribution, and $\delta_K$ is the strong-phase difference between the doubly Cabibbo-suppressed and Cabibbo-favored decay amplitudes [11]. In the limit of no $CP$ violation and of $U$-spin symmetry in $D^0 \rightarrow K^+\pi^-$ decays, the approximations $\delta_K \approx \pi$ and $y_{CP}^f - y_{CP}^K \approx y_{12}(1 + \sqrt{R_D})$ hold.

The world average value of $y_{CP}^f - y_{CP}^K$ is measured to be $(7.19 \pm 1.13) \times 10^{-3}$ [16]. This paper reports a new measurement of $y_{CP}^f - y_{CP}^K$. The result is obtained from a weighted average of statistically independent measurements with $K^-K^+$ and $\pi^-\pi^+$ final states, using proton-proton ($pp$) collision data collected with the LHCb experiment at a centre-of-mass energy of 13 TeV in the Run 2 data taking period (2015–2018), corresponding to an integrated luminosity of 6 fb$^{-1}$. The $D^0$ mesons are required to originate from $D^*(2010)^+ \rightarrow D^0\pi^+_\text{tag}$ decays, such that their flavor at production is identified by the charge of the tagging pion, $\pi^+_\text{tag}$. The inclusion of charge-conjugate processes is implied throughout. Hereafter the $D^*(2010)^+$ meson is referred to as a $D^{*+}$ meson.

II. LHCb DETECTOR

The LHCb detector [17,18] is a single-arm forward spectrometer covering the pseudorapidity range $2 < \eta < 5$, designed for the study of particles containing $b$ or $c$ quarks. The detector includes a high-precision tracking system consisting of a silicon-strip vertex detector surrounding the $pp$ interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of the momentum, $p$, of charged particles with a relative uncertainty varying from 0.5% at low momentum to 1.0% at 200 GeV/c. The minimum distance of a track to a primary vertex (PV), the impact parameter (IP), is measured with a resolution of $(15 + 29/p_T) \mu m$, where $p_T$ is the component of the momentum transverse to the beam, in GeV/c. The LHCb coordinate system is right-handed, with the $z$ axis pointing along the beam axis, $y$ the vertical direction pointing upwards, and $x$ the horizontal direction. The origin corresponds to the nominal $pp$ interaction point. The magnetic field deflects oppositely charged particles in opposite directions along the $x$ axis, inducing potential detection asymmetries. Therefore, the magnet polarity is reversed regularly throughout the data taking to reduce the effects of detection asymmetries. The two polarizations are referred to as MagUp and MagDown. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov (RICH) detectors. Photons, electrons and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers.

The online event selection is performed by a trigger, which consists of a hardware stage followed by a two-level software stage, which applies a full event reconstruction. The good performance of the online reconstruction allows this measurement to be performed using candidates reconstructed directly at the trigger level [19,20].

Simulation is used to study the background of secondary $D^{*+}$ candidates from $B$ meson decays (Sec. V), and to validate the analysis procedure. The $pp$ collisions are generated with PYTHIA [21] with a specific LHCb configuration [22]. The interaction of the simulated particles with the detector material are described using the GEANT4 toolkit [23,24]. Decays of unstable particles are described by EvtGen [25], in which final state radiation is generated using PHOTOS [26]. In addition, fast simulation is generated with the RapidSim package [27]. RapidSim simulations allow for a first validation of the analysis procedure (Sec. VI), and for a description of the background under the $D^0$ mass peak (Sec. VIII).

III. MEASUREMENT STRATEGY

The parameters $y_{CP}^{f} - y_{CP}^{K}$ are measured from the decay-time ratios $R^f(t)$ of $D^0 \rightarrow f$ over $D^0 \rightarrow K^-\pi^+$ signal yields as a function of the reconstructed $D^0$ decay time, $t$, assuming all $D^0$ mesons are produced at the PV,
\[ R_f(t) = \frac{N(D^0 \to f, t)}{N(D^0 \to K^-\pi^+, t)} = \frac{e^{-\gamma_{CP}(0^-)h^+(t)/\tau_{D^0}} \frac{e(f, t)}{e(K^-\pi^+, t)}}{\gamma_{CP}(0^-)h^+(t)/\tau_{D^0}}. \]  

where \( \tau_{D^0} = (410.1 \pm 1.5) \) fs is the measured lifetime of the \( D^0 \) meson \([1]\), and \( e(h^-h^+, t) \), with \( h^\pm \) denoting \( K^\pm \) or \( \pi^\pm \), is the time-dependent efficiency for the considered final state. Equation (5) indicates that the access to \( \gamma_{CP} \) using an exponential fit is affected by the presence of both efficiencies. In this paper, the term numerator (denominator) decay refers to the decay quoted in the numerator (denominator) of the ratio \( R_f(t) \). The time-dependent efficiency can be written as the product of two distinct components. The selection efficiency is related to requirements applied at various stages of the LHCb data acquisition system, while the detection efficiency arises from the interaction of the charged kaons and pions with the LHCb detector. The time dependence of the efficiencies of the numerator and denominator decays differs because of their different final states, and could bias the measurement if not accounted for. The analysis strategy consists of equalising the selection efficiencies and then the detection efficiencies of the numerator and denominator decays. Their combined effects cancel out in the decay time ratio, such that both final-state particle momenta have equal magnitude.

\[ |\vec{p}^*| = \sqrt{\left(m_{D^0}^2 - (m_{K^+} - m_{K^-})^2\right)\left(m_{D^0}^2 - (m_{K^+} + m_{K^-})^2\right)} \frac{1}{2m_{D^0}}. \]

One final state would also pass the selection requirements for the other final state with the same \( D^0 \) kinematic properties. A kinematic matching procedure has been developed for this purpose \([28]\). It consists of an event-by-event analytical transformation, which matches the final-state kinematic variables of one decay to the other. To match the kinematics of a \( D^0 \to K^-K^+ \) decay to a \( D^0 \to K^-\pi^+ \) decay (sketched in Fig. 1), a boost to the center-of-mass frame of the \( D^0 \) candidate is performed, such that both final-state particle momenta have equal magnitude.

The correction of the difference of detection efficiencies is treated with the kinematic weighting procedure, which is performed after the kinematic matching. The procedure consists of weighting the \( p, p_T \) and \( \eta \) distributions of the \( D^{\ast +} \) meson and both matched final-state particles of one of the decays to the distributions of the other decay. The procedure is performed using a gradient-boosted-reweighting algorithm from the \texttt{hep_ml} library \([29]\).

The analysis procedure is validated with three distinct methods. First, a measurement of \( \gamma_{CP}^{K^\pm} \) is performed making use of fast simulation samples generated with the \texttt{RapidSim} package, where strong variations of the time-dependent efficiencies as a function of the kinematic variables are introduced to test the robustness of the procedure. Second, the measurement is performed making use of large fully simulated samples. Finally, the procedure is validated with LHCb data through a study of a
cross-check observable, \( R^\text{CC}(t) \), built from the time-dependent ratio of the yields of \( D^0 \to \pi^-\pi^+ \) and \( D^0 \to K^-K^+ \) decays,

\[
R^\text{CC}(t) = \frac{N(D^0 \to \pi^-\pi^+, t)}{N(D^0 \to K^-K^+, t)} \propto e^{-\gamma_{\text{CP}}^0/\tau_{\text{CP}}} \frac{e^{(\pi^-\pi^+, t)}}{e^{(K^-K^+, t)}},
\]

where the parameter \( \gamma_{\text{CP}}^0 \) is expected to be compatible with zero, since the final-state dependent part of \( \gamma_{\text{CP}} \) is negligible. The observable \( R^\text{CC}(t) \) benefits from the fact that both final state tracks are different for numerator and denominator decays, increasing the biasing effects from their corresponding efficiencies.

The data samples are contaminated by the presence of three noticeable background contributions. The first is the combinatorial background, which is subtracted by means of a fit to the distribution of \( \Delta m = m(h^- h^+ \pi^+_\text{tag}) - m(h^- h^+) \), where \( m(h^- h^+ \pi^+_\text{tag}) \) is the mass of the \( D^+ \) candidate and \( m(h^- h^+) \) that of the \( D^0 \) candidate. The second background contribution comes from \( D^+ \) mesons that are not produced at the PV but from the decay of \( B \) mesons. The effect of such secondary decays on the measurement is accounted for by including their presence in the fit model of Eq. (5).

The treatment of the combinatorial background and of secondary decays is detailed in Sec. V. A third background contribution is related to the presence of partially reconstructed or misreconstructed \( D^{++} \to D^0 \pi^+ \) decays. A systematic uncertainty is estimated to cover their impact on the measurement and is discussed in Sec. VIII.

### IV. CANDIDATE SELECTION

The \( D^{++} \to (D^0 \to h^- h^+)\pi^+_\text{tag} \) decays are reconstructed at the trigger level. At the hardware stage, the trigger decision is required to be based on particles independent of the signal candidates, as requiring a decision depending on the signal candidates would degrade the performance of the kinematic matching procedure. Both software trigger stages were specifically designed to minimize the biasing effects to the decay time ratio \( R(t) \), as detailed in Ref. [30]. This is achieved by avoiding requirements on kinematic variables of the final-state particles that are strongly correlated with the \( D^0 \) decay time. Candidate \( D^0 \) mesons are constructed from \( h^- h^+ \) pairs which have a distance of closest approach of less than 100 \( \mu \text{m} \), form a vertex with a \( \chi^2 \) per degree of freedom less than ten, and have an invariant mass in the interval \([1804, 1924]\) MeV/c\(^2\). The reconstructed \( D^0 \) decay time is required to be higher than 0.6\( \tau_{\text{IP}} \). The angle between the \( D^0 \) momentum vector and the vector connecting the \( D^0 \) decay vertex and the PV is required to be less than 8\(^\circ\), and the \( D^0 \) transverse momentum larger than 2 GeV/c. Both final-state particles are required to have an individual transverse momentum above 800 MeV/c, and at least one of these must have a transverse momentum exceeding 1200 MeV/c. Furthermore, their individual absolute momenta are required to be higher than 5 GeV/c. Finally, based on the information provided by the RICH detectors, the final-state candidates are assigned a pion or kaon mass. To remove statistical correlations related to the common \( K^-\pi^+ \) final state, the \( D^0 \to K^-\pi^+ \) sample is split into two statistically independent samples. Since three times more \( D^0 \to K^-K^+ \) than \( D^0 \to \pi^-\pi^+ \) signal candidates are selected, the \( D^0 \to K^-\pi^+ \) sample is split accordingly for the \( \gamma_{\text{CP}}^0 \) and \( \gamma_{\text{CP}}^0 \) measurements.

In the offline selection, all kaon and pion tracks are required to have a pseudorapidity in the range 2.0 to 4.2 to remove particles traversing regions of high material density. The \( D^0 \) flight distance in the \( x-y \) plane is required to be less than 4 mm to remove \( D^{++} \) candidates produced from interactions with the detector material. The \( z \)-coordinate of the \( D^0 \) decay vertex is required not to exceed a distance of 20 cm from the \( pp \) interaction point to remove residual background reconstructed at larger distances. The invariant mass of the \( D^0 \) meson is requested to lie within the interval \([1851, 1880]\) MeV/c\(^2\), corresponding to about twice the resolution around the known \( D^0 \) mass [1]. A large fraction of secondary \( D^{++} \) mesons is removed by demanding that the measured IP of \( D^0 \) mesons does not exceed 50 \( \mu \text{m} \) (see Sec. V). This requirement is also very effective at removing combinatorial background. The resolution on the \( D^0 \) decay time is improved by performing a kinematic fit [31] in which the \( D^{++} \) candidate is required to originate from the PV. The reconstructed \( D^0 \) decay time is selected in the interval \([1.0, 8.0]\)\( \tau_{\text{IP}} \). The lower bound is chosen to minimize biasing effects related to the differences of the time resolution between the three \( D^0 \) decay channels, and to avoid significant combinatorial background from the PV. The higher bound is set to minimize the contribution from secondary decays, the fraction of which increases as a function of \( D^0 \) decay time.

The kinematic matching procedure is then performed for the selected candidates, as detailed in Sec. III. Figure 2 illustrates the transverse momentum of the \( K^- \) candidate of a \( D^0 \to K^-K^+ \) decay matched to the \( \pi^- \) candidate of a \( D^0 \to \pi^-\pi^+ \) decay. The trigger selection requirement on the kaon transverse momentum at 0.8 GeV/c is visible as a sharp cut on the \( x \) axis. A requirement on the matched transverse momentum of the kaon, visible on the \( y \) axis, to be larger than 0.87 GeV/c, is effectively tighter than the trigger requirement applied on the \( D^0 \to K^-K^+ \) candidates. The application of this tighter requirement in the selection of both the matched \( D^0 \to K^-K^+ \) and the \( D^0 \to \pi^-\pi^+ \) candidates ensures that both decays are selected with the same efficiency profile. Similarly, for each kinematic variable of
the $D^0$ candidates, a tightened requirement on the matched variable is applied to the matched and target decays. For the three measurements described in this paper, the matched (target) decay is that with the smallest (largest) momentum of the final-state particles in the $D^0$ rest frame, which consists in matching kaon to pion candidates, allowing for the minimal loss of statistical precision. Hence, for the $y_{CC}$ measurement, the $D^0 \rightarrow K^−K^+$ decay is matched to the $D^0 \rightarrow π^−π^+$ decay; for the $y_{CP}$ measurement, the $D^0 \rightarrow K^−K^+$ decay is matched to the $D^0 \rightarrow K^−π^+$ decay; finally, for the $y_{CP}$ measurement, the $D^0 \rightarrow K^+π^−$ decay is matched to the $D^0 \rightarrow π^−π^+$ decay. An additional requirement on matched quantities is that the variable $\tilde{\chi}_{IP}^2 = (P_T^2 \times 11.6 + 23.4/p_T)^2$, where $P_T$ is expressed in GeV/c and IP in $\mu$m, to be larger than 6.0 [32]. This allows the combinatorial background in the data sample to be reduced further. The data sample is split into 22 intervals of $D^0$ decay time of equal population, with the exception of the four intervals with the largest decay times containing half of the population of the others.

Following the offline and matching requirements, about 6% of the $D^0 \rightarrow K^−K^+$ and $D^0 \rightarrow π^−π^+$ and 3.5% of the $D^0 \rightarrow K^−π^+$ candidates are combined with multiple $π_{μκ}$ candidates to form $D^{++}$ meson candidates. When multiple candidates are present in the event, one is selected randomly.

V. MASS FIT AND DOMINANT BACKGROUND CONTRIBUTIONS

The $Δm$ distributions of all three decay channels are shown in Fig. 3 for the combined dataset. A binned maximum-likelihood fit is applied to the $Δm$ distribution to separate signal from combinatorial background arising predominantly from the association of a $D^0$ meson with a random $π_{μκ}$ candidate from the $pp$ interaction. The signal is fitted with the sum of three Gaussian functions and a Johnson SU function [33]. The combinatorial background is fitted with the empirical model

$$P(Δm) = \frac{1}{I_B} Δm \cdot \sqrt{\frac{m_0^2}{m_0^2 - 1}} \cdot \exp \left( -α \left( \frac{Δm^2}{m_0^2} - 1 \right) \right),$$

where $m_0$ and $α$ are free parameters, and $I_B$ is a normalization constant. In the $Δm$ distribution, a signal region is defined in the interval [144.45, 146.45] MeV/c$^2$ and a sideband region in the interval [150, 154] MeV/c$^2$. The contribution from the residual background in the signal region is estimated from the sideband region and subtracted with a dedicated procedure. The fitting of the $Δm$ distribution is performed independently for each $D^0$ flavor, year and magnet polarity, and in each of the 22 intervals of $D^0$ decay time. In the signal region, the time-integrated signal purities are equal to 98%, 96%, and 95% for the $D^0 \rightarrow K^−π^+$, $D^0 \rightarrow K^−K^+$ and $D^0 \rightarrow π^−π^+$ channels, respectively, and the time-integrated signal yields amount to 70 million, 18 million, and 6 million decays. The fits to the $Δm$ distributions of all three decay channels are displayed in Fig. 3.
The data samples are also contaminated by the presence of secondary $D^{*+}$ mesons, which are not produced at the PV but from $B$ meson decays. Since the reconstructed $D^{0}$ decay time is calculated as $t = l \cdot m(D^{0})/p(D^{0})$, where $l$ is the measured distance between the PV and the decay vertex of the $D^{0}$ meson, $t$ is overestimated for secondary candidates since $l$ is affected by the flight distance of $B$ mesons. The IP of the corresponding $D^{0}$ candidates is usually different from zero, as opposed to $D^{0}$ candidates from prompt $D^{*+}$ decays. Hence, requesting the IP of $D^{0}$ candidates not to exceed 50 $\mu$m allows a significant fraction of secondary $D^{*+}$ mesons, $f_{sec}(t)$, defined as the time-dependent ratio of the number of $D^{0}$ mesons from secondary decays over the total, to be rejected from the data sample. To account for the residual contamination of secondary $D^{*+}$ candidates, the ratio $R^{f}(t)$ is separated according to its prompt and secondary components, $R^{f}_{prompt}(t)$ and $R^{f}_{sec}(t)$, as

$$R^{f}(t) = (1 - f_{sec}(t))R^{f}_{prompt}(t) + f_{sec}(t)R^{f}_{sec}(t).$$

The decay time ratio of $D^{0}$ mesons from secondary $D^{*+}$ decays is expressed as

$$R^{f}_{sec}(t) \propto e^{-\left(y_{CP}^{KK} - y_{CP}^{f}\right)/\tau_{CP}},$$

where $\langle t_{D}(t) \rangle$ is the average true $D^{0}$ decay time $\langle t_{D} \rangle$ as a function of the reconstructed $D^{0}$ decay time $t$. The quantities $f_{sec}(t)$ and $\langle t_{D}(t) \rangle$ are determined using data and simulated samples of $D^{0} \to K^{-}\pi^{+}$ decays generated separately for prompt $D^{*+}$ decays and through the expected mixture of $B^{0}$ and $B^{+}$ meson decays to $D^{*+}$ candidates. The kinematic distributions of the simulation samples are weighted to those of data samples to account for kinematic discrepancies. The fraction $f_{sec}(t)$ is obtained by fitting the distribution of IP($D^{0}$) in data in each interval of $t$ using simulation-based templates of IP($D^{0}$) from prompt and secondary decays. The values of $f_{sec}(t)$ are measured to increase from about 2% to 7% across the studied $D^{0}$ decay time range. The quantity $\langle t_{D}(t) \rangle$ is determined from the simulated sample of secondary decays. The obtained values of $f_{sec}(t)$ and $\langle t_{D}(t) \rangle$ are shown in Fig. 4.

VI. ANALYSIS VALIDATION WITH SIMULATION

The kinematic matching procedure is validated with RapidSim simulation. Signal candidates of prompt $D^{*+} \to (D^{0} \to K^{-}\pi^{+})\pi^{+}_{tag}$ and $D^{*+} \to (D^{0} \to K^{-}\pi^{+})\pi^{+}_{tag}$ decays are generated without $D^{0}$-$\bar{D}^{0}$ mixing. The simulation samples are subjected to selection criteria representative of the trigger. These include requirements on momentum and IP-related quantities, which are strongly correlated with the $D^{0}$ decay time and induce substantial differences between the selection efficiency profiles of $D^{0} \to K^{-}K^{+}$ and $D^{0} \to K^{-}\pi^{+}$ decays at low $D^{0}$ decay time. The kinematic matching procedure is then applied to equalize the selection efficiencies of $D^{0} \to K^{-}K^{+}$ and $D^{0} \to K^{-}\pi^{+}$ decays. Following this correction, a fit to the decay time ratio $R^{KK}(t)$ gives $y^{KK}_{CP} - y^{KK}_{CP} = (0.17 \pm 0.19) \times 10^{-3}$, compatible with the expected value of zero. This study demonstrates that the kinematic matching procedure corrects effectively for the kinematic differences between the two decays.

The analysis procedure is further validated with full simulation. Large signal yields of 50 million $D^{0} \to K^{-}\pi^{+}$, 33 million $D^{0} \to K^{-}K^{+}$ and 11 million $D^{0} \to \pi^{-}\pi^{+}$ decays are obtained by generating the particles of the studied decay chain without the full underlying event. The analysis procedure detailed in Sec. IV is applied to all three decay channels independently for each year and magnet polarity to account for potential differences between the data taking conditions, and the results are combined as a final step. Following the application of the kinematic matching and weighting procedures, the parameters are measured to be

$$y^{CC}_{CP} = (0.15 \pm 0.36) \times 10^{-3},$$
$$y^{KK}_{CP} - y^{KK}_{CP} = (0.17 \pm 0.43) \times 10^{-3},$$
$$y^{KK}_{CP} - y^{KK}_{CP} = (0.10 \pm 0.24) \times 10^{-3},$$

where the uncertainties are smaller than the statistical uncertainties expected in data. All three results are
compatible with zero. This is expected since $D^0 - \bar{D}^0$ mixing has not been simulated. This result validates the analysis procedure with simulation.

**VII. RESULTS**

Both matching and weighting procedures are employed to perform the measurements of $\gamma_{CP}^{CC}$, $\gamma_{CP}^{\pi\pi} - \gamma_{CP}^{K\pi}$ and $\gamma_{CP}^{KK} - \gamma_{CP}^{K\pi}$ for each year and magnet polarity of the LHCb Run 2 dataset. Figure 5 presents the normalized distributions of the $D^0$ decay angle prior to any kinematic correction (raw) and after the application of both kinematic matching and weighting procedures. The two correction procedures significantly improve the agreement between the distributions. The agreement is also verified to be good for a series of additional kinematic variables.

The parameters $\gamma_{CP}^{CC}$, $\gamma_{CP}^{KK} - \gamma_{CP}^{K\pi}$, and $\gamma_{CP}^{\pi\pi} - \gamma_{CP}^{K\pi}$ are determined from a $\chi^2$ fit to the corresponding time-dependent $R_f(t)$ ratios. The results of the measurements are presented in Fig. 6, where $\chi^2$ fits with a constant
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**FIG. 5.** Left: normalized distributions of the $D^0$ decay angle $\cos \theta^*$ in the raw condition, and right: following both kinematic matching and reweighting procedures. The distributions are shown for the (top) $\gamma_{CP}^{CC}$, (middle) $\gamma_{CP}^{\pi\pi} - \gamma_{CP}^{K\pi}$ and (bottom) $\gamma_{CP}^{KK} - \gamma_{CP}^{K\pi}$ measurements. The plots are obtained with the 2017 MagUp sample.
function are performed to determine the averages over all data samples. The results of these fits are reported in Table I. The raw measurements have good compatibility among the different years and magnet polarities. This indicates uniform performance of the trigger and offline selections, which do not include effects substantially biasing the measurements. The kinematic matching procedure shifts the average value of $y_{CC}^{CP}$ by $(-0.96 \pm 0.21) \times 10^{-3}$, $y_{CP}^{\pi\pi} - y_{CP}^{KK}$ by $(-0.67 \pm 0.21) \times 10^{-3}$, and $y_{CP}^{KK} - y_{CP}^{KK}$ by $(+0.50 \pm 0.12) \times 10^{-3}$. The shifts of $y_{CP}^{\pi\pi} - y_{CP}^{KK}$ and $y_{CP}^{KK} - y_{CP}^{KK}$ are compatible in magnitude but opposite in sign, as expected given the difference in the nature of the final states in the numerators of their respective decay time ratios. The shifts of $y_{CP}^{CC}$ are measured to be about twice those of $y_{CP}^{\pi\pi} - y_{CP}^{KK}$, expected from the fact that $R_{CC}^{CP}(t)$ probes the decay time ratio of final states in which both particles have different masses. The kinematic weighting shifts the values of $y_{CP}^{CC}$ and $y_{CP}^{\pi\pi} - y_{CP}^{KK}$ by a few $10^{-4}$ toward negative values. Finally, the use of the fit model of Eq. (9), which takes into account the presence of secondary decays, shifts the average values of $y_{CP}^{\pi\pi} - y_{CP}^{KK}$ by about $+0.1 \times 10^{-3}$.

All three measurements have individual fits of good quality and are found to be compatible among years and magnet polarities. Following all correction procedures and the use of the fit model of Eq. (9), which includes secondary decays, the average values are measured to be

$$y_{CC}^{CP} = (-0.44 \pm 0.53) \times 10^{-3},$$

$$y_{CP}^{\pi\pi} - y_{CP}^{KK} = (6.57 \pm 0.53) \times 10^{-3},$$

$$y_{CP}^{KK} - y_{CP}^{KK} = (7.08 \pm 0.30) \times 10^{-3},$$

where the uncertainties are only statistical. The value of $y_{CP}^{CC}$ is measured to be compatible with zero within one standard deviation ($\sigma$), validating the cross-check measurement with data. Figure 7 shows the distributions of $R_{CP}^{\pi\pi}(t)$ and $R_{CP}^{KK}(t)$ using the full dataset, with Eq. (9) overlaid, computed using the average values of $y_{CP}^{\pi\pi} - y_{CP}^{KK}$ and $y_{CP}^{KK} - y_{CP}^{KK}$.

**VIII. SYSTEMATIC UNCERTAINTIES**

Although the analysis procedure is designed to minimize systematic uncertainties on $y_{CP}^{\pi\pi} - y_{CP}^{KK}$, several sources of possible bias in the results remain and are evaluated. The first source of systematic uncertainty arises from the subtraction of the combinatorial background, which relies on the assumption that the kinematic properties of combinatorial background candidates are identical in the signal and in the sideband interval of the $\Delta m$ distribution. A systematic uncertainty on this assumption is assigned by repeating the measurement using three alternative sideband
Matching the combinatorial background subtraction. The combined uncertainty is assigned by propagating the uncertainties on the combinatorial background level and smaller size of the 

\[ \chi^2 \] fits of Fig. 6 for each correction procedure. The results are shown in units of \( 10^{-3} \), while the values in parenthesis correspond to the \( \chi^2 \) of the fits, where the number of degrees of freedom is 7 for all measurements.

<table>
<thead>
<tr>
<th></th>
<th>( y_{\chi^2}^{CC} )</th>
<th>( y_{\chi^2}^{KK} - y_{\chi^2}^{CC} )</th>
<th>( y_{\chi^2}^{KK} - y_{\chi^2}^{CC} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw</td>
<td>0.68 ± 0.47(7.9)</td>
<td>7.48 ± 0.48(5.5)</td>
<td>6.64 ± 0.27(6.6)</td>
</tr>
<tr>
<td>Matching</td>
<td>-0.28 ± 0.52(8.3)</td>
<td>6.80 ± 0.52(2.9)</td>
<td>7.14 ± 0.29(5.5)</td>
</tr>
<tr>
<td>Matching + Weighting</td>
<td>-0.43 ± 0.52(9.0)</td>
<td>6.44 ± 0.52(2.8)</td>
<td>6.94 ± 0.29(5.9)</td>
</tr>
<tr>
<td>Matching + Weighting + Fit with secondaries</td>
<td>-0.44 ± 0.53(9.0)</td>
<td>6.57 ± 0.53(2.8)</td>
<td>7.08 ± 0.30(5.9)</td>
</tr>
</tbody>
</table>

regions, namely [140.5, 142], [149, 152] and [152, 155] MeV/\( c^2 \). An additional source of systematic uncertainty is assigned by propagating the uncertainties on the combinatorial background subtraction. The combined systematic uncertainty is measured to be \( 0.12 \times 10^{-3} \) for \( y_{\chi^2}^{\pi\pi} - y_{\chi^2}^{K\pi} \) and \( 0.07 \times 10^{-3} \) for \( y_{\chi^2}^{KK} - y_{\chi^2}^{\pi\pi} \), the first being higher due to larger combinatorial background level and smaller size of the \( D^0 \rightarrow \pi^- \pi^+ \) sample.

A second source of systematic uncertainty is related to the presence of partially reconstructed or misreconstructed \( D^{*-} \rightarrow D^0 \pi^+ \) decays. These decays are referred to as peaking background since they show a peaking structure in the \( \Delta m \) distribution. For each decay channel, the peaking background contributions are studied with RapidSim simulation. The simulation samples are used as templates to fit the \( D^0 \) mass distributions, from which the fraction of peaking background candidates is determined in the signal region. In the \( D^0 \rightarrow \pi^- \pi^+ \) channel, the \( D^0 \rightarrow \pi^- e^+ \nu_e \) and \( D^0 \rightarrow \pi^+ \mu^- \nu_\mu \) background components are significant in the \( D^0 \) signal mass region. The background fraction is measured as \( 3.5 \times 10^{-4} \). In the \( D^0 \rightarrow K^- \pi^+ \) channel, the \( D^0 \rightarrow \pi^- \pi^+ \pi^0 \), \( D^0 \rightarrow K^- e^+ \nu_e \) and \( D^0 \rightarrow K^- \mu^- \nu_\mu \) background contributions are dominant, and the background fraction is estimated as \( 8.9 \times 10^{-4} \). Finally, in the \( D^0 \rightarrow K^- K^+ \) channel, the dominant background sources come from the \( D^0 \rightarrow K^- \pi^+ \pi^0 \), \( D^0 \rightarrow K^- e^+ \nu_e \) and \( D^0 \rightarrow K^- \mu^- \nu_\mu \) decay channels. The background fraction is measured to be \( 11.8 \times 10^{-4} \). Using the RapidSim samples, the impact of these contributions on the measurements of \( y_{\chi^2}^{LHCb} - y_{\chi^2}^{CP} \) and \( y_{\chi^2}^{K^0} - y_{\chi^2}^{CP} \) is evaluated to be \( 0.02 \times 10^{-3} \) and \( 0.11 \times 10^{-3} \), respectively. These values are assigned as systematic uncertainties.

A third source of systematic uncertainty arises from the precision on the determination of the time-dependent fraction of secondary decays \( f_{sec}(t) \), and the average true \( D^0 \) decay time \( \langle t_D \rangle \) as a function of the reconstructed \( D^0 \) decay time \( t \). The uncertainty in the determination of \( f_{sec}(t) \) receives three separate contributions. First, in the fits to \( IP(D^0) \), discrepancies in the ratio between the fit model and data are seen to reach up to 10%. The impact of these discrepancies to the measurement is assigned as a systematic uncertainty. Second, the fits to \( IP(D^0) \) are performed in the interval \( [0, 200] \mu m \). The impact of increasing the upper bound of the interval to 600 \( \mu m \) results in a slow variation to the \( y_{\chi^2}^{CP} - y_{\chi^2}^{KK} \) measurements, which is assigned as a systematic uncertainty. Finally, the simulation samples of prompt and secondary candidates are produced for the 2017 and 2018 data conditions only, and a systematic uncertainty is assigned by considering the impact to the measurement of potential variations to the distribution of \( IP(D^0) \) in the 2015 and 2016 data taking conditions. The uncertainty in the determination of \( \langle t_D(t) \rangle \) receives two independent contributions. First, the impact on the different lifetimes between \( B^0 \) and \( B^+ \) mesons is considered by determining \( \langle t_D(t) \rangle \) using simulation samples of alternatively only \( B^0 \) or \( B^+ \) candidates. Then, the effect of the

![Graph](https://via.placeholder.com/150)

**FIG. 7.** Distributions of (top) \( R^{\pi\pi}(t) \) and (bottom) \( R^{KK}(t) \) using the full LHCb Run 2 dataset, with the results of \( y_{\chi^2}^{CP} - y_{\chi^2}^{KK} \) and \( y_{\chi^2}^{KK} - y_{\chi^2}^{CP} \) overlaid as the blue slopes.
weighting of the simulation samples is evaluated by determining \( \langle t_D(t) \rangle \) with and without the weighting. The total systematic uncertainty related to the treatment of secondary decays is evaluated to be at the level of \( 0.03 \times 10^{-3} \) for both the \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \) and the \( \gamma_{CP}^{K_{K}} - \gamma_{CP}^{K_{S}} \) measurements.

A systematic uncertainty related to the kinematic weighting procedure is assigned by using alternative input variables and particles of the decay chain to the weighting algorithm and repeating the measurement. An additional systematic uncertainty is assigned by performing the weighting of the target decay to the matched one. The systematic uncertainties are summed in quadrature and determined as \( 0.08 \times 10^{-3} \) for \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \) and \( 0.02 \times 10^{-3} \) for \( \gamma_{CP}^{K_{K}} - \gamma_{CP}^{K_{S}} \).

The uncertainty on the current world average value of the lifetime of the \( D^0 \) meson [1] is propagated as a systematic uncertainty and is estimated as \( 0.03 \times 10^{-3} \) for both measurements.

A source of systematic uncertainty includes a potential bias related to the contributions from the flavor of the \( D^0 \) meson, which can arise from tagging-pion detection asymmetries and \( D^0 \) production asymmetries. The size of such a bias is estimated by performing the measurement separating the two \( D^0 \) flavors. The \( D^0 \) and \( \bar{D}^0 \) measurements are seen to be compatible within the 1\( \sigma \) level. The weighted average of the \( D^0 \) and \( \bar{D}^0 \) measurements is compared to the baseline measurement where both \( D^0 \) and \( D^0 \) samples are merged. For \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \), the difference between the two strategies is measured as \( 0.03 \times 10^{-3} \), while for \( \gamma_{CP}^{K_{K}} - \gamma_{CP}^{K_{S}} \) it is found to be below \( 0.01 \times 10^{-3} \). These values are assigned as systematic uncertainty.

It is suggested in Ref. [13] that in the expansion of \( R^f(t) \), the second-order terms of the decay time and mixing parameters differ from those of the exponential function used in the baseline fit. To estimate potential resulting biases, one thousand pseudoexperiments consisting of samples of Cabibbo-suppressed and Cabibbo-favored decays are generated according to the theoretical model described in Ref. [13], using the current world average values of charm mixing and \( CP \)-violation parameters [11]. For each pseudoexperiment, \( R^f(t) \) is fitted with an exponential function and the departure of the mean value of the fits from the expectation of the theoretical model is measured as \( 0.03 \times 10^{-3} \), and is assigned as a systematic uncertainty. The summary of the systematic uncertainties is presented in Table II, where the quadratic sum of all contributions is \( 0.16 \times 10^{-3} \) for \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \) and \( 0.14 \times 10^{-3} \) for \( \gamma_{CP}^{K_{K}} - \gamma_{CP}^{K_{S}} \).

Robustness checks are performed by verifying that the measurements do not show any dependence on various variables, including the momentum, transverse momentum, the pseudorapidity and azimuthal angle of the \( D^0 \) and \( \pi_{tag} \) mesons, as well as the \( D^0 \) flight distance in the plane transverse to the beam and the \( z \) coordinate of the \( D^0 \) decay vertex. No significant dependence of \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \) on any of the listed variables is observed. To study a potential dependence on the orientation of the magnetic field and on a potential left-right asymmetry of the detector, the measurement is performed separately for positive and negative values of the \( x \) component of the momentum of the \( D^0 \) meson, and for the \( MagUp \) and \( MagDown \) polarities. All measurements are seen to be statistically compatible within two standard deviations. To evaluate the impact of possible residual resolution effects at low values of \( D^0 \) decay time, the measurements of \( \gamma_{CP}^{f} - \gamma_{CP}^{K_{S}} \) are performed by increasing successively the lower window of the \( D^0 \) decay time up to \( 1.7 \tau_{CP} \). Accounting for the statistical overlap, all measured values are found to be statistically compatible and correspondingly no systematic uncertainty is assigned to this effect.

Due to the presence of correlations between the reconstructed \( D^0 \) decay time and momentum, the correction procedure can introduce a bias to the true values of \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \). To study this bias, artificial values of \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \) are injected to the data samples by altering the decay time distribution of numerator decays. Both kinematic matching and weighting procedures are applied and the measured values are compared to the injected ones. The procedure is performed for ten values in the interval \([\pm 25, 25] \times 10^{-3}\). The measured and injected values agree, confirming that no significant bias is seen and correspondingly no systematic uncertainty is applied.

### IX. SUMMARY AND CONCLUSION

The measurements of the ratios of the effective decay widths of \( D^0 \to \pi^{-}\pi^{+} \) and \( D^0 \to K^{-}K^{+} \) decays over that of \( D^0 \to K^{-}\pi^{+} \) decays are performed with the LHCB experiment using \( p \) \( p \) collisions at a centre-of-mass energy of 13 TeV, corresponding to an integrated luminosity of 6 \( fb^{-1} \). The ratios give direct access to the charm mixing parameters \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \) and \( \gamma_{CP}^{K_{K}} - \gamma_{CP}^{K_{S}} \), which are measured to be

### TABLE II. Systematic uncertainties for the \( \gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}} \) and \( \gamma_{CP}^{K_{K}} - \gamma_{CP}^{K_{S}} \) measurements.

<table>
<thead>
<tr>
<th>Source of Uncertainty</th>
<th>( \sigma(\gamma_{CP}^{\pi^{-}} - \gamma_{CP}^{K_{S}}) ) ([10^{-3}])</th>
<th>( \sigma(\gamma_{CP}^{K_{K}} - \gamma_{CP}^{K_{S}}) ) ([10^{-3}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combinatorial background</td>
<td>0.12</td>
<td>0.07</td>
</tr>
<tr>
<td>Peaking background</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>Treatment of secondary decays</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Kinematic weighting procedure</td>
<td>0.08</td>
<td>0.02</td>
</tr>
<tr>
<td>Input ( D^0 ) lifetime</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Residual nuisance asymmetries</td>
<td>0.03</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Fit bias</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Total</td>
<td>0.16</td>
<td>0.14</td>
</tr>
</tbody>
</table>
where the first uncertainties are statistical and the second systematic. Assuming that all systematic uncertainties are fully correlated, except those of the peaking background contributions which are considered as uncorrelated, the combination of the two measurements yields

\[ y_{CP} - y_{CP}^K = (6.57 \pm 0.53 \pm 0.16) \times 10^{-3}, \]
\[ y_{CP}^K - y_{CP} = (7.08 \pm 0.30 \pm 0.14) \times 10^{-3}. \]

This result is compatible with the present world average [16] and more precise by a factor of four.

A combination of LHCb charm measurements is performed using the statistical framework detailed in Ref. [11]. When the present result is added, the mixing parameter \( y \) is found to be equal to \( y = (6.46 \pm 0.24 \pm 0.25) \times 10^{-3} \), improving its current sensitivity by more than a factor of two [16]. In addition, the strong phase difference between the \( D^0 \to K^\pm \pi^\mp \) decay amplitudes is \( \delta_{K^\pm} = (192.1^{+3.7}_{-4.0})^\circ \) and departs from 180° by about three standard deviations, indicating an evidence for \( U\)-spin symmetry breaking.

The precision on \( y \) and \( \delta_{K^\pm} \) can be further reduced by a simultaneous combination of charm results with measurements of the Cabibbo-Kobayashi-Maskawa angle \( \gamma \) in beauty decays, as first done in Ref. [11]. This will be the subject of a separate publication.

\[ \gamma_{CP} - \gamma_{CP}^K = (6.96 \pm 0.26 \pm 0.13) \times 10^{-3}. \]
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