One model is all you need: Multi-task learning enables simultaneous histology image segmentation and classification
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ABSTRACT

The recent surge in performance for image analysis of digitised pathology slides can largely be attributed to the advances in deep learning. Deep models can be used to initially localise various structures in the tissue and hence facilitate the extraction of interpretable features for biomarker discovery. However, these models are typically trained for a single task and therefore scale poorly as we wish to adapt the model for an increasing number of different tasks. Also, supervised deep learning models are very data hungry and therefore rely on large amounts of training data to perform well. In this paper, we present a multi-task learning approach for segmentation and classification of nuclei, glands, lumina and different tissue regions that leverages data from multiple independent data sources. While ensuring that our tasks are aligned by the same tissue type and resolution, we enable meaningful simultaneous prediction with a single network. As a result of feature sharing, we also show that the learned representation can be used to improve the performance of additional tasks via transfer learning, including nuclear classification and signet ring cell detection. As part of this work, we train our developed Cerberus model on a huge amount of data, consisting of over 600 thousand objects for segmentation and 440 thousand patches for classification. We use our approach to process 599 colorectal whole-slide images from TCGA, where we localise 377 million, 900 thousand and 2.1 million nuclei, glands and lumina respectively. We make this resource available to remove a major barrier in the development of explainable models for computational pathology.

1. Introduction

In recent years, there has been a progressive shift towards the digitisation of histopathology slides, enabling the development of computer vision (CV) techniques for automated tissue analysis. In particular, with the rapidly increasing amount of pathology image data and computing power, deep learning has revolutionised the field of computational pathology (CPath). A large proportion of deep CV models used in CPath are convolutional neural networks (CNNs) and have proven to be successful when applied to a plethora of tasks, including cancer detection (Bejnordi et al., 2017; Veeling et al., 2018), cancer grading (Bulten et al., 2020; Shaban et al., 2020) and survival analysis (Bychkov et al., 2018; Shaban et al., 2019). However, black box CNNs may have a poor level of interpretability when used directly in slide classification, as they are typically non-linear and are governed by millions of parameters.

To help overcome the above challenge, deep learning can be leveraged as an initial step to localise regions of interest in the tissue before extracting human-interpretable and biologically meaningful features for downstream slide analysis. This fosters the development of more explainable pipelines for CPath, which is particularly important for boosting the confidence of pathologists in their diagnoses. Explainable models increase model transparency by providing an output that is easy to understand and therefore may be utilised as a tool to help facilitate the decision of the pathologist. Furthermore, using human-interpretable features (Diao et al., 2021) in explainable pipelines can help reveal new biomarkers for complex tasks, such as survival analysis and image-based detection of clinically actionable genetic alterations (Kather et al., 2020).

Previous works on the localisation of various regions and constructs in the tissue typically involve the use of a devoted CNN for a particular task. For example, Diao et al. (2021) trained a network to detect and classify nuclei and an additional network for the segmentation of different tissue types before feature extraction. This strategy is often needed before extracting human-interpretable and biologically meaningful features for downstream slide analysis. This fosters the development of more explainable pipelines for CPath, which is particularly important for boosting the confidence of pathologists in their diagnoses. Explainable models increase model transparency by providing an output that is easy to understand and therefore may be utilised as a tool to help facilitate the decision of the pathologist. Furthermore, using human-interpretable features (Diao et al., 2021) in explainable pipelines can help reveal new biomarkers for complex tasks, such as survival analysis and image-based detection of clinically actionable genetic alterations (Kather et al., 2020).
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because conventional training pipelines require target objects to be labelled across the entire dataset. Optimising networks separately also ensures that training procedures do not need to be tuned over multiple tasks. However, using one model per task may not be scalable as we wish to localise an increasing number of tissue constructs. Instead, utilising a single model that can perform multiple tasks simultaneously is preferable because it reduces the computational overhead, can benefit from shared features between tasks and also saves the time needed for training separate models.

Multi-Task Learning (MTL) (Caruana, 1997; Zhang and Yang, 2017) has previously been explored in CPath, but with a key focus on obtaining a generalisable encoder (Gamper et al., 2020b) for transfer learning (Mormont et al., 2020) or image compression (Telez et al., 2020). Here, each task may include image regions from different tissue types, with varying resolution and potentially with different staining. Therefore, such models cannot be used to perform simultaneous prediction for a single input image, due to inconsistency between assumed inputs for each task. Instead, it may be beneficial to utilise an MTL approach with aligned tasks, thereby enabling simultaneous prediction with a single model. Not only does this enable a meaningful simultaneous prediction, but using aligned tasks also helps ease optimisation by reducing the potential for conflicting gradients to exist between tasks. Therefore, this holds potential for achieving a strong performance across all considered tasks, which was previously not possible with other MTL approaches in CPath (Gamper et al., 2020b).

To perform well, deep learning approaches require an abundance of labelled data, which is a current bottleneck in the development of CPath models because the collection of annotations requires significant pathologist input (Wahab et al., 2021; Tizhoosh and Pantanowitz, 2018). Without large and diverse datasets, any developed model may struggle to generalise to unseen examples, limiting potential usage in a clinical setting. MTL may help to overcome this challenge by utilising a shared encoder, enabling features to be learned over multiple tasks (Crawshaw, 2020). Yet, it is desirable for each task to have access to a large amount of annotated data from multiple sources to ensure strong performance.

In this paper, we propose a multi-task learning approach for simultaneous segmentation and classification of nuclei, glands, lumina and different tissue regions. With the use of a novel sampling strategy, the proposed Cerberus model leverages data from multiple independent sources during training, enabling a competitive performance compared to single-task alternatives while only requiring a single network. Therefore, our approach is the first MTL method in CPath that can sustain a strong performance at the output of the network across all considered tasks. We demonstrate that Cerberus learns a strong feature representation that can help improve the performance of additional tasks via transfer learning, including nuclear classification and signet ring cell detection. To ensure that Cerberus has sufficient labelled examples from multiple different data sources, we create a large and diverse colorectal dataset containing over 600 thousand object boundaries for segmentation and 440 thousand patches for classification. In addition, we process all colorectal slides from The Cancer Genome Atlas (TCGA) and make the results accessible. We hope that doing this will remove a major barrier for the development of explainable approaches for CPath.

The main contributions of this work are listed as follows:

- We present a multi-task network, named Cerberus, that is capable of performing simultaneous prediction with superior performance as compared to single-task learning methods.
- We show that Cerberus learns a strong feature representation that can be leveraged during transfer learning to boost the performance of additional tasks.
- We use our method to process all colorectal slides from TCGA, resulting in 377 million, 900 thousand and 2.1 million nuclei, glands and lumina respectively and make the results available1.

---

1 The results on TCGA and the pretrained Cerberus backbone can be downloaded here: https://github.com/TissueImageAnalytics/cerberus

---

2. Related work

2.1. Multi-task learning vs multi-label learning

MTL for computer vision enables multiple independent datasets to be leveraged during training time, which offers advantages like improved data efficiency, reduced overfitting through shared representations and fast learning by leveraging auxiliary information (Crawshaw, 2020). There are various ways in which MTL can be implemented, including weight sharing (Caruana, 1997; Mormont et al., 2020) and architecture adaptations (Strezoski et al., 2019; Misra et al., 2016). For deep learning, MTL is typically done via hard or soft parameter sharing of hidden layers (Ruder, 2017). Hard parameter sharing is the most common strategy used for MTL, where hidden layers are shared between tasks before using several task-specific output layers. In soft parameter sharing, each task has its own model, where the associated parameters are constrained (Duong et al., 2015; Yang and Hospedales, 2016) so that they are similar for each task. Therefore, using hard parameter sharing may be preferable because using separate models may not be feasible when the number of tasks is large.

It is important to distinguish MTL from Multi-Label Learning (MLL) (Zhang and Zhou, 2016), where each data point is associated with multiple labels. If each label is treated as a separate task, MLL can be viewed as a special case of MTL where different tasks always share the same data (Zhang and Yang, 2017). For clarity, we show the differences between these two learning strategies in Fig. 1.

---

2.2. Multi-label learning for CPath

As mentioned above, it is possible to predict multiple tasks at the output of the network using MLL. For example, Shephard et al. (2021) performed nuclear segmentation and classification along with segmentation of intra-epithelial layers in oral tissue. Similarly Fraz et al. (2020) performed simultaneous segmentation of blood vessels and nerves. However, because the two above-mentioned approaches use MLL, they expect every input image to have associated labels for all tasks. This limits the data that can be used because it is common for available datasets in CPath to only consider a single object (Sirinukunwattana et al., 2017; Gamper et al., 2020a) or label (Kather et al., 2019). Also, tasks require different levels of annotation effort (eg. nuclei take longer to annotate than glands) and therefore exhaustively labelling data across tasks may not be feasible. As a result of the challenges above and to enable the effective utilisation of multiple independent datasets, in this paper we focus on MTL, rather than MLL.
2.3. Multi-task learning for CPath

Several recent CPath models utilise MTL to obtain a representative set of features for transfer learning. For example, Mormont et al. (2020) considered 22 classification tasks within a simple MTL framework, where the learned weights are used to better initialise single task networks for transfer learning. Similarly, Tellez et al. (2020) used MTL to optimise 4 tasks simultaneously and used the learned weights to encode a low-dimensional feature representation that generalised well to new tasks. Gamper and Rajpoot (2021) used MTL in combination with multiple instance captioning to learn representations from histopathology textbooks. Here, it was again shown that using MTL provided a strong feature encoder for transfer learning. Despite the demonstrated benefit of using MTL for transfer learning, subsequent training may still require a single model per task, which comes at an extra computational cost and demands additional training time.

Instead, it may also be desirable to perform well for all considered MTL tasks at the output of the network. In this way, MTL provides a mechanism to learn from multiple independent datasets and enables simultaneous predictions to be made. However, this is only recommended if all considered tasks are aligned. For example, in work by Mormont et al. (2020) one task uses images stained via immunohistochemistry (IHC) for identification of tumour and stroma regions in colorectal tissue, while another task uses Haematoxylin & Eosin (H&E) stained bone marrow tissue for cell classification. Therefore, unexpected results may be obtained at the output of the cell classification branch if presented with IHC stained data. This is because different input data assumptions exist for each task. In fact, none of the above-mentioned studies use MTL for the primary purpose of simultaneous prediction. With the use of different input assumptions, there may be task entanglement and consequently gradient conflicts (Liu et al., 2021; Sener and Koltun, 2018) during network optimisation. This is a major reason why recent MTL methods in CPath cannot match single-task performance at the network output (Gamper et al., 2020b).

2.4. Supervised learning datasets for CPath

MTL can help improve data efficiency because tasks with limited examples can benefit from the data provided by other tasks. Despite
this, it is desirable to ensure that a sufficient number of examples from a variety of different sources are available per task, to increase the likelihood of strong generalisation.

Over recent years, there has been a growing effort in generating labelled datasets for CPath (Graham et al., 2019; Kumar et al., 2019; Verma et al., 2020; Amgad et al., 2021; Naylor et al., 2018; Gamper et al., 2020a; Graham et al., 2021a). Due to differences in the tissue type, resolution and stain, there may exist significant variation between these datasets. For example, Amgad et al. (2019) generated a dataset of annotated regions in H&E stained breast tissue at 20x magnification, whereas Ciompi et al. (2019) created a dataset of lymphocyte counts in tissue with IHC staining at 40x magnification. This variation makes it difficult to aggregate datasets that enable simultaneous prediction, where it is necessary for task-level datasets to have the same input assumptions. As well as this, manual annotation makes it difficult to generate large-scale datasets for segmentation tasks in computational pathology. Iterative labelling strategies (Tavolaro et al., 2020; Graham et al., 2021a; Jaber et al., 2021), which use a human-in-the-loop mechanism, have recently been used in the literature and can help significantly decrease the time required for annotation, while still ensuring a high level of accuracy.

If we assume that all data irrespective of the task should be H&E stained, from colorectal tissue and at 20x objective magnification, then there exists a large amount of available data. Graham et al. (2021a) generated the largest dataset for nuclear instance segmentation and classification in CPath, consisting of 495,179 labelled nuclei from multiple sources. As part of the GLaS challenge, Sirinukunwattana et al. (2017) curated a dataset of 1,530 annotated gland boundaries originating from University Hospitals Coventry and Warwickshire (UHCW). This gland segmentation data was extended by Graham et al. (2019a) into the CRAG dataset, with an additional 3,054 annotated glands from UHCW. As well as segmentation data in colorectal tissue, there exists available patch-based classification data that enables the development of further supervised learning methods. For example, Kather et al. (2019) and Javed et al. (2020) both created large datasets for tissue type classification consisting of 100 thousand and 280 thousand patches, respectively. As a result of the number of existing available datasets, we use H&E stained images from colorectal tissue in all experiments within this paper.

3. Methods

In this section, we describe our proposed MTL-based Cerberus model that enables the simultaneous prediction of aligned tasks in CPath. We report how the learned feature representation can be used to help improve the performance of additional tasks with transfer learning. We then describe the data generation strategy to enable the collection of large datasets for segmentation tasks in CPath. This strategy is used to significantly increase the amount of data used in experiments performed in Section 4.3.

3.1. The Cerberus model architecture

Cerberus is a fully convolutional neural network with a shared encoder \( \Phi \) and \( T \) independent decoders \( \Psi_t \), which make a prediction for each task \( t \). Utilising a shared encoder ensures that a general representation is learned, where each task can benefit from features learned from other tasks. This can be especially useful when certain tasks do not have access to a large amount of data.

We use a ResNet34 encoder (He et al., 2016) for ease of use of weights after training with MTL in downstream applications. For segmentation tasks, we use a U-Net (Ronneberger et al., 2015) style decoder that incrementally upsamples the features by a factor of 2. After each upsampling operation, we incorporate features from the encoder with skip connections, followed by 2 convolutions (3 × 3 kernel) with batch normalisation (Ioffe and Szegedy, 2015). This is repeated until the features have the same spatial dimensions as the input. For patch classification tasks, we use global average pooling to reduce the features at the output of the encoder to a \( k \) dimensional vector, which is then followed by 2 fully connected (FC) layers. In particular, we set \( k \) to 256 and use Dropout (Srivastava et al., 2014) between each FC layer, with a dropout rate of 0.3. An overview of the architecture can be seen in Fig. 2a.

3.2. Cerberus training

Our overall MTL training strategy for Cerberus incorporates data from multiple independent sources and makes a simultaneous prediction at the output of the network. This training pipeline consists of the following steps: (i) sampling patches from each task, (ii) feeding patches through a convolutional neural network with a shared encoder and (iii) task-level loss aggregation.

3.2.1. Task sampler

Our overall dataset \( D \) consists of \( T \) task-dependent datasets \( D_t \), which must be sampled appropriately during batch aggregation. This is because the network parameters are updated according to the data that is present in a particular batch. Careful consideration may be needed when there exist significant differences in the number of samples within each dataset \( D_t \) or if certain tasks are more challenging than others. More information on optimisation will be provided in Section 3.2.2.

When aggregating a batch, we need to ensure that all patches are the same size, so that they can be processed by the network. However, images for different tasks may have different spatial dimensions. It is possible to perform resizing or cropping to ensure that patches across all tasks have the same dimensions, but this may have an unwanted effect on the image quality or spatial context. Therefore, we group tasks into super tasks, which can contain multiple sub-tasks with the same input dimensions. If considering multiple super tasks, then one must be first randomly selected before batch aggregation. In our case, segmentation tasks (input dimensions 448 × 448) and tissue type classification (input dimensions 144 × 144) are treated as different super tasks, which are selected with probabilities of 0.7 and 0.3 respectively.

In this work, we investigate the effect of using two different batch aggregation methods: mixed batch and fixed batch sampling. A mixed batch contains patches from multiple tasks, whereas a fixed batch contains data from a single task. For each patch within a mixed batch, we first select a task-level dataset \( D_t \) from the entire multi-task dataset \( D \) with a probability of \( p_t \). Once a task is selected, a patch is randomly chosen from the corresponding dataset. This two-step process is repeated \( n \) times, where \( n \) is the number of samples in the batch. Rather than selecting a random task for each sample in a batch, for a fixed batch we sample a task dataset \( D_t \) once per batch and then select \( n \) random samples from that given dataset. In all experiments, we set \( p_t = \frac{1}{T} \).

In Fig. 2a, we show a simple example of the output of our task sampler, with a batch size of 3. Here, each coloured border denotes a separate task.

3.2.2. Dynamic training and loss aggregation

Previous work has shown that optimisation of MTL models can be difficult, especially when tasks are in conflict with each other (Lin et al., 2019). In CPath, this may involve using images from different tissue types or with different pixel resolution. This challenge can be exacerbated when each task has a different associated loss function, which makes balancing each task-level loss and consequently overall network optimisation quite challenging. To help ease the training of our model, we ensure that all considered tasks have the same input data assumptions and use a cross-entropy-based loss function to optimise the model. Cross-entropy loss is widely used for both segmentation and classification tasks and therefore is an appropriate choice if we want to use a similar loss function across different tasks.
When training the network, we use dynamic weight freezing that is dependent on how batches are aggregated by the task sampler. After passing a batch through the network, the weights in the encoder \( \Phi \) are always updated irrespective of how the batch is sampled, whereas the weights of decoder \( \Psi \) are only updated when at least one example from task \( t \) is present.

Hereby we define the loss function when we jointly train Cerberus:

\[
\mathcal{L} = \sum_{i \in [1,T]} \sum_{\rho \in \mathcal{D}_i} \mathcal{L}_i(\{\Phi, \Psi_t\}, x_\rho, y_\rho)
\]  

(1)

In this equation, \( \rho \in \mathcal{D}_i \) denotes a sample patch \( \rho \) which belongs to the dataset \( \mathcal{D}_i \) of the task \( i \). Meanwhile, \( x_\rho \) and \( y_\rho \) are predictions generated by the decoder \( \Psi \) and the ground truth for the sample \( \rho \) respectively. In practice, the loss of each task \( i \) is computed by masking samples from other tasks with zeros. In other words, we multiply the resulting loss of all samples with a mask to set their subsequent gradient calculation to zero.

### 3.3. Cerberus for transfer learning

As a result of training Cerberus on a large amount of data, we can leverage the encoder to improve the performance of additional tasks with transfer learning. For example, the Cerberus feature representation can be used to enhance the performance of classification tasks or the model parameters can be used as pretrained weights for better model initialisation. The learned representation may also be used to extend the trained model and enable the subtyping of initially localised objects. To highlight the advantage of utilising Cerberus for transfer learning, we experiment with 3 different applications. First, we test whether the feature representation learned by Cerberus can improve both patch classification and object subtyping and then we see whether Cerberus can provide better pretrained weights for object detection.

An overview of each of the tasks mentioned above is provided in Fig. 2c-e. These are treated as single-task problems and therefore a simple batch aggregation strategy is used, rather than utilising our MTL task sampler, as described in Section 3.2.1.

#### 3.3.1. Patch classification

To test the strength of the features learned by Cerberus, we use them for the task of subtyping small patches centred at individual objects, such as nuclei. In particular, we utilise the trained Cerberus encoder \( \Phi \) and add several output layers to predict the corresponding category. For this purpose, we aggregate features from several positions in the encoder before applying global average pooling and two fully connected layers to obtain the prediction. We account for features at different scales within the encoder in order to demonstrate the feature strength at multiple points within the network. We also freeze the encoder weights and train the output layers in isolation to capture the contribution of the feature representation.

#### 3.3.2. Object subtyping

To give further merit to the Cerberus feature representation, we show how it can be leveraged to sub-categorise each of the initially considered binary segmentation tasks. For this, we add an additional decoder \( \Psi_{T+1} \) to Cerberus, dedicated to the task of subtyping a particular output, such as the nuclei. Then, we train \( \Psi_{T+1} \) in isolation, while freezing both \( \Phi \) and the decoders \( \Psi_t \), \( \forall t \in [1,T] \). We treat this task as a pixel-based classification problem and therefore utilise the same decoder architecture used by the other segmentation tasks. After training the additional subtyping branch, Cerberus can predict all tasks simultaneously.

Training the subtyping branch in isolation means that we do not have to cater for balancing the different components of the loss function between each task. Therefore, we use a combination of cross-entropy and Dice loss, which can also help counter class imbalance in the data (Graham et al., 2019c). Also, we only calculate the loss within foreground pixels by performing a masking operation on the loss function. We do this because the foreground pixels have already been localised by the associated binary segmentation branch and therefore differentiating between foreground and background is not needed. Concretely, the loss at the output of the subtyping branch \( \Psi_{T+1} \) for input \( X \) is defined as:

\[
\mathcal{L}_{T+1}(X) = \mathcal{L}_\alpha(X) + \mathcal{L}_\beta(X),
\]  

(2)

where \( \mathcal{L}_\alpha \) and \( \mathcal{L}_\beta \) refer to the masked cross-entropy and Dice losses respectively. Specifically, \( \mathcal{L}_\alpha(X) \) and \( \mathcal{L}_\beta(X) \) are defined as follows:

\[
\mathcal{L}_\alpha(X) = -\sum_{k \in [1,K]} \frac{1}{|\mathcal{V}_k|} \sum_{i \in \mathcal{V}_k} y_{\hat{X}}(i) \cdot \log \tilde{y}_{\hat{X}}(i) + c
\]  

(3)

\[
\mathcal{L}_\beta(X) = \sum_{k \in [1,K]} 1 - \frac{2 \cdot \sum_{i \in \mathcal{V}_k} y_{\hat{X}}(i) + \tilde{y}_{\hat{X}}(i)}{\sum_{i \in \mathcal{V}_k} y_{\hat{X}}(i) + \sum_{i \in \mathcal{V}_k} \tilde{y}_{\hat{X}}(i) + c}.
\]  

(4)

Here, \( K \) is the number of classes, \( \gamma \) denotes the prediction and \( \tilde{y} \) is the ground truth. Therefore, \( y_{\hat{X}}(i) \) corresponds to the prediction for input image \( X \) for class \( k \) and pixel \( i \). \( \mathcal{V}_k \) denotes the set of foreground pixels belonging to class \( k \) and \( c \) is a smoothing parameter used in the Dice loss to avoid division by zero.

#### 3.3.3. Object detection

Instead of adding additional decoders so that Cerberus performs an increasing number of tasks, we may want to utilise the weights in the trained Cerberus encoder for improved weight initialisation in a separate network. It is a common strategy to initialise networks with weights obtained from sampling from the normal distribution (Glorot and Bengio, 2010; He et al., 2015) or from initially training on large datasets, such as ImageNet. However, we demonstrate that utilising weights obtained from training Cerberus can provide better initialisation for certain tasks in CPath, leading to improved performance. To showcase this, we train RetinaNet (Lin et al., 2017), with our pretrained Cerberus encoder as the backbone, for the task of object detection. RetinaNet is a region proposal network (RPN) (Ren et al., 2015) that performs object detection by predicting the bounding boxes within an input image. RPNs are designed to efficiently predict region proposals with a wide range of scales and aspect ratios, which are then further processed to predict the location of object bounding boxes. For this experiment, our goal is to understand whether Cerberus can provide better initial weights, rather than isolating the contribution of the feature representation. Therefore, all weights in the network are optimised together.

#### 3.4. Collecting large datasets for segmentation

Manually annotating datasets for deep segmentation models is a very time-consuming procedure. Many deep learning models can provide an accurate segmentation, especially in trivial areas with a distinct morphology. Therefore, it may be a waste of effort to still rely on manual annotation in areas where deep learning models can perform well. Therefore, to enable the collection of a large amount of accurately labelled data we employ a pathologist-in-the-loop annotation collection pipeline, which is a simplified version of the strategy implemented by Graham et al. (2021a). Our method consists of three main steps: (i) initial segmentation model training with manually annotated data, (ii) pathologist-in-the-loop refinement and retraining, (iii) final manual refinement.

First, we train an initial deep segmentation model on manually annotated data. This may be on existing available data if we are annotating objects with known publicly available datasets such as glands (Sirinukunwattana et al., 2017; Graham et al., 2019a). Otherwise, if annotating an object with no available dataset in a given tissue type, then a manually annotated dataset needs to be created.

After training the initial segmentation model, we process all data that we wish to annotate with the algorithm. With the input of a pathologist, we then extract image regions of size 1,000 x 1,000
where the algorithm does not perform well and refine the results. These images, along with the corresponding refined annotations, are then added to the initial training set before retraining the model. This extract-refine-retrain step is repeated until there is no noticeable improvement with the addition of further data. As a final step, we perform manual refinement of all data, which is then verified by a qualified pathologist. Segmented glands and lumina were presented for pathologist review when the data scientists were not sure about the visual quality of segmentation or noticed regions (glands or lumina) that could be potential false negatives. As a result, the number of actual glands/lumina reviewed and/or annotated by the pathologist was much less than the total number of glands/lumina. We provide an overview of our iterative labelling strategy in Fig. 3 and a summary of the number of collected annotations in Table 1.

4. Experiments and results

4.1. The datasets

In our MTL experiments, we utilise four task-level datasets. Specifically, we utilise a gland, lumen, nuclei and tissue type classification dataset, where each one contains image regions taken from H&E stained colon tissue samples at 20× objective magnification (around 0.5 μm/pixel).

Gland dataset: GlaS (Sirinukunwattana et al., 2017) and CRAG (Graham et al., 2019a) are two of the most widely used available datasets for gland instance segmentation in colon histology images, containing a total of 1,602 and 3,209 annotated glandular boundaries, respectively. Despite GlaS and CRAG proving instrumental in the development of the recent automated gland segmentation models (Chen et al., 2017; Graham et al., 2019a), both datasets are from a single centre (UHCW) and therefore models trained on these may not generalise well to external data. Therefore, in addition, we annotate glands from two further datasets using our iterative pathologist-in-the-loop annotation method described in Section 3.4. Specifically, we label 46,346 additional glands within images extracted from the DigestPath and TCGA datasets.

Lumen dataset: There has been recent work on the collection of large annotated datasets for gland segmentation within colon tissue, but there are not many works on lumen segmentation, which can be beneficial for diagnosing certain conditions such as cribriform architecture and serrated polyps. To combat this, we annotate lumina within images taken from the GlaS, CRAG, DigestPath and TCGA datasets using our iterative labelling approach and accordingly use the data in associated experiments. For this, we manually label 6,863 lumen regions in GlaS and CRAG images as our initial annotated dataset and then use our iterative scheme to generate 49,495 lumen boundaries in the DigestPath and TCGA datasets.

Nuclei dataset: We use the Lizard dataset (Graham et al., 2021a,b), which is the largest known instance segmentation and classification dataset in CPath containing nearly half a million labelled nuclei. Each nucleus is labelled according to the cell that it belongs to. Specifically, the labels used in the dataset are epithelial, lymphocyte, plasma, neutrophil, eosinophil and connective tissue. Here, the connective tissue is a broader category that includes endothelial cells, fibroblasts and muscle cells. When creating the dataset, image regions are extracted from the following 6 sources: CRAG (Graham et al., 2019a), GlaS (Sirinukunwattana et al., 2017), CoNSeP (Graham et al., 2019c), PanNuke (Gamper et al., 2020a), DigestPath (Da et al., 2022) and TCGA. Therefore, Lizard is a diverse dataset and models trained on it may likely generalise to unseen examples.

Tissue type dataset: We utilise 3 datasets for tissue type classification in colorectal images, that we refer to as CRC-TP2, Kather5K (Kather et al., 2016) and Kather100K (Kather et al., 2019), which contain 100,000, 5,000 and 333,362 patches respectively. Here, CRC-TP2 contains image patches from UHCW, whereas Kather5K and Kather100K contain patches from the pathology archive at the University Medical Center Mannheim. CRC-TP2 is an extension of the dataset by Javed et al. (2020), where we add an extra 53,362 patches from an internal colon biopsy dataset (Wahab et al., 2021). Overall, the tissue types present in the dataset are background, adipose (fat), abnormal epithelium, normal epithelium, inflammatory, stroma, muscle, debris and mucous. Example image patches for each class can be seen in Fig. 4.

Data split: For segmentation tasks, we use TCGA data as an external test set and split the remaining data into 3 folds for cross-validation. For tissue type classification, we do not use an external test set but similarly split the data into 3 folds. When creating each split, we separate the data on a patient level to ensure that test data remains completely unseen. Then, for a given fold we assign each split as either a training, validation or testing subset. We also make sure that no patient overlap occurs between the subsets. For example, if a patch from fold 1 of the nuclei dataset belongs to a given patient, then that patient should not exist in any of the other datasets in folds 2 or 3.

4.2. Evaluation metrics

Segmentation: We utilise the Dice score (Dice, 1945) and Panoptic Quality (PQ) (Kirillov et al., 2019) to measure the binary segmentation performance. Here, the Dice score measures how well a model can separate foreground pixels from the background and is defined as:

\[
\text{Dice} = \frac{2 \times |\hat{Y} \cap Y|}{|\hat{Y}| + |Y|},
\]

where \(Y\) and \(\hat{Y}\) are the prediction and ground truth maps respectively. However, the Dice score does not indicate whether neighbouring objects are correctly separated. Therefore, we also use PQ to provide a measure for the quality of instance segmentation. PQ matches

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Overview of the number of annotated objects used for segmentation tasks in this paper.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Gland</td>
</tr>
<tr>
<td>Existing data</td>
<td>4,811</td>
</tr>
<tr>
<td>Generated data</td>
<td>46,346</td>
</tr>
<tr>
<td>Total</td>
<td>51,157</td>
</tr>
</tbody>
</table>

Fig. 3. Annotating datasets at scale for segmentation: (a) first train an initial segmentation model with available data, (b) process unlabelled data and extract difficult regions where the model does not perform well and (c) difficult regions are then refined and added to the training set before retraining the model. This sequence of steps is repeated until the data is accurately annotated. Difficult regions are shown with red borders in (b), otherwise they are shown with green borders.
predicted objects with ground truth objects based on whether their intersection-over-union (IoU) exceeds 0.5. This matching criterion is used to separate objects into true positives (TP), false positives (FP) and false negatives (FN). Then, PQ is defined as:

\[
PQ = \frac{|TP|}{|TP| + \frac{1}{2}|FP| + \frac{1}{2}|FN|} \times \frac{\sum_{y,j \in TP \setminus TP_{>y,j}} \text{IoU}(y, j)}{|TP|}.
\]

where \(y\) denotes a ground truth instance and \(y\) denotes a predicted instance. We calculate \(PQ\) individually for each image and then average the results to get the overall statistic.

When assessing multi-class instance segmentation, we calculate \(PQ\) independently for each class and then report the average score. In previous work (Gamper et al., 2020a; Graham et al., 2021a), \(mPQ\) was defined by calculating \(PQ\) for each image and for each class before the overall results were averaged. However, the result of a particular image was not considered in the class average if that class was not present in the ground truth. To help avoid skipping images, we also report \(mPQ^+\) (Graham et al., 2021b), which aggregates the statistics over all images before taking the class average.

**Classification:** To assess the classification performance, we utilise mean average precision (mAP) and mean \(F_1\) (m\(F_1\)). For both metrics, either average precision (AP) or \(F_1\) is calculated and the average over the classes is reported to give mAP and m\(F_1\). AP and \(F_1\) are defined as:

\[
Pr_n = \frac{TP_n}{TP_n + FP_n} \quad Re_n = \frac{TP_n}{TP_n + FN_n}
\]

\[
AP = \sum_n (Re_n - Re_{n-1}) Pr_n
\]

\[
F_1 = \frac{Pr_n + Re_n}{Pr_n + Re_n}
\]

Upon using a threshold \(n\) to convert a probability to a binary label, the predictions and ground truth are split into true positive (TP), false positive (FP) and false negative (FN) sets. The number of items in each of these sets is then utilised to calculate the precision (Pr) and recall (Re) values. Depending on the use case, \(n\) may have a different meaning. For \(AP\), \(n\) denotes the \(n\)th threshold level that is associated with a specific threshold value. For \(n-1\), this extends to be the previous threshold level that is smaller than \(n\). However, for \(F_1\), we set the prediction label to be the one with the highest probability, rather than using a specific threshold value.

### 4.3. Results

#### 4.3.1. Cerberus vs state-of-the-art approaches

First, we compare the segmentation performance of Cerberus with recent state-of-the-art approaches in CPath and provide the results in
increase in performance not being large, we see a slight increase in performance when considering the object boundary, especially on the completely unseen data source. Therefore, this justifies predicting the object boundary for instance segmentation in all segmentation tasks considered by our network.

4.3.2. Multi-task learning vs single-task learning for segmentation

We perform extensive experiments to fully understand the contribution of multi-task learning for segmentation. For this experiment, we only consider the binary output for segmentation tasks and consider the eroded map as the instance target for simplicity. We report results for further subtyping of the segmentation output in Section 4.3.3. In particular, we compare single-task learning (STL) methods, where a devoted network is trained individually per task, with multi-task networks, where tasks are optimised simultaneously. We also experiment with two different sampling strategies for MTL: (i) sampling a single task per batch and (ii) sampling a mixture of tasks per batch, referred to as fixed and mixed batches, respectively in 3.2.1. We investigate the above strategies using encoder-decoder based model architectures with hard parameter sharing. Specifically, we experiment with both a basic U-Net style encoder (Ronneberger et al., 2015) with batch normalisation and a ResNet34 encoder (He et al., 2016). We assess the performance of multiple models to remove any bias from the model architecture and instead solely focus on the contribution of the training scheme. After gaining insight into the effect of MTL for segmentation tasks, we investigate whether ImageNet pretrained weights and utilising patch classification as an auxiliary task can further increase the segmentation performance. As described in Section 3.2.1, a batch must contain a single super task, which needs to be initially selected if considering both segmentation and patch classification.

Our major aim is that we want the performance of networks trained using MTL to be at least as good as those trained using STL. This would reduce the computational requirements during training and inference because just a single network could be used to perform tasks simultaneously. We can see from Table 4 that in fact we achieve superior performance for most tasks considered during our experiments. In particular, we observe that both U-Net and ResNet34 alternatives benefit from MTL, especially for gland and lumen segmentation. This observation is more pronounced on the external test set, suggesting that the features learned during MTL can help with generalisation. The greatest improvement from training with MTL is observed for lumen segmentation, especially on the external test set. This can potentially be attributed to learning complementary information regarding the location of glandular boundaries. Despite not observing an obvious increase in performance for nuclear segmentation, results are comparable, suggesting that we do not require a separate network to perform...
this task. We suspect that this may be because we are already using a very large dataset for nuclear segmentation and so the addition of complementary tasks may not be particularly advantageous.

Although we achieve similar performance during cross-validation, it can be seen that utilising a mixed batch leads to significantly better performance on the external test set. Therefore, for the remainder of the experiments in this paper, we only consider MTL with mixed batch sampling. We also hypothesise that mixed batch sampling will scale better when using a large number of tasks because for a given batch, there is a greater probability of at least one sample being present for a particular task. However, this assumption only holds if the batch size is greater than the number of tasks. Further investigation into the relationship between batch types (mixed/fixed) and batch size may be required in future work to fully understand what kind of batches work best for MTL.

For all tasks, we observe that using a ResNet encoder results in a significantly better performance compared to using a conventional U-Net approach. We also observe that initialising the ResNet encoder with ImageNet weights, rather than randomly, gives a further boost in the performance. From Table 4 we can see that with the addition of patch classification, results are comparable for cross-validation, but have improved on the external test set. This suggests that utilising the additional data from the patch classification task leads to the shared encoder learning more representative features, and hence leads to better performance on external data. Of course, as an additional benefit, the network can predict the tissue type at the output of the network, which can potentially lead to more powerful downstream pipelines. It must be noted that results using ImageNet-pretrained MTL models were obtained to assess potential performance gains over MTL. Therefore, they should not be compared directly with STL models. We report the patch classification performance in Table 5, where we observe that the multi-task and single-task models achieve similar performance. Therefore, performance is not compromised when considering multiple tasks alongside patch classification. For this experiment, we compare our approach with STL pretrained with ImageNet to provide a fair comparison.

### 4.3.3. Cerberus feature representation for patch-based nuclear classification

After training Cerberus, our next experiment involves understanding whether the learned features can be used to improve the performance of patch-level nuclear classification. We first assess whether the representation captured from training Cerberus is superior to that obtained from training on ImageNet in a supervised setting. Using ImageNet-trained networks is a common strategy to obtain a deep representation in the field of computer vision and therefore serves as a good benchmark for this experiment. Then, we compare single-task and self-supervised learning alternatives with histology-specific data. In particular, contrastive learning is a self-supervised approach that has shown great promise, without requiring labelled data. Therefore, we compare Cerberus features with those obtained using a recent contrastive learning method called SimCLR (Chen et al., 2020) on our combined gland, lumen and nuclei datasets. However, this may not fully unlock the potential of self-supervised methods that are only bounded by the amount of available image data. Therefore, we also add results using SimCLR trained with over 2 million H&E colon input patches at 20x objective magnification and denote it as SimCLR². For this, in addition to the data that was used for MTL, we sampled many image patches from the PAIP challenge² and TCGA datasets. As an additional benchmark, we also utilise a model provided by Ciga et al. (2022) that was optimised by training SimCLR on 57 histology datasets.

In Table 6, we show results for nuclear classification using different feature representations. Each representation is obtained by passing images through a pretrained ResNet encoder, where weights were initially obtained using one of the strategies described above. Features are passed to several trainable output layers to predict the nuclear category.

---

### Table 4

Comparison of results obtained for binary segmentation using MTL and STL. Sampler indicates how patches are aggregated into batches. A Fixed batch contains patches for segmentation or PC (Section 3.2.1). A Mixed batch contains either only patches for segmentation or PC (Section 3.2.1).

<table>
<thead>
<tr>
<th>Task</th>
<th>Sampler</th>
<th>Nuclei Dice</th>
<th>Nuclei PQ</th>
<th>Gland Dice</th>
<th>Gland PQ</th>
<th>Lumen Dice</th>
<th>Lumen PQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net</td>
<td>STL</td>
<td>0.767 ± 0.013</td>
<td>0.566 ± 0.021</td>
<td>0.891 ± 0.013</td>
<td>0.622 ± 0.030</td>
<td>0.669 ± 0.014</td>
<td>0.501 ± 0.008</td>
</tr>
<tr>
<td></td>
<td>MTL</td>
<td>0.793 ± 0.004</td>
<td>0.560 ± 0.006</td>
<td>0.894 ± 0.006</td>
<td>0.636 ± 0.025</td>
<td>0.688 ± 0.017</td>
<td>0.536 ± 0.022</td>
</tr>
<tr>
<td></td>
<td>Mixed</td>
<td>0.762 ± 0.007</td>
<td>0.558 ± 0.011</td>
<td>0.897 ± 0.011</td>
<td>0.628 ± 0.015</td>
<td>0.697 ± 0.003</td>
<td>0.543 ± 0.011</td>
</tr>
<tr>
<td>ResNet-34</td>
<td>STL</td>
<td>0.772 ± 0.002</td>
<td>0.581 ± 0.006</td>
<td>0.902 ± 0.007</td>
<td>0.669 ± 0.014</td>
<td>0.666 ± 0.006</td>
<td>0.508 ± 0.091</td>
</tr>
<tr>
<td></td>
<td>MTL</td>
<td>0.769 ± 0.007</td>
<td>0.572 ± 0.009</td>
<td>0.903 ± 0.001</td>
<td>0.677 ± 0.022</td>
<td>0.726 ± 0.015</td>
<td>0.585 ± 0.013</td>
</tr>
<tr>
<td></td>
<td>Mixed</td>
<td>0.770 ± 0.003</td>
<td>0.574 ± 0.005</td>
<td>0.905 ± 0.005</td>
<td>0.674 ± 0.016</td>
<td>0.721 ± 0.018</td>
<td>0.590 ± 0.014</td>
</tr>
<tr>
<td>IN-MTL</td>
<td>Mixed</td>
<td>0.779 ± 0.004</td>
<td>0.588 ± 0.009</td>
<td>0.907 ± 0.002</td>
<td>0.683 ± 0.013</td>
<td>0.733 ± 0.019</td>
<td>0.592 ± 0.019</td>
</tr>
<tr>
<td>IN-MTL+PC</td>
<td>Mixed</td>
<td>0.778 ± 0.006</td>
<td>0.589 ± 0.008</td>
<td>0.909 ± 0.008</td>
<td>0.677 ± 0.028</td>
<td>0.735 ± 0.007</td>
<td>0.589 ± 0.006</td>
</tr>
</tbody>
</table>

### Table 5

Comparison of performance with models trained using multi-task and single-task learning for tissue type classification.

<table>
<thead>
<tr>
<th>Task</th>
<th>mAP</th>
<th>mF₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>IN-STL</td>
<td>0.949 ± 0.002</td>
<td>0.885 ± 0.001</td>
</tr>
<tr>
<td>IN-MTL+PC</td>
<td>0.948 ± 0.006</td>
<td>0.883 ± 0.007</td>
</tr>
</tbody>
</table>

² The PAIP dataset is available to download here: https://paip2020.grand-challenge.org/
We aggregate features from several positions of the encoder before applying global average pooling and two fully connected layers to obtain the final prediction. For most entries in Table 6 above the dashed line, we utilise a ResNet34 model for feature extraction. However, Ciga et al. (2022) does not have this model available and instead provides a ResNet18 alternative. Therefore, to enable a like-for-like comparison, we also retrain Cerberus with a ResNet18 backbone and compare the corresponding results.

We extract a dataset of patches of size 32 × 32 pixels centred at each nucleus within our nuclear segmentation dataset and use the same splits that were initially used for feature extraction to ensure that all test data remains completely unseen. We observe from Table 6 that all features obtained using single or multi-task learning achieve a better performance than ImageNet-derived features for nuclear subtyping. They are also superior to those features obtained from training with SimCLR on our gland, lumen and nuclei datasets. Using MTL trained on segmentation tasks leads to stronger features as compared to single-task approaches for gland and lumen segmentation. However, using features from MTL does not surpass the performance of single task nuclear segmentation features. This may be unsurprising because the features learned for nuclear segmentation are most probably directly related to this particular task of nuclear subtyping. However, when adding patch classification as an auxiliary task during MTL, we achieve the best overall performance. MTL with auxiliary patch classification (using a ResNet18 encoder) also obtains superior features for nuclear classification as compared to the model supplied by Ciga et al. (2022).

### 4.3.4. Cerberus feature representation for object subtyping

Cerberus is trained for binary segmentation and multi-class patch classification. However, it may be desirable to further subtype the segmentation output. For example, the output of the gland segmentation branch could be further split into benign and malignant glands, whereas the nuclear segmentation output could be split into different types of nuclei. As described in Section 3.3.2, this can be done by adding a dedicated decoder to Cerberus, which performs pixel-wise classification within objects for a particular task. Majority voting can then be used to assign a single category to each object. When utilising this strategy, the original Cerberus weights are frozen and only the additional decoder is trained. Therefore, the original model parameters remain unchanged and so performance is not compromised. Because the weights are frozen, it is essential for the encoder to have initially learned a strong feature representation to perform well on this task. In Section 3.3.2, we also describe our proposed loss function that focuses only on foreground pixels and aims to combat class imbalance.

For this experiment, we explore whether the strategy described above can be used to improve the performance achieved in Table 6. The added benefit of extending Cerberus in this way is that it enables subtyping to be done jointly with other tasks and therefore a single network can be used. On the other hand, if our patch classification pipeline for nuclear classification was used, then an additional network would be needed. To give justification for our chosen subtyping network architecture and loss function, we provide an ablation study in Table 7.

Rather than having an entirely separate branch for subtyping, we initially split from the binary nuclear segmentation branch after the final upsampling operation to leverage already existing features and save on computational cost. Using this strategy, we experiment with 3 different loss configurations. We first use cross-entropy (CE) and then combine CE with Dice loss to see whether this can help counter the class imbalance present in the dataset. We calculate the loss for all pixels, which is not needed if we already perform object localisation in the segmentation branch. Therefore, we also experiment with a masked loss that computes the loss only in foreground pixels. After analysing the best loss configuration, we then see whether utilising the devoted upsampling branch can further boost the performance.

In Table 7, we observe that adding Dice loss to CE loss leads to an improvement in performance for all measures. There is also a further boost in the performance when using masked loss, which helps the network to learn discriminative features within the nuclei, rather than learning to separate foreground from background. However, it is evident from Table 6 that the performance is still inferior to the patch-classification counterpart that uses the same features. When adding the
Fig. 5. Signet ring cell detection visual results using the pretrained Cerberus encoder.

Fig. 6. Signet ring cell detection performance with different numbers of input samples. We compare Cerberus features with STL (trained on nuclei) and ImageNet-based features. *FROC*: free-response receiver operating characteristic.

devoted upsampling branch, we observe a significant increase in performance, that even surpasses all patch-based alternatives. Therefore, it is clear that the use of a full branch for subtyping is required to ensure a strong performance.

4.3.5. Cerberus pretrained weights for object detection

To understand whether our trained multi-task model leads to better weight initialisation for new tasks, we assess whether utilising the Cerberus pretrained weights can help boost the performance of signet ring cell detection. For this, we utilise data provided as part of the DigestPath challenge, but perform additional labelling due to incomplete annotations. Here, the images with signet ring cell annotations are independent to DigestPath images used during MTL. We also want to understand whether leveraging Cerberus for enhanced weight initialisation can lead to improved data efficiency on novel tasks. For this, we train multiple signet ring cell detection models with increasing numbers of random input samples and assess the impact on performance. Specifically, we train RetinaNet (Lin et al., 2017) with a ResNet backbone to predict the bounding box around each signet ring cell. Here, the backbone is initialised with parameters either obtained from training on ImageNet, from using STL on nuclei histology data (STL-Nuclei from Table 4) or from training Cerberus. As opposed to our nuclei subtyping experiment, we train all model weights after initialisation. Example visual results can be seen in Fig. 5.

Results from training with the different weight initialisation strategies are displayed in Fig. 6, where the performance is measured in terms of area under the free-response receiver characteristic (*FROC*) curve. We choose this metric as it was used as part of the DigestPath challenge to evaluate different submissions. We repeat each experiment 4 times and therefore the plot shows the mean result along with the calculated confidence intervals. It is important to note that the x-axis in the plot is in log-scale. We can see that leveraging the Cerberus encoder leads to an improvement in results over ImageNet and STL pretrained weights, irrespective of the number of input samples. When we are presented with a small number of samples, then using our Cerberus encoder as a pretraining mechanism can lead to greater data efficiency. We make this clear by drawing a horizontal dashed line on the plot denoting a score of 0.4. It can be seen that much fewer samples are needed to achieve this score when using Cerberus pretrained weights. This holds potential for other tasks when not provided with a large amount of data.
Fig. 7. Overview of the pipeline for processing colorectal TCGA WSIs with Cerberus. In total, we process 599 WSIs and obtain 377 million different nuclei, 900 thousand glands and 2.1 million lumina. We release the processed dataset to enable research in the CPath community. We provide zoomed-in image regions of the corresponding boxes denoted by A and B.

4.3.6. Processing the TCGA colorectal database

A major bottleneck in the development of explainable models for CPath is the localisation of various regions in the tissue. This enables the subsequent extraction of interpretable features which can then be used in downstream predictive pipelines for tasks such as biomarker discovery and survival analysis. Therefore, to accelerate research in CPath, we process all formalin-fixed paraffin-embedded colorectal WSIs from TCGA with Cerberus and make the results publicly available. We provide results for gland, lumen and nuclear segmentation, as well as patch-level tissue type classification. We also utilise our subtyping strategy (Section 3.3.2) and predict the category for each nucleus, which can enable effective modelling of the tumour micro-environment.

In total, we localise 377 million different types of nuclei, 900 thousand glands and 2.1 million lumina, making it by far the largest available resource of its kind in CPath. In Fig. 7, we display some example results obtained from processing sample TCGA WSIs with the proposed approach.

4.4. Implementation and training details

We implemented our framework with PyTorch (Paszke et al., 2019) version 1.9 and utilised 3 NVIDIA V100 GPUs, each with 32 GB RAM. During training, we applied the following random data augmentations: flip, rotation, Gaussian blur, median blur and colour perturbation. For segmentation tasks, networks were fed input patches of size 448 × 448 pixels, whereas for patch classification tasks the input patch size was 144 × 144. We trained all networks with a batch size of 9 samples per GPU (a total of 27 samples with 3 GPUs). All models were trained for 90,000 steps using Adam optimisation (Kingma and Ba, 2014) with an initial learning rate of $10^{-3}$, which was reduced to $10^{-4}$ after 70,000 steps. All networks were trained with an RGB input, normalised between 0 and 1.

5. Discussion and conclusions

Localisation of structures of interest in WSIs enables the extraction of interpretable features for pipelines in CPath. For this, typically a deep neural network is used per region/structure that we wish to localise. However, this may not scale well as we consider an increasing number of tissue constructs. Therefore, in this paper, we propose a multi-task learning model, named Cerberus, that performs simultaneous prediction of multiple tasks at the output of the network, without compromising on performance. In fact, we show that Cerberus achieves superior performance compared to single-task alternatives for segmentation and the learned feature representation can be leveraged to improve the performance of additional tasks via transfer learning.

Most MTL models are developed to learn a generalisable representation that is achieved by training on various independent datasets. Thereby, the collective knowledge learned can lead to more general features compared to when networks are trained on small datasets on a specific task. Despite their capability in learning a strong feature representation, datasets used in standard MTL pipelines are not necessarily aligned. For example, in CPath the datasets may have different staining, pixel resolution or belong to different tissue types. This means that, despite the network being able to make a simultaneous prediction for single image input, the outputs may not make sense. This is because each task may have its own input data assumptions. On the other hand, Cerberus ensures that each independent task-level dataset has the same
input assumptions and therefore a meaningful simultaneous prediction can be made for all output branches of the network. Not only this but aligning the input helps ease network optimisation. In this paper, we use H&E stained colon tissue at 20× objective magnification (around 0.5 μm/pixel), but the method is not necessarily limited to this data configuration. Despite the fact that MTL is usually primarily used to gain a generalisable feature representation, our main focus is enabling a strong performance for simultaneous prediction by leveraging the collective knowledge from multiple available datasets. To the best of our knowledge, this is the first approach in CPath that utilises MTL with the main focus of predicting tasks simultaneously with a single network.

We have shown that Cerberus learns a strong feature representation that can be used for transfer learning. We demonstrated that the learned representation can be used to increase the performance of patch classification tasks, such as nuclear subtyping and can be used to accurately subtype objects initially segmented by the network. In addition, we show that Cerberus can be used for improved weight initialisation for tasks such as signet ring cell detection and can even lead to better data efficiency. Even though we showcased the merit of utilising Cerberus for transfer learning, there are still plenty of other applications that have not been explored. Therefore, even though Cerberus helped improve the performance of the 3 transferred tasks considered in this paper, we cannot conclusively say that it always leads to an increase in performance when applied to novel tasks. In particular, it would be interesting to see whether the feature representation learned by Cerberus can be used with other tissue types.

For the purpose of this paper, we focussed on nuclear, gland and lumen segmentation as well as tissue type classification. Of course, it would be interesting to integrate additional tasks into our multi-task network, which can lead to a greater number of interpretable features that we can extract from the model output and may potentially increase the strength of the learned feature representation. For example, it would be interesting to consider instance segmentation of nerves and blood vessels as tasks within our framework, which would enable us to extract features relating to perineural invasion, lymphovascular invasion and tumour angiogenesis. It would also be interesting to instead use semantic segmentation of different tissue types, rather than relying on patch classification. This would enable more precise localisation of different regions, which can lead to more accurate quantification of features. As discussed previously, typical MTL pipelines in CPath do not achieve a good performance across tasks at the output of the network. However, we believe that if we ensure that the input data is aligned by the same tissue type, stain type and magnification, we can sustain a good level of performance when adding further tasks, beyond those experimented with in this paper.

During the design of our experiments, we decided which tasks to use for MTL and which to use for assessment of the learned feature representation. In theory, there is no reason why a different number of upstream and additional tasks could not be chosen for training and transfer learning of the Cerberus model. For example, we could have used signet ring cell detection during MTL and nuclear segmentation to help assess the strength of the learned features. Also, we could have added signet ring cell detection as an extra branch during MTL. However, our chosen experimental setup allowed us to train on a large amount of data and enabled appropriate assessment of both multi-task output performance and the learned feature representation.

It would be natural to assume that due to the consideration of multiple tasks, the size of Cerberus would be very large. This is because each task has its own independent decoder. However, due to the use of relatively lightweight decoders (each containing 1.3 million parameters), the model only contains 27.1 million parameters when considering the tasks of gland segmentation, lumen segmentation, nuclear segmentation, nuclear classification and tissue type classification. This is approximately 2 times fewer than the number of parameters in MILD-Net and 3 times fewer than the number in HoVer-Net. Therefore, despite us using high-end GPUs in our experiments, this is not a requirement to fit the model into memory. When using an NVIDIA GeForce 1080 Ti GPU with a batch size of 25, the inference time for a TCGA WSI (dimensions of 28,451 × 56,782 at a resolution of 0.5 μm/pixel) was 11.7 minutes. This will be much quicker than using separate networks for each task.

A link to the WSI that we processed can be found here: https://portal.gdc.cancer.gov/files/3b88b579-a27a-4ac4-8533-48ded7d11c7
In this paper, we demonstrated how we can accurately subtype objects initially localised by our network. Specifically, we subcategorised segmented nuclei by adding an extra decoder devoted to the task of pixel classification. This can help with better quantification of important phenomena in the tumour microenvironment, which can potentially help reveal new biomarkers for downstream diagnostic and prognostic tasks. In future work, we will investigate other segmentation tasks considered within this paper. For example, our proposed subtyping approach could be used to determine whether glands are at the surface epithelium or not. We show example visual results for this in Fig. A.1.

As part of this work, we processed 599 colorectal WSIs from the TCGA database with our proposed model. As a result, we localised a large number of nuclei and other tissue constructs, which enables the extraction of interpretable features for downstream CPath pipelines. We hope that releasing this dataset will accelerate research for the development of explainable models using interpretable features because the time-consuming localisation step is no longer required. After further inspection of the results on TCGA, we found that the model found lumen segmentation in cancerous glands particularly challenging. This may be because of the limited available context when working at 20x magnification. We chose to work at this single resolution because it was reasonable for all tasks considered by the model. However, the multi-scale analysis may yield improved performance on the task of lumen segmentation. The model sometimes also struggled to distinguish between muscle and stroma tissue for patch classification. This may be due to the very small patch size that was used, with limited context. Instead, using a semantic segmentation branch that uses a larger patch as input, as described earlier in this section, would help provide additional context and therefore improve results.

It has been described numerous times that localisation of historical primitives enables the extraction of interpretable tissue-based biomarkers, such as those shown to be predictive of clinical outcome in the literature (Awan et al., 2017; Lu et al., 2018). However, this is only the case if the segmentation performance is good enough. For example, if we generate morphological features from poorly segmented objects, then this will lead to low-quality features, which has negative implications on generated explanations. Therefore, it is imperative to perform a large-scale assessment of the quality of the localisation across multiple slides and centres. Only then can we be confident that the features that we extract are clinically meaningful.

In future work, we would like to utilise the segmentation and classification outputs of Cerberus to extract interpretable features for explainable machine learning pipelines in CPath. For example, some features that we are able to extract from the output of Cerberus include gland, lumen and nuclear morphology; the number of inflammatory cells infiltrating into glands; intra-gland epithelial nuclei organisation and quantification of cells in the stroma. In this work, we have processed the formalin-fixed paraffin-embedded colorectal TCGA database, which has associated clinical data, including whether there exist any genetic alterations. In particular, an application of interest, especially in colon tissue, would be to understand which clinically meaningful features are associated with the microsatellite instability status. Another interesting application would be to perform survival analysis on the colorectal TCGA dataset using features, like the ones we described above.
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Appendix

Breakdown of nuclear subtyping results

To provide a more detailed analysis, we give the AP per nuclear category for subtyping tasks in Table A.1. Here, we show the results for patch-based and pixel-based subtyping, as described in Sections 4.3.3 and 4.3.4 respectively. For patch classification, we provide all methods that were given in the main paper, whereas for pixel-level classification we only provide the results obtained by Cerberus.

When using our multi-task features with auxiliary patch classification of the tissue type, we regularly outperform all other methods for patch-based subtyping. This performance is further improved when using pixel-level subtyping. We observe that, in particular, using our pixel-based subtyping method had the greatest impact on the neutrophil and eosinophil performance. For these classes, there are much fewer examples and therefore our proposed loss function may have been able to better deal with the class imbalance in the dataset. Nevertheless, the performance of epithelial cell subtyping also improved with pixel-level subtyping. Despite this, the neutrophil performance is still relatively low on the external test set. In future work, we would like to explore why this is low and understand how we can further improve the performance.

Subtyping gland segmentation output

The subtyping method that we described in Section 3.3.2 is not limited to nuclear classification. We use the same method to classify glands as either surface epithelium or glands located within the tissue. In fact, the surface epithelium is not typically denoted as being glandular and therefore subtyping in this way is important. Also, analysis of glandular morphology should typically be performed at glands that have been cut in the transverse plane and not at the surface epithelium. Therefore, this subcategorisation of the gland segmentation output also enables the extraction of better features for subsequent analysis.

In Fig. A.1 we display some example visual results, where we observe that our method can well differentiate surface epithelium from glands within the tissue.
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