Dephasing Dynamics across Different Local Vibrational Modes and Crystalline Environments
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The perturbed free induction decay (PFID) observed in ultrafast infrared spectroscopy was used to unveil the rates at which different vibrational modes of the same atomic-scale defect can interact with their environment. The N\textsubscript{2}VH\textsuperscript{0} defect in diamond provided a model system, allowing a comparison of stretch and bend vibrational modes within different crystal lattice environments. The observed bend mode (first overtone) exhibited dephasing times \(T_2 = 2.8(1)\) ps, while the fundamental stretch mode had surprisingly faster dynamics \(T_2 < 1.7\) ps driven by its more direct perturbation of the crystal lattice, with increased phonon coupling. Further, at high defect concentrations the stretch mode’s dephasing rate was enhanced. The ability to reliably measure \(T_2\) via PFID provides vital insights into how vibrational systems interact with their local environment.
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Ultrafast infrared (IR) pump-probe spectroscopy is a powerful technique that is used across various fields of physics to track energy relaxation on femtosecond to nanosecond timescales [1]. This method has been applied in numerous studies of vibrational relaxation dynamics in liquid-phase molecular systems [2,3], thin-film polymers [4], and for crystallographic defects in semiconductors [5–8]. The vibrational dynamics of a system is described by the total dephasing rate \(1/T_2\) [9,10] which includes population relaxation as well as the interactions between a vibrational system and its local environment [11,12]. The standard method of extracting \(T_2\) via a Voigt profile fit to the IR absorption resonance often yields ambiguous results due to (i) the number of free parameters involved and (ii) the sensitivity of fitting routines to both initial parameters and data quality [13–16]. Therefore, it is desirable to explore alternative methods for the reliable extraction of \(T_2\) from IR absorption features.

Perturbed free induction decay (PFID) offers a reliable method to directly measure \(T_2\) in ultrafast pump-probe spectroscopy. It is observed in pump-probe measurements during negative time delays for systems with a \(T_2\) longer than the probe pulse duration [17,18]. During negative time delays, the probe enters the system and induces a quantum coherent state, causing an optical signal known as free induction decay (FID) to be emitted. A subsequent pump pulse entering the system while the FID is being emitted will perturb the FID, producing a PFID signal that has a lifetime of \(T_2\) [19,20]. PFID has been extensively reported in the literature for the vibrational transitions of various gas- and solution-phase compounds [20–22], and molecular systems at interfaces between materials [23,24]. Beyond vibrational transitions, PFID has also been observed in excitonic interactions [25,26] and electronic transitions [27]. While many studies ignore PFID or even try to actively filter it out [28], it can be used to measure \(T_2\) associated with fundamental and overtone vibrational energy transitions [20]. However, the different local vibrational eigenmodes of a molecular defect embedded in a low-symmetry lattice may interact differently with their crystalline environment, which will be reflected in their \(T_2\) lifetimes. Hence it is desirable to explore possible differences in the PFID response between stretch (S) and bend (B) vibrational modes, and the impact of differing local atomic environment. Such an investigation has been difficult to undertake as it requires controllably grown moleculelike systems that exhibit both types of vibrational transitions in a rigid lattice environment.

In this Letter we report the study, via PFID, of the \(T_2\) lifetimes of the stretch and bend vibrational modes for crystallographic defects embedded in different local environments. The N\textsubscript{2}VH\textsuperscript{0} defect in diamond was used as a model system, with vibrational modes that yield IR absorption peaks at 2786 and 3107 cm\textsuperscript{-1}. These are
attributed respectively to the first bend mode overtone (2B) and the fundamental stretch mode (1S) of its C–H bond by experiments and first-principles theory [29–33]. Experiments were conducted on two natural diamonds (N1 and N2) and one synthetic diamond (S1) grown via chemical vapor deposition (CVD). Sample N1 was untreated, whereas N2 and S1 were annealed under high-pressure, high-temperature conditions to increase N3VH0 concentration [34–36]. Access to such controllably formed defects enables the exploration of how different local environments affects the PFID signal and $T_2$ of the same defect system. Our study reveals differences in the dephasing behavior of the S and B modes in the N3VH0 defect, of which the S mode dephasing appears more sensitive to the local environment.

We used ultrafast infrared pump-probe spectroscopy to conduct nondegenerate 3107 cm$^{-1}$ pump, 2786 cm$^{-1}$ probe experiments, as well as degenerate 3107 cm$^{-1}$ pump-probe measurements [36]. Figure 1(a) illustrates pump-probe spectroscopy results obtained with a 3107 cm$^{-1}$ pump, 2786 cm$^{-1}$ probe. The ground state bleach (GSB) of the 2B mode was observed at 2786 cm$^{-1}$, along with an excited state absorption (ESA) feature at 2755 cm$^{-1}$, both of which started at zero pump-probe time delay. Given that the 2755 cm$^{-1}$ ESA peaked at zero pump-probe delay and was close in wave number to the 2B mode, we assigned this resonance to the 1S to 1S + 2B transition. Two additional ESA features at 2746 and 2765 cm$^{-1}$ both grew in after time zero, corresponding to transitions accessed after population transfer via anharmonic coupling to the B states, as summarized in Fig. 1(b). The positive time delay dynamics will be discussed elsewhere.

Here we focus primarily on the negative time delay dynamics, for which PFID was observed [Fig. 1(a)]. Prominent PFID oscillations branch away from the 2B resonance at 2786 cm$^{-1}$, with an oscillation period that decreased with larger detuning. The strength of the PFID signal was strongest near time zero at the 2786 cm$^{-1}$ GSB and the 2755 cm$^{-1}$ ESA. A “kink” in the PFID oscillations, evident from a change in signal intensity and curvature, was observed at 2755 cm$^{-1}$. The PFID signal of the 3107 cm$^{-1}$ feature was also measured by conducting a degenerate 3107 cm$^{-1}$ pump-probe measurement.

Previous works by Yan et al. [20] and Hamm and Zanni [37] provided a formalism to understand and model PFID by using perturbation theory in the interaction picture. Here we provide two crucial advances compared to previous models [20] by (i) incorporating a general treatment across different vibrational modes, and (ii) permitting different dephasing rates for each coherent quantum state induced by the pump and probe pulses, and enabling subtle changes in $T_2$ to be discerned. Our model is more widely applicable to materials with more complex energy structures, advancing PFID as a technique in the broader field of ultrafast spectroscopy. This is immensely useful as a method to measure $T_2$ as opposed to a Voigt function fitting, particularly for systems with spectrally overlapping features as exemplified in Fig. 1(a).

To facilitate discussion of our theoretical treatment, we labeled the relevant vibrational states according to their
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FIG. 1. (a) Transient optical density near the 2B mode for sample N2 under excitation with a 3107 cm$^{-1}$ pump. Four features were observed in positive time delays, at 2746, 2755, 2765, and 2786 cm$^{-1}$ as indicated by the black arrows. The dashed line marks zero time delay. PFID is evident at negative time delays. (b) Proposed energy level model for the N3VH0 defect, showing possible energy transition pathways. The 2B state gains population from 1S due to anharmonic coupling. Schematics of the N3VH0 defect show how the defect is embedded in a diamond lattice unit cell (middle) and also illustrate the C–H bond motion of the stretch (left) and bend (right) vibrational modes relative to the electron lone pairs (black dots) on the N atoms.
energy and number the ground, 2B, 1S, and 1S + 2B states as 0, 1, 2, and 3, respectively. The two ESA transitions with a delayed onset did not exhibit associated PFID signals. The PFID signal intensity \( |S_{\text{PFID}}(\omega)| \) recorded by the infrared detector was linked to the electric fields of the probe pulse \( [E_{\text{pr}}(\omega)] \) and of the PFID \( [E_{\text{sig}}(\omega)] \), for which we assumed \( E_{\text{pr}}(\omega) \gg E_{\text{sig}}(\omega) \). By further assuming that both the pump (158 fs) and probe (40 fs) pulses were much shorter than \( T_2 \) (valid since PFID was evident for longer than 6 ps), each pulse was approximated as a \( \delta \) function in the semi-impulsive limit. In this approximation \( E_{\text{sig}}(\omega) \) is proportional to the response function of the defect, \( R(\omega) \), giving the expression

\[
S_{\text{PFID}}(\omega) \propto \Re \{ E_{\text{pr}}(\omega) R(\omega) \},
\]

where \( E_{\text{pr}}(\omega) \propto e^{i\omega t} \).

The relevant double-sided Feynman diagrams (Fig. 2) of both the S and B modes of the \( \text{N}_3\text{VH}^0 \) system were considered, and demonstrate the interactions allowed for negative time delays. The response functions \( R_{f_i}(t_1, t_2, t_3) \) were constructed and labeled according to their corresponding positive time transition from initial state \( i \) to final state \( f \):

\[
R_{10}(T, 0, t) \propto ([\mu_{10}]^2|\mu_{20}|^2 + |\mu_{10}|^2|\mu_{13}|^2) \times e^{-i\omega_0(t+T)} e^{-(t+T)/T_{2(10)}},
\]

(2)

\[
R_{32}(T, 0, t) \propto |\mu_{10}| |\mu_{13}| |\mu_{20}| |\mu_{32}| \times e^{-i\omega_0 t} e^{T/T_{2(32)}} e^{-i\omega_{32} t} e^{-(t+T)/T_{2(32)}},
\]

(3)

\[
R_{20}(T, 0, t) \propto |\mu_{20}|^4 e^{-i\omega_0(t+T)} e^{-(t+T)/T_{2(20)}},
\]

(4)

where \( t_1 \) is the time at which the probe interacts with the system, \( t_2 \) is the time at which the pump interacts, \( t_3 \) is the time at which the signal field is emitted, and \( T \) is the pump-probe delay magnitude. \( \mu_{fi} \) are the transition dipole moments, and subscripts \( f \) and \( i \) denote the corresponding vibrational states. Feynman diagrams describing negative time delay interactions at 2746 and 2765 cm\(^{-1}\) could not be constructed, which suggests that these positive time features do not have a corresponding PFID signal.

The PFID response was obtained by taking the Fourier transform of Eqs. (2)–(4) and substituting into Eq. (1). The total PFID response \( S(T, \omega) \) of the system was then obtained by the summation of all the possible PFID signals occurring within the probe pulse bandwidth. When the 2B region was probed, as in Fig. 1(a), the total PFID response was given by

\[
S_{2786}(T, \omega) \propto e^{-T/T_{2(10)}} \times \left( 1/T_{2(10)} \right) \cos[(\omega - \omega_{10})T] - (\omega - \omega_{10}) \sin[(\omega - \omega_{10})T] / (\omega - \omega_{10})^2 + (1/T_{2(10)})^2,
\]

\[
- re^{-T/T_{2(10)}} \times \left( 1/T_{2(32)} \right) \cos[(\omega - \omega_{32})T] - (\omega - \omega_{32}) \sin[(\omega - \omega_{10})T] / (\omega - \omega_{32})^2 + (1/T_{2(32)})^2,
\]

(5)

which includes PFID contributions from \( R_{10} \) and \( R_{32} \), with \( r \) as the ratio between the two. At \( \omega = \omega_{10} \), Eq. (5) gives \( T_{2(10)} \) via an exponential fit. Simulating the PFID around 2755 cm\(^{-1}\) and comparing it to experimental data further allows an estimate of \( T_{2(32)} \). The PFID response at 3107 cm\(^{-1}\) is described by

\[
S_{3107}(T, \omega) \propto e^{-T/T_{2(20)}} \times \left( 1/T_{2(20)} \right) \cos[(\omega - \omega_{20})T] - (\omega - \omega_{20}) \sin[(\omega - \omega_{20})T] / (\omega - \omega_{20})^2 + (1/T_{2(20)})^2,
\]

(6)

where only \( R_{20} \) contributes to the PFID and \( T_{2(20)} \) is obtained with an exponential fit at \( \omega = \omega_{20} \).

We extracted \( T_2 \) based on Eqs. (5) and (6) for all samples, as summarized in Table I. The value of \( T_{2(10)} \) agreed across all samples, with an average of 2.8 ± 0.1 ps. The agreement between the three samples demonstrates reliability in using PFID to measure dephasing times. However, a discrepancy between sample N1 and samples
N2 and S1 was observed for $T_{2(20)}$. Sample N1 gave $T_{2(20)} = 1.14 \pm 0.02$ ps, lower than the average value of $1.67 \pm 0.05$ ps for N2 and S1, indicating a distinct dephasing behaviour for the 1S mode, discussed later.

The value of $T_{2(10)}$ (C–H bend) was longer than $T_{2(20)}$ (C–H stretch) for all samples. The dephasing time is determined by the coupling between a defect and its local environment, particularly to the crystal lattice phonons [11,12]. Hence, our results suggest a stronger coupling between the C–H stretch and the local lattice environment compared to the C–H bend. To explain this phenomenon, one can consider a simple spring model of the C–H bond within the $N_2VH^+$ structure. Stretching the C–H bond moves the H atom towards the three N atoms in the defect and their lone pairs [Fig. 1(b)], perpendicular to the potential energy contour of the defect. This causes the H atom to observe a larger change in potential compared to bending the C–H bond, where the H atom oscillates at a similar radial distance from the lone pairs and along the potential energy contour. The $S$ mode vibration therefore produces a larger change in potential for the H atom, creating a larger perturbation to the local crystal lattice in comparison to the $B$ mode. This enhances phonon scattering processes for the $S$ mode, leading to stronger coupling with the crystal lattice and higher dephasing rate $1/T_2$ relative to the $B$ mode. A similar behavior has been observed in molecular water, in which $S$ mode vibrations exhibit stronger intermolecular coupling compared to $B$ mode vibrations [38].

The PFID response was simulated for the $S$ and $2B$ regions using Eqs. (5) and (6). The ratio between the magnitudes of the experimental signal at 2786 and 2755 cm$^{-1}$ near time zero gave $r = 1.05, 0.98$, and 1.13 for N1, N2, and S1, respectively. Figure 3 compares the simulated and experimental results from sample N2. Figures 3(a) and 3(b) indicate that the essential features of the PFID around the $2B$ region, such as the prominent oscillations at lower wave numbers, are well reproduced by theory. Notably, the PFID is broad enough in wave number that it extends from the 2786 cm$^{-1}$ feature to the ESA features at 2755 cm$^{-1}$. The change in PFID oscillation intensity and curvature below 2755 cm$^{-1}$ is controlled by the parameter $T_{2(32)}$, with a larger value yielding a more abrupt change in signal [36]. The best qualitative fit was obtained with $T_{2(32)} \approx 1.0 \pm 0.2$ ps for all samples. Reasonable fits could not be obtained with $T_{2(32)} = T_{2(10)}$ [36], as assumed in previous work [20]. When multiple coherent states are involved, their dephasing rates must be considered individually. The shorter $T_{2(32)}$ compared to $T_{2(10)}$ and $T_{2(20)}$ could result from the higher population relaxation rates for excited states. More importantly, our results demonstrate that PFID can distinguish between dephasing times of different coherent states. This cannot be achieved via equilibrium methods such as Fourier transform infrared spectroscopy (FTIR), and it is challenging to do in standard pump-probe spectroscopy when multiple resonances overlap spectrally [e.g., in the 2740–2770 cm$^{-1}$ range in Fig. 1(a)]. This opens a new research avenue in ultrafast spectroscopy, in which the dephasing rates for coherent states between nonequilibrium energy levels can now be precisely determined.

Figures 3(c) and 3(d) show that the PFID around 3107 cm$^{-1}$ was also well described, with a form similar to the PFID around 2786 cm$^{-1}$. Figure 3(e) compares the experimental and simulated PFID for all samples at 2786 cm$^{-1}$. The two demonstrate good agreement, highlighting the validity in using Eqs. (5) and (6) to simulate PFID and extract $T_2$. Subtle differences can be observed between model and experiment: for example, the experimental PFID signals for 3107 and 2786 cm$^{-1}$ were both asymmetric, with reduced intensity at higher wave numbers, which was not fully captured in the simulation.

We now return to a discussion of the different values of $T_{2(20)}$ seen for the 1S state. The varying $T_{2(20)}$ suggests that

<table>
<thead>
<tr>
<th>$T_{2(10)}$</th>
<th>$T_{2(20)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>N2</td>
</tr>
<tr>
<td>$2.87 \pm 0.07$</td>
<td>$2.8 \pm 0.1$</td>
</tr>
<tr>
<td>$1.14 \pm 0.02$</td>
<td>$1.69 \pm 0.07$</td>
</tr>
</tbody>
</table>

FIG. 3. (a) Simulated and (b) experimental PFID signal for the 3107 cm$^{-1}$ pump, 2786 cm$^{-1}$ probe measurement on sample N2. (c) Simulated and (d) experimental PFID signal for the degenerate 3107 cm$^{-1}$ pump-probe measurement on N2. (e) Comparison between simulated data and experimental data at the 2786 cm$^{-1}$ feature for all samples.
In summary, we have demonstrated PFID as a method to investigate $T_2$ for both the $S$ and $B$ vibrational modes of atomic-scale defects, using the $N_3$VH\(^0\) diamond defect as a model system. The demonstrated difference in $T_2$ for different vibrational eigenmodes and lattice conditions reveals an intrinsic connection between the dephasing dynamics, potential energy contour, and local environment of a molecular system. Rather than ignoring or filtering away PFID as a “coherent artifact” of pump-probe measurements \([28]\), PFID may serve as a powerful tool in optics and ultrafast spectroscopy by providing subtle features that, when modeled accurately, yield accurate dephasing rates. These advances will be of interest in (i) chemical physics, where PFID as a spectroscopic technique is widely applicable to study the ultrafast vibrational dynamics of solid-state, liquid-phase, and gas-phase molecular systems \([20–27]\); (ii) molecular chemistry, where using PFID to accurately measure $T_2$ across different vibrational modes would advance the molecular design of popular systems such as modified graphene \([40]\) and dye molecules \([41]\), and could also uncover key molecule-environment interactions \([42]\); and (iii) semiconductor and quantum physics, where PFID may be used to probe defect-lattice interactions within tailored defect environments in diamond, as in the present work, or indeed in other semiconductor materials with important functional defects, such as GaN \([43]\), silicon \([44]\), or metal oxides \([45]\).
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**TABLE II.** Concentration of common nitrogen-related defects found in samples N1, N2, and S1 in parts per million (ppm).

<table>
<thead>
<tr>
<th>Sample</th>
<th>$N_0^0$</th>
<th>$A$ centers</th>
<th>$B$ centers</th>
<th>$N_3$VH(^0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>$&lt; 1$</td>
<td>$&lt; 1$</td>
<td>940 ± 90</td>
<td>44 ± 4</td>
</tr>
<tr>
<td>N2</td>
<td>$115 ± 7$</td>
<td>$200 ± 20$</td>
<td>13 ± 1</td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td>$8 ± 3^b$</td>
<td>$&lt; 17^c$</td>
<td>$&lt; 9^c$</td>
<td>4.2 ± 0.4</td>
</tr>
</tbody>
</table>

\(^a\)The FTIR spectrum of S1 could not be resolved for $N_0^0$ and $A/B$ centers.  
\(^b\)Obtained via electron paramagnetic resonance (EPR) measurements instead of FTIR.  
\(^c\)The upper limits for $A/B$ center concentrations based on the concentrations of $N_0^0$, $N_3$VH\(^0\), and the known total nitrogen concentration in S1.
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