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Abstract

We prove that Morel-Voevodsky’s stable $A^1$-homotopy theory affords the universal coefficient system, giving rise to Grothendieck’s six operations.

1 Introduction

Grothendieck’s six operations Let $k$ be a field and $\ell$ a prime number different from the characteristic of $k$. Grothendieck and his collaborators constructed, for each separated finite type $k$-scheme $X$, the bounded derived category of constructible $\ell$-adic sheaves $D^b_{\text{c}}(X; \mathbb{Q}_\ell)$ with a closed tensor structure $(\otimes, \text{Hom})$, and for each morphism $f : X \to Y$ a pushforward $f_*$ and a pushforward with compact support $f_!$ which participate in two pairs of adjunctions:

$$f^* : D^b_{\text{c}}(Y; \mathbb{Q}_\ell) \rightleftarrows D^b_{\text{c}}(X; \mathbb{Q}_\ell) : f_*,$$

$$f_! : D^b_{\text{c}}(X; \mathbb{Q}_\ell) \rightleftarrows D^b_{\text{c}}(Y; \mathbb{Q}_\ell) : f^!.$$

Known as Grothendieck’s six operations, these functors satisfy manifold relations, including smooth and proper base change, projection formulae, absolute purity, and a powerful form of duality. These structures and properties are summarily known as a six-functor formalism.

Conversely, to a six-functor formalism $C$ one associates bigraded $C$-cohomology groups

$$H^n(X, n) := \text{Hom}_{C(k)}(1, \pi_* \pi^* \mathbb{1}(n)[m]),$$

where $\pi : X \to \text{Spec}(k)$ is the structure morphism. Properties of the six functors imply properties of the associated (co)homology groups, including powerful results such as Poincaré duality and the Lefschetz trace formula. For this reason we may view the six-functor formalism as an enhancement of the cohomology theory.

Such enhancements have long been recognized as crucial, allowing us to better study families of varieties and singular varieties, but even smooth projective varieties themselves. For example, this shift from cohomology groups to sheaves can be seen powerfully in the generalization of the Riemann Hypothesis over finite fields which marks the passage from Deligne's
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†Using the exceptional functors $\pi_!$ and $\pi^!$ instead, one similarly defines homology, cohomology with compact support, and Borel-Moore homology.
Weil I to II [Del74, Del80]. Six-functor formalisms have been established for many theories, including (in varying degree of completeness): ℓ-adic cohomology (constructible ℓ-adic sheaves), Betti cohomology (constructible analytic sheaves), de Rham cohomology (holonomic and arithmetic \( \mathcal{O} \)-modules), absolute Hodge cohomology (mixed Hodge modules), as well as motivic cohomology (motivic sheaves) and motivic homotopy (parametrized motivic spectra).

In a similar vein, Grothendieck’s comparison between Betti and de Rham cohomology of complex algebraic varieties, \( H_B \cong H_{dR} \), is but a shadow of an equivalence between the theories of constructible sheaves and of regular holonomic \( \mathcal{O} \)-modules,

\[
D^b_c(X, \mathbb{C}) \cong D^b_{\text{rh}}(X),
\]

which is one version of the Riemann-Hilbert correspondence. Similarly, classical regulators should underlie realization functors which are compatible with the six operations, that is, they should underlie morphisms of six-functor formalisms.

**Universality** Motivated by these considerations, we study six-functor formalisms with the eventual goal of identifying the universal such as being given by Morel-Voevodsky’s stable motivic \( \mathbb{A}^1 \)-homotopy theory \( \mathcal{SH} \). Before stating our result precisely, let us mention some of its precursors. In algebraic topology it is well-known (Brown representability) that every generalized cohomology theory \( E \) is represented by a spectrum \( \mathcal{E} \). If one interprets \( E \) as a functor valued in homotopy types this leads to a perfect correspondence \( E \leftrightarrow \mathcal{E} \), and thus to a characterization of spectra. Further taking into account the smash product, Lurie shows that the \( \infty \)-category \( \mathcal{SH} \) of spectra is the universal stable presentably symmetric monoidal \( \infty \)-category [Lur17, Corollary 4.8.2.19].

Morel and Voevodsky developed \( \mathbb{A}^1 \)-homotopy theory in order to provide algebraic geometers with the powerful tools of algebraic topology. Spectra are replaced by motivic spectra over a field \( k \), and \( \mathcal{SH} \) is replaced by \( \mathcal{SH}(k) \). One characterization of this \( \infty \)-category is due to Robalo [Rob15] and exhibits it as the universal stable presentably symmetric monoidal \( \infty \)-category which receives a functor \( \text{Sm}_k \to \mathcal{SH}(k) \) from smooth \( k \)-schemes satisfying Künneth, excision, homotopy invariance and stability.

To state our result we need to formalize the notion of six-functor formalisms. As with the results just discussed it is necessary to base it on enhanced triangulated categories, such as stable \( \infty \)-categories. Fix a noetherian finite-dimensional base scheme \( B \), for example \( B = \text{Spec}(k) \) or \( B = \text{Spec}(\mathbb{Z}) \). A coefficient system is a functor \( C : \text{Sch}_B^{\text{op}} \to \text{CAlg}(\text{Cat}^{\text{st}}_\infty) \) on finite type \( B \)-schemes with values in symmetric monoidal stable \( \infty \)-categories and symmetric monoidal exact functors, satisfying a list of axioms. All these axioms can be tested at the level of underlying tensor triangulated categories, in which case they coincide with those for closed symmetric monoidal stable homotopy 2-functors in the sense of Ayoub [Ayo07a]. It follows from the main result of *loc. cit.* that any coefficient system underlies a six-functor formalism, in that it comes with the six functors and these satisfy many of the relations familiar from the \( \ell \)-adic theory. We refer to Section 7.2 for precise statements and a comparison with related notions in the literature.
We let $\text{CoSy}^c_B$ denote the $\infty$-category of cocomplete coefficient systems (Definition 7.7), namely those taking values in cocomplete stable $\infty$-categories, and morphisms preserving colimits. It follows essentially from [MV99] that the functor $X \mapsto \mathcal{SH}(X)$ is a cocomplete coefficient system. Our main result characterizes it as follows:

**Theorem 7.14.** The object $\mathcal{SH} \in \text{CoSy}^c_B$ is initial.

Universality is an important aspect of motivic theories. After all, motives and motivic homotopy types are supposed to capture the cohomological and homotopical essence of algebraic varieties. From this point of view, Theorem 7.14 constitutes a remarkable validation of this principle for Morel-Voevodsky’s $\mathbb{A}^1$-homotopy theory. One caveat is that morphisms of coefficient systems do not in general commute with all six functors, although they do in many important situations [Ayo10, §3].

Theorem 7.14 also ties in with the approach that views ‘generalized multiplicative cohomology theories’ on schemes as arising from motivic ring spectra, for example in [RO08, CD12, Spi18]. In [CD19, Dre18] this is applied to various realizations of motives and motivic homotopy types (including a Hodge realization) that are compatible with the six functors.

**Outline (of the proof and the article)** Given a cocomplete coefficient system $C$, we need to show that the space of morphisms $\mathcal{SH} \to C$ is contractible. For this we embed $\text{CoSy}^c_B$ fully faithfully into a larger $\infty$-category $\mathcal{P}$ which is better behaved (for starters, it is presentable). This is Proposition 7.13 and amounts to the well-known observation that the localization axiom for six-functor formalisms implies non-effective Nisnevich descent. The rather formal Sections 4 to 6 contain a ‘Sch$_B$-parametrized’ version of the proof of Robalo’s result above, and they show that each of the steps in the construction of $\mathcal{SH}$ may be viewed as a universal way of enforcing (some of) the axioms in coefficient systems (more precisely, the weaker axioms that define the objects of $\mathcal{P}$). By this observation, summarized in Theorem 7.3, we may place ourselves in the setting of pullback formalisms (see Section 2) which encode only the bare minimum of coefficient systems. We are then reduced to showing that the functor $C_{gm} : X \mapsto \text{Sm}_X$, that takes a finite type $B$-scheme $X$ to the category of smooth $X$-schemes with the Cartesian monoidal structure, is the initial pullback formalism. The gain is this: The $\infty$-category of pullback formalisms is presentable and therefore has an initial object $C_{init}$. As every pullback formalism, $C_{init}$ comes with an internal notion of ‘homology sheaf’ $[Y] \in C_{init}(X)$ associated with every smooth morphism $Y \to X$ in Sch$_B$, there is a morphism $[-] : C_{gm} \to C_{init}$. Since $C_{init} \to C_{gm} \to C_{init}$ is homotopic to the identity, it suffices to show that $C_{gm} \to C_{init} \to C_{gm}$ is too. But this composite is now an endomorphism of an essentially 1-categorical object, and proving that it is homotopic to the identity is a fairly concrete problem which we solve by exhibiting an explicit homotopy (Theorem 3.26).

Much of the proof just outlined is not specific to schemes or even algebraic geometry. For potential future applications in other contexts we have therefore decided to work in greater generality throughout, in which we replace the category of schemes by a 1-category $S$ with a chosen subcategory $P \subseteq S$ of ‘smooth morphisms’. It should be possible to further allow $S$ to be an $\infty$-category as long as one is able to exhibit a homotopy as mentioned above. This
would be useful for example in derived algebraic geometry. A more serious restriction is that the symmetric monoidal structure on \( S \) is required to be Cartesian for our proof to work. While this is often satisfied in practice, there are interesting examples of geometric categories that fail this assumption. For example, this is true of varieties with potential which give rise to exponential motivic homotopy theory.

Our arguments strongly rely on some important works in higher category theory and motivic theory. We single out: Lurie’s foundations for \( \infty \)-categories and higher algebra [Lur09, Lur17], in particular his straightening / unstraightening technique which we employ throughout; needless to say, Morel-Voevodsky’s introduction of motivic homotopy theory [MV99] which gives rise to the object whose universality we prove; Ayoub’s successful formalization of six-functor formalisms [Ay00a, Ay00b] that leads directly to the notion of coefficient systems we use.

As a last note, the reader less interested in the (higher-)categorical details may skip directly to Section 7 which conveniently summarizes the general results of the preceding sections and applies them to the case of interest.

\textbf{Acknowledgments} We are very grateful to the anonymous referee for their careful reading of the article and the many corrections and suggestions.

\textbf{Notation and conventions} As our model for \( \infty \)-categories we will use quasi-categories, and our notation and conventions will mostly follow those of [Lur09, Lur17]. Ordinary categories are systematically identified with the associated \( \infty \)-categories \textit{via} the nerve functor. So, for example, if \( \mathcal{C} \) is an ordinary category then \( \mathcal{C}_1 \) denotes the set of its morphisms.

We fix two universes \( \mathcal{U} \in \mathcal{V} \). Sets are called \textit{small} (resp. \textit{large}) if they are \( \mathcal{U} \)-small (resp. \( \mathcal{V} \)-small). If the context does not dictate otherwise, sets (and derived notions such as rings, modules, schemes, …) are small. So, for example, without further qualification, presheaves on an \( \infty \)-category take values in \textit{small} spaces. Correspondingly we have \( \infty \)-categories of small, large, and arbitrary \( \infty \)-categories:

\[
\text{Cat}_{\infty} \subset \text{Cat}_{\infty}^\mathcal{U} \subset \widehat{\text{Cat}_{\infty}}
\]

We denote by \( \text{Cat}_{\infty}^\mathcal{U} \) the sub-\( \infty \)-category of \( \text{Cat}_{\infty} \) of large \( \infty \)-categories which admit small colimits, and functors which preserve small colimits. Its full sub-\( \infty \)-category on presentable \( \infty \)-categories is denoted by \( \text{Pr}^L \). We consider all of these \( \infty \)-categories with their usual symmetric monoidal structures of [Lur17, § 4.8].

We will frequently deal with \( \infty \)-categories that are not large. We call these \textit{very large}. The ones we care about most (such as \( \text{Cat}_{\infty}^\mathcal{U} \) above) are, however, controlled by large \( \infty \)-categories. More precisely, they are \( \mathcal{V} \)-presentable. Note that a very large \( \infty \)-category \textit{cannot} be \( \mathcal{U} \)-presentable so that we feel entitled to just write “the very large \( \infty \)-category \( \text{Cat}_{\infty} \) is presentable”, trusting that this slight abuse of language will not be confusing.
2 Pullback formalisms

In this section, we introduce the context in which all the subsequent discussion in the main body of the text will take place.

Convention 2.1. Throughout the article, we fix the following data and hypotheses:

- $S$, a small ordinary category which is finitely complete, with final object denoted $1_S$;
- $P \subseteq S$, a subcategory containing all isomorphisms, and stable under pullbacks along all morphisms of $S$.

Example 2.2. As explained in the introduction, the main example we have in mind for $S$ is $\text{Sch}_B$, the category of finite type $B$-schemes, and for $B$ a noetherian finite-dimensional base scheme. In which case our main example for $P$ is the subcategory of smooth morphisms.

2.1 Partial pullback formalisms

Definition 2.3. A partial pullback formalism (over $S$) is a functor $C : S^{\text{op}} \to \text{CAlg}(\text{Cat}_\infty)$, i.e., a diagram of symmetric monoidal $\infty$-categories and symmetric monoidal functors, and a morphism of partial pullback formalisms $\phi : C \to C'$ (over $S$) is a symmetric monoidal natural transformation. In other words, the $\infty$-category of partial pullback formalisms (over $S$) is the very large $\infty$-category $\text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_\infty))$.

Convention 2.4. Let $\phi : C \to C' : S^{\text{op}} \to \text{CAlg}(\text{Cat}_\infty)$ be a morphism of partial pullback formalisms. We adopt the following slightly abusive conventions:

- for each $s \in S$, we denote by $C(s)^\circ$ the associated symmetric monoidal $\infty$-category classified;
- for each morphism $f : s' \to s$ of $S$, we denote by $f^* : C(s) \to C(s')$ the associated symmetric monoidal functor; and
- for each $s \in S$, we denote by $\phi_s$ or $\phi : C(s) \to C'(s)$ the associated symmetric monoidal functor.

Remark 2.5. The very large $\infty$-category $\text{Cat}_\infty$ is presentableootnote{Recall our size conventions on Page 4.}, and the Cartesian product $(\text{Cat}_\infty)^2 \to \text{Cat}_\infty$ preserves (large) colimits in each variable separately. It follows that the very large $\text{CAlg}(\text{Cat}_\infty)$ is presentable, and the forgetful functor

$$\text{CAlg}(\text{Cat}_\infty) \to \text{Cat}_\infty$$

detects (large) limits and sifted colimits [Lur17, Corollaries 3.2.2.5 and 3.2.3.2]. In particular, it has a left adjoint [Lur17, Example 3.1.3.14].
Proposition 2.6. The very large ∞-category Fun(S^{op}, CAlg(CAT_{∞})) of partial pullback formalisms over S is presentable.

Proof. By [Lur09, Proposition 5.5.3.6], the functor ∞-category Fun(S^{op}, CAlg(CAT_{∞})) inherits presentability from CAlg(CAT_{∞}) (Remark 2.5).

Example 2.7. The ∞-category CAlg(CAT_{∞}) admits an initial object, given by the final category * equipped with the Cartesian monoidal structure. The constant diagram s ↦ * is therefore an initial object of the ∞-category Fun(S^{op}, CAlg(CAT_{∞})).

Example 2.8. Let C : S^{op} → CAlg(CAT_{∞}) be a functor. We may compose it with the functor which takes a symmetric monoidal ∞-category to its opposite with the opposite symmetric monoidal structure, see [Lur17, Remark 2.4.2.7]. The resulting functor will be denoted by Ĉ : S^{op} → CAlg(CAT_{∞}).

Remark 2.9. Let C : S^{op} → CAlg(CAT_{∞}) be a functor. As recalled in Appendix A we may view it equivalently as an S^{op}-monoidal ∞-category C^{S} → S^{op,II}. Informally, C^{S} admits the following description (Remark A.13):

- objects of C are pairs (s, M) where s ∈ S and M ∈ C(s);
- a morphism (s, M) → (t, N) is a morphism f : t → s in S and a morphism f^*M → N in C(t);
- the tensor product of (s, M) and (t, N) is the external product (s × t, M ⊗ N).

Remark 2.10. In the sequel, the combination of the constructions in Remark 2.9 and Example 2.8 will be most useful to us. The S^{op}-monoidal ∞-category associated to Ĉ will be denoted by Ĉ^{S} → S^{op,II}, and we call it the opposite S^{op}-monoidal ∞-category associated to C. Informally, we may describe Ĉ as follows. It has the same objects as C and the tensor product is the external product. It differs from C in that

- a morphism (s, M) → (t, N) is a morphism f : t → s in S and a morphism N → f^*M in C(t).

2.2 Adjointability

We start by giving a slightly informal definition of pullback formalisms. This will be made more precise in the sequel (cf. Remark 2.20). For similar notions in the 1-categorical context, see [CD19, §1.1].

Definition 2.11. A pullback formalism (over S) is a functor C : S^{op} → CAlg(CAT_{∞}) that is P-adjointable, namely:

(i) for each morphism p : s' → s ∈ P, the functor p^* : C(s) → C(s') admits a left adjoint p^*;
(2) for each cartesian square

\[
\begin{array}{ccc}
  s & \xleftarrow{p} & s' \\
  f & \uparrow & f' \\
  t & \xleftarrow{p'} & t'
\end{array}
\]

in \( S \) with \( p \) (and hence \( p' \)) in \( P \), the exchange transformation \( p'_\#(f')^* \to f^*p_\# \) is an equivalence;

(3) the exchange transformation

\[
p_\#(p^*(-) \otimes -) \to - \otimes p_\#(-)
\]

is an equivalence.

We say that \( C \) satisfies \( P \)-base change (resp. the \( P \)-projection formula) if it satisfies (1) and (2) (resp. (1) and (3)).

A morphism of pullback formalisms (over \( S \)) is a natural transformation \( \phi : C \to C' \) such that for each \( p : s' \to s \) in \( P \), the exchange transformation \( p_\#\phi \to \phi p_\# \) is an equivalence. This defines a sub-\( \infty \)-category \( \text{PB} := \text{PB}(S,P) \subseteq \text{Fun}(S^{op}, \text{CAlg}(\text{Cat}_\infty)) \).

The main result of this section is the following.

**Proposition 2.12.** The very large \( \infty \)-category \( \text{PB} \) of pullback formalisms is presentable, and the inclusion

\[
\text{PB} \hookrightarrow \text{Fun}(S^{op}, \text{CAlg}(\text{Cat}_\infty))
\]

admits a left adjoint.

The proof of Proposition 2.12 involves some ideas which will recur repeatedly in this article, and we therefore treat it in detail. We start by reinterpreting Definition 2.11.

**Convention 2.13.** We denote by \( \text{Sq} = \text{Fun}(\Delta^1 \times \Delta^1, \text{Cat}_\infty) \) the \( \infty \)-category of squares

\[
\begin{array}{ccc}
  \mathcal{C}_{00} & \xrightarrow{f^*} & \mathcal{C}_{10} \\
  \downarrow g^* & & \downarrow h^* \\
  \mathcal{C}_{01} & \xrightarrow{k^*} & \mathcal{C}_{11}
\end{array}
\]

which commute up to a specified equivalence \( h^* \circ f^* \simeq k^* \circ g^* \).\(^3\) Recall ([Lur17, Definition 4.7.4.13]) that (2.14) is left adjointable if \( f^* \) and \( k^* \) admit left adjoints \( f_\# \) and \( k_\# \), respectively,

\(^3\)As usual, this last piece of data is really a short-hand for a choice of diagonal morphism \( \delta : \mathcal{C}_{00} \to \mathcal{C}_{11} \) as well as two homotopies \( h^* \circ f^* \simeq \delta \simeq k^* \circ g^* \). We sometimes also refer to a functor with domain \( \Delta^1 \times \Delta^1 \) valued in an \( \infty \)-category as an essentially commutative square.
and if the associated exchange (or Beck-Chevalley) transformation

\[ k_\sharp h^* \to k_\sharp h^* f^* f_\sharp = k_\sharp k^* g^* f_\sharp \to g^* f_\sharp \]

is an equivalence.

A morphism of left adjointable squares \( \alpha : C_\bullet \to C'_\bullet \) is a morphism of squares such that the two exchange transformations \( f_\sharp \alpha_{10} \to \alpha_{00} f_\sharp \) and \( k_\sharp \alpha_{11} \to \alpha_{01} k_\sharp \) are equivalences. In other words, such a morphism fits into a cube

\[ \begin{array}{ccc}
C_00 & \to & C'_00 \\
\downarrow & & \downarrow \\
C_01 & \to & C'_01 \\
\downarrow & & \downarrow \\
C_10 & \to & C'_10 \\
\downarrow & & \downarrow \\
C_11 & \to & C'_11 \\
\end{array} \]

in which the top and the bottom face are left adjointable (in addition to the front and back). This defines a sub-\( \infty \)-category \( \text{Sq}^\text{LAd} \subseteq \text{Sq} \) which, with the notation of [Lur17, Definition 4.7.4.16], we may also write as \( \text{Fun}(\Delta^1, \text{Fun}^\text{LAd}(\Delta^1, \text{CAT}_\infty)) \). Similarly we define the \( \infty \)-category of right adjointable squares \( \text{Sq}^\text{RAd} \subseteq \text{Sq} \).

**Convention 2.15.** We denote by \( \Box_P \) the set of Cartesian squares

\[ \begin{array}{ccc}
s & \to & s' \\
f \uparrow & & \uparrow f' \\
t & \leftarrow \boxed{p'} & t' \end{array} \]

of \( S \) such that \( p \) and, hence, \( p' \) belong to \( P \).

**Remark 2.17.** Let \( q \in \Box_P \). Regarding \( q \) as a functor \( \Delta^1 \times \Delta^1 \to S \), pre-composition with \( q \) and post-composition with the forgetful functor \( \text{CAlg}(\text{CAT}_\infty) \to \text{CAT}_\infty \) together determine a functor

\[ \text{bc}_q : \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{CAT}_\infty)) \to \text{Sq} \, . \]

The functors \( \text{bc}_q \) for \( q \in \Box_P \) together determine a functor

\[ \text{bc} : \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{CAT}_\infty)) \to \prod_{\Box_P} \text{Sq} \, . \]

For each \( C : S^{\text{op}} \to \text{CAlg}(\text{CAT}_\infty) \), the condition that the squares of \( \text{bc}(C) \) belong to the sub-\( \infty \)-category \( \text{Sq}^\text{LAd} \subseteq \text{Sq} \) is the condition that \( C \) satisfies \( P \)-base change.

**Remark 2.18.** Let \( p : s' \to s \) be a morphism of \( P \). The functor \( p^* : C(s) \to C(s') \) is symmetric
monoidal, so we have an essentially commutative square

\[
\begin{array}{ccc}
C(s) \times C(s) & \xrightarrow{p \times \text{id}} & C(s') \times C(s) \\
\downarrow & & \downarrow (-) \circ p'(-) \\
C(s) & \xrightarrow{p'} & C(s')
\end{array}
\]  

(2.19)

in \(\text{Cat}_\infty\). This square is classified by a functor \(p! : p^-_! : \Delta^1 \times \Delta^1 \to \text{Cat}_\infty\). As we prove in Lemma 2.22 below, the assignment \(p \mapsto p!\) determines a functor

\[
p! : \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_\infty)) \to \prod_{P_1} \text{Sq}.
\]

For each \(C : S^{\text{op}} \to \text{CAlg}(\text{Cat}_\infty)\), the condition that the squares of \(p!\) belong to the sub-\(\infty\)-category \(\text{Sq}^{\text{LAd}} \subseteq \text{Sq}\) is the condition that \(C\) satisfies the \(P\)-projection formula.

**Remark 2.20.** Using Remarks 2.17 and 2.18, the \(\infty\)-category of pullback formalisms is seen to fit into a Cartesian square in \(\text{Cat}_\infty\):

\[
\begin{array}{ccc}
\text{PB} & \xrightarrow{\prod_{P \in P_1} \text{Sq}^{\text{LAd}}} & \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_\infty)) \\
\downarrow & & \downarrow \text{bc} \times p!
\end{array}
\]  

(2.21)

**Lemma 2.22.** Let \(p : s' \to s\) be a morphism in \(P\). The association \(C \mapsto p!_p(C)\) of Remark 2.18 underlies a functor

\[
p! : \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_\infty)) \to \text{Sq}
\]

Moreover, this functor admits a left adjoint.

**Proof.** Restricting along \(p : \Delta^1 \to S\) and identifying commutative algebra objects with commutative monoids [Lur10, Proposition 2.4.2.5] defines a functor

\[
\chi_p : \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_\infty)) \to \text{Fun}(\Delta^1 \times \text{Fin}_*, \text{Cat}_\infty).
\]
Next consider the morphism \( v : \Delta^1 \times \Lambda^2_0 \to \Delta^1 \times \text{Fin} \), depicted on the left:

\[
\begin{array}{ccc}
(0, 1) & \xrightarrow{\text{exid}} & (1, 1) \\
\rho_2 & \\ \\
(0, 2) & \xrightarrow{\text{exid}} & (1, 2) \\
\rho_2 & \\ \\
(0, 1) & \xrightarrow{\text{exid}} & (1, 1) \\
m & \\
\end{array}
\]

Here \( e : 0 \to 1 \) is the non-degenerate edge in \( \Delta^1 \), \( m : \langle 2 \rangle \to \langle 1 \rangle \) is the active morphism in \( \text{Fin} \), and \( \rho_2 : \langle 2 \rangle \to \langle 1 \rangle \) is the inert morphism with \( \rho_2(2) = 1 \). We restrict further along \( v \):

\[
v^* : \text{Fun}(\Delta^1 \times \text{Fin}_\infty, \text{Cat}_\infty) \to \text{Fun}(\Delta^1 \times \Lambda^2_0, \text{Cat}_\infty).
\]

To help the reader, the diagram \( v^* \circ \chi_p(C) \) is depicted on the right hand side in (2.23).

We now consider the canonical inclusion \( w : \Delta^1 \times \Lambda^2_0 \hookrightarrow W \) where \( W \) is the poset with one additional element and relations depicted on the left:

\[
\begin{array}{ccc}
C(s) & \xrightarrow{\rho^*} & C(t) \\
\rho^* & \\
C(s) \times C(s) & \xrightarrow{\rho^* \times \rho^*} & C(t) \times C(t) \\
\pi_2 & \\
C(s) \times C(s) & \xrightarrow{\rho^* \times \rho^*} & C(t) \times C(t) \\
\pi_2 & \\
C(s) & \xrightarrow{\rho^*} & C(t) \\
\end{array}
\]

The result \( w_* \circ v^* \circ \chi_p(C) \) of right Kan extending along \( w \),

\[
w_* : \text{Fun}(\Delta^1 \times \Lambda^2_0, \text{Cat}_\infty) \to \text{Fun}(W, \text{Cat}_\infty)
\]

is depicted on the right. Finally, there is an inclusion \( x : \Delta^1 \times \Delta^1 \to W \) indicated by the ‘‘’, restriction along which produces the required square:

\[
x^* : \text{Fun}(W, \text{Cat}_\infty) \to \text{Fun}(\Delta^1 \times \Delta^1, \text{Cat}_\infty) = \text{Sq}
\]

For the second statement, notice that \( \chi_p \) preserves limits and sifted colimits, by [Lur17, Corollary 3.2.2.5, Proposition 3.2.3.1], and therefore admits a left adjoint. Restrictions and right Kan extensions have left adjoints given by left Kan extensions and restrictions, respectively. Hence \( p^* \rho \) admits a left adjoint. \( \square \)
Proof of Proposition 2.12. By Proposition 2.6, the ∞-category Fun(S^{op}, CAlg(Cat_{∞})) is presentable. The same argument implies that Sq is also presentable. By [Lur17, Corollary 4.7.4.18], Sq^{LAd} is presentable, and the inclusion Sq^{LAd} \hookrightarrow Sq admits a left adjoint. As very large presentable ∞-categories and right adjoint functors between them are closed under (large) limits in Cat_{∞}, it therefore suffices to prove that the right vertical arrow bc \times pf in (2.21) is a right adjoint. In other words, it remains to prove that bc_{q} and pf_{p} are right adjoints for each q \in \Box_{p} and p \in P_{1}. This is Lemma 2.22 for pf_{p}, and is easy for bc_{q} as it can be written as the composite

\[ \text{Fun}(S^{op}, CAlg(Cat_{∞})) \to \text{Fun}(S^{op}, Cat_{∞}) \to \text{Fun}(\Delta^{1} \times \Delta^{1}, Cat_{∞}), \]

where the first functor forgets the symmetric monoidal structure, and the second is restriction along the functor q : \Delta^{1} \times \Delta^{1} \to S. Both these functors clearly admit left adjoints (Remark 2.5), and the claim for bc_{q} follows. \phantomsection \label{proof of proposition 2.12}

Remark 2.24. If C : S^{op} \to CAlg(Cat_{∞}) satisfies both base change and the projection formula (that is, if C is a pullback formalism) then C necessarily satisfies an apparently stronger condition: For any Cartesian square

\[
\begin{array}{ccc}
\Pi_{i} s'_i & \xleftarrow{(p_i)} & \Pi_{i} s_i \\
(\alpha_i) \uparrow & & (b_i) \uparrow \\
(s') & \xleftarrow{p} & s
\end{array}
\]

in S with p_{1}, \ldots, p_{n} in P, the essentially commutative square

\[
\begin{array}{ccc}
\Pi_{i} C(s'_i) & \xrightarrow{(p'_i)} & \Pi_{i} C(s_i) \\
\alpha'_i(-) \circ \cdots \circ \alpha'_n(-) \downarrow & & b'_i(-) \circ \cdots \circ b'_n(-) \downarrow \\
C(s') & \xrightarrow{p'} & C(s)
\end{array}
\]

is left adjointable. Indeed, the case n = 1 is precisely the base change property. The case n = 2 follows from the base change property together with the projection formula. Inductively, C satisfies this property for every n \geq 1. We will say that C satisfies the generalized projection formula (with respect to P).

3 Geometric pullback formalism

By Proposition 2.12, the ∞-category of pullback formalisms PB has an initial object. In this section, we study this initial pullback formalism, which will be fundamental for the remainder of the article. In Section 3.1, we describe this pullback formalism in detail, and in Section 3.2 we explain how it acts on every other pullback formalism. This will be used to prove in Section 3.3 that it is the initial object in PB.
3.1 Construction

**Convention 3.1.** We denote by $O_S = \text{Fun}(\Delta^1, S)$ the category of arrows in $S$, and by $O^P_S \subseteq O_S$ the full subcategory spanned by arrows in $P$. We endow both of these with the Cartesian symmetric monoidal structure so that evaluation at $1 \in \Delta^1$ induces a symmetric monoidal functor

$$ev_1 : O^P_S \to S.$$ 

(Here, we use the assumptions on $P$ in Convention 2.1.) Finally, for $s \in S$, we denote by $P_s$ the fiber of $ev_1$ over $s$ with the induced (Cartesian) symmetric monoidal structure.

**Example 3.2.** In our main Example 2.2 and for a finite type $B$-scheme $X$, the category $P_X$ is the category of smooth $X$-schemes.

**Lemma 3.3.** The functor $ev_1 : (O^P_S) \to S$ is a ‘symmetric monoidal Cartesian fibration’, that is, the underlying functor $ev_1 : O^P_S \to S$ is a Cartesian fibration, and the Cartesian edges are stable under products in $O^P_S$.

**Proof.** The underlying functor $ev_1 : O^P_S \to S$ is a Cartesian fibration since $S$ admits pullbacks and $P$ is stable under them. An $ev_1$-Cartesian edge in $O^P_S$ corresponds to a Cartesian square in $S$, and these are stable under products with any object of $O^P_S$. This completes the proof. \qed

**Remark 3.4.** Passing to opposite categories we obtain a ‘symmetric monoidal coCartesian fibration’

$$ev_1 : (O^P_S) \to S$$

that is, a symmetric monoidal functor whose underlying functor is a coCartesian fibration, and such that the coCartesian edges are stable under coproducts in $(O^P_S)$. By Corollary A.12 and Proposition A.6, this corresponds to a functor $Cgm : S^{op} \to \text{CAlg}(\text{CAT}_{\infty})$. We will be more interested in its opposite $Cgm : S^{op} \to \text{CAlg}(\text{CAT}_{\infty})$ (Example 2.8), whose value at $s \in S$ is

$$Cgm(s) = P_s,$$

the full subcategory of $S$ spanned by arrows $s' \to s$ in $P$, endowed with the Cartesian symmetric monoidal structure (that is, the fiber product over $s$ in $S$). Given a morphism $f : t \to s$ in $S$, the induced symmetric monoidal functor $f^* : Cgm(s) \to Cgm(t)$ is given by pullback along $f$:

$$P_s \to P_t, \quad (s' \to s) \mapsto (s' \times_t t \to t).$$ 

**Definition 3.7.** The functor $Cgm : S^{op} \to \text{CAlg}(\text{CAT}_{\infty})$ is called the geometric pullback formalism. This terminology is justified by the following result.

**Proposition 3.8.** The functor $Cgm : S^{op} \to \text{CAlg}(\text{CAT}_{\infty})$ is a pullback formalism.

**Proof.** We need to verify the three conditions in Definition 2.11. For (i), we note that if $f : t \to s$ belongs to $P$, then the functor (3.6) admits a left adjoint $f_!$ given by post-composition with $f$. 


For (2), let us be given a Cartesian square as in (2.16) and apply $C_{gm}$:

\[
\begin{array}{ccc}
P_s & \xrightarrow{s \times s} & P_{s'} \\
\downarrow_{t \times s} & & \downarrow_{r \times r'} \\
P_t & \xrightarrow{r \times s} & P_{t'}
\end{array}
\]

By the description of $p_#$ and $p'_#$, just given, we recognize the associated exchange transformation evaluated at $q \in P_{s'}$ as the canonical morphism

\[ p'(t' \times q) \to t \times (pq), \]

and invertibility of this morphism expresses the fact that the composition of two Cartesian squares is Cartesian. This proves that the geometric pullback formalism satisfies the base change property.

We turn to (3) in Definition 2.11. Let $p : s' \to s$ be a morphism in $P$, and consider the associated square (2.19). The associated exchange transformation evaluated at $q \in P_s$ and $q' \in P_{s'}$ is easily seen to coincide with the canonical morphism

\[ p(q' \times s (s' \times q)) \to (pq') \times s q \]

which is again invertible for the same reason. \hfill \Box

### 3.2 Geometric action

Let $C$ be a pullback formalism and fix $s \in S$. Given any $M \in C(s)$ and $p : s' \to s$ a $P$-morphism, we may define a new object in $C(s)$:

\[ p_#p^*(M) \]

Our goal in the present subsection is to prove that this association can be promoted to a functor $C_{gm}(s) \times C(s) \to C(s)$, compatible with the symmetric monoidal structures and suitably functorial in $s$. The statement is Proposition 3.10, and the proof occupies the rest of the subsection.

**Convention 3.9.** Throughout this subsection, we fix:

- $C : S^{op} \to CAlg(Cat_{\infty})$, a pullback formalism;
- $\hat{C}^{op} \to S^{op,11}$, the opposite $S^{op}$-monoidal $\infty$-category associated to $C$ (Remark 2.10).

**Proposition 3.10.** There exists a morphism in $Fun(S^{op}, CAlg(Cat_{\infty}))$,

\[ C_{gm} \times C \to C, \quad (3.11) \]
which at \( s \in S \) can informally be described as the association

\[
(p, M) \mapsto p_\# p^* M.
\]

**Remark 3.12.** The morphism (3.11) does not commute with \( q_\# \) for \( P \)-morphisms \( q \). In other words, it is not a morphism of pullback formalisms.

**Remark 3.13.** Passing to opposites (Example 2.8), such a morphism (3.11) would correspond to one of the form

\[
\tilde{C}_{gm} \times \tilde{C} \to \tilde{C},
\]

and under the equivalence of Corollary A.12, this would in turn correspond to an \( S^{op} \)-monoidal functor (cf. Remark 3.4)

\[
(\mathcal{O}_S^P)^{op, \Pi} \times_{S^{op}, \Pi} \tilde{\mathcal{C}}^R \to \tilde{\mathcal{C}}^R.
\]

We will from now on work in this setting of \( S^{op} \)-monoidal \( \infty \)-categories.

**Remark 3.16.** Identifying \( \Delta^1 \) with its opposite \( (\Delta^1)^{op} \) we obtain an equivalence

\[
(\mathcal{O}_S^P)^{op} \simeq \mathcal{O}_S^{P^{op}}.
\]

The following construction will play a fundamental role in defining the functor (3.15). Consider the composite

\[
\Delta^1 \times (\mathcal{O}_S^P)^{op} \xrightarrow{(3.17)} \Delta^1 \times \mathcal{O}_S^{P^{op}} \xrightarrow{ev} S^{op} \xrightarrow{\tilde{C}} \text{CAlg}(\text{CAT}_\infty)
\]

of evaluation and the opposite pullback formalism \( \tilde{C} \) (Example 2.8). It corresponds (Corollary A.12) to an \( (\mathcal{O}_S^P)^{op} \)-monoidal functor:

\[
\tilde{\mathcal{F}}^R \xrightarrow{\Pi^*} \tilde{\mathcal{S}}^R
\]

\[
\xymatrix{ \tilde{\mathcal{F}}^R \ar[rr]^{\Pi^*} & & \tilde{\mathcal{S}}^R \ar[dr]^{p_0} \ar[dl]_{p_1} & \\
(\mathcal{O}_S^P)^{op, \Pi} & & \mathcal{O}_S^{P^{op}} & }
\]

Informally, the total \( \infty \)-categories may be described as follows:

- **Objects** of \( \tilde{\mathcal{F}} \) are pairs \((p : s' \to s, M)\) where \( p \) is a \( P \)-morphism and \( M \in C(s) \). A morphism \((p : s' \to s, M)\) to \((q : t' \to t, N)\) is a morphism \((f', f) : q \to p\) in \( \mathcal{O}_S^P \) and a morphism \( N \to f^* M \) in \( C(t) \).

- **Objects** of \( \tilde{\mathcal{S}} \) are pairs \((p : s' \to s, M')\) where \( p \) is a \( P \)-morphism and \( M' \in C(s') \). A morphism \((p : s' \to s, M')\) to \((q : t' \to t, N')\) is a morphism \((f', f) : q \to p\) in \( \mathcal{O}_S^P \) and a morphism \( N' \to (f')^* M' \) in \( C(t') \).

In both cases, the tensor product is given by the external product. The functor \( \Pi^* \) can then be thought of as mapping

\[
\tilde{\mathcal{F}} \ni (p, M) \mapsto (p, p^* M) \in \tilde{\mathcal{S}}.
\]
Remark 3.18. The composite
\[ q_1 : \tilde{\mathcal{T}}^\ast \xrightarrow{p_1} (\mathcal{C}_S^P)^{\op} \xrightarrow{\ev_1} S^{\op}. \]

exhibits $\tilde{\mathcal{T}}^\ast$ as the domain of the $S^{\op}$-monoidal functor (3.15) to be constructed. (This follows from [Lur09, Remark 3.2.3.14].) Under this identification, the functor $p_1$ corresponds to the canonical projection onto the first factor. We denote by $p_2 : \hat{\mathcal{T}}^\ast \to \hat{\mathcal{C}}^\ast$ the functor corresponding to the canonical projection onto the second factor. We will in the sequel consider $\hat{\mathcal{T}}^\ast$ as an $S^{\op}$-monoidal $\infty$-category via $q_1$. Similarly, we will consider $\hat{\mathcal{S}}^\ast$ as an $S^{\op}$-monoidal $\infty$-category via the composite $q_0 := \ev_1 \circ p_0$.

Lemma 3.19. (a) The functor $\Pi^\ast$ is $S^{\op}$-monoidal.
(b) The functor $\Pi^\ast$ admits a right adjoint $\Pi_\#$ relative to $(\mathcal{C}_S^P)^{\op}$. Moreover, $\Pi_\#$ is a map of $\infty$-operads.
(c) The functor $\Pi_\# : \tilde{\mathcal{S}}^\ast \to \hat{\mathcal{T}}^\ast$ is $S^{\op}$-monoidal.

Proof. The first statement (a) is formal. Namely, let $F$ be a $q_1$-coCartesian edge in $\tilde{\mathcal{T}}^\ast$. As $p_1$ is a coCartesian fibration between coCartesian fibrations, $p_1(F)$ is $ev_1$-coCartesian (Lemma A.4). It then follows from [Lur09, Proposition 2.4.1.3.(3)] that $F$ is also $p_1$-coCartesian. By construction, $\Pi^\ast(F)$ is $p_0$-coCartesian. But $p_0(\Pi^\ast(F)) = p_1(F)$ is $ev_1$-coCartesian as remarked earlier. Hence the other direction of [Lur09, Proposition 2.4.1.3.(3)] allows us to conclude that $\Pi^\ast(F)$ is $q_0$-coCartesian.

We now turn to (b). Fix a $P$-morphism $p : s' \to s$. The fiber of $\Pi^\ast$ over $p$ may be identified with the functor
\[ C(s)^{\op} \xrightarrow{p^*} C(s')^{\op} \]
which admits a right adjoint $p_\#^\ast$ by our assumption that $C$ be $P$-adjointable. The statement now follows from [Lur17, Corollary 7.3.2.7].

Consider now (c). By Proposition A.9, we need to prove two things:

1. $\Pi_\# : \tilde{\mathcal{S}}^\ast \to \hat{\mathcal{T}}^\ast$ is symmetric monoidal.
2. The underlying functor $\Pi_\# : \tilde{\mathcal{S}} \to \hat{\mathcal{T}}$ preserves $S^{\op}$-coCartesian edges.

Let us start with the latter. Recall (Remark 3.16) that a morphism from $(p : s' \to s, M')$ to $(q : t' \to t, N')$ in $\tilde{\mathcal{S}}$ is a morphism $(f', f) : q \to p$ in $\mathcal{C}_S^P$ together with a morphism $N' \to (f')^*M'$ in $C(t')$. This is $S^{\op}$-coCartesian if and only if the square
\[
\begin{array}{ccc}
s' & \xrightarrow{p} & s \\
\uparrow f' & & \uparrow f \\
t' & \xrightarrow{q} & t
\end{array}
\]
is Cartesian in $S$, and if the morphism $N' \xrightarrow{\sim} (f')^*M'$ is an equivalence. The image under $\Pi_\#$ is $(f', f) : q \to p$ together with the morphism $q_\#N' \to f^*p_\#M'$ in $C(t)$. It follows that the
image is $S^{op}$-coCartesian if and only if the morphism
\[ q_\#(f')^* M' \simeq q_\# N' \to f^* p_\# M' \]
is an equivalence in \( C(t) \). But this holds by our assumption that \( C \) satisfies base change.

We now turn to (i). Since \( \Pi_\# \) is a map of \( \infty \)-operads, by (b), it suffices to show that the canonical morphisms
\[
\begin{align*}
1 \delta & \to \Pi_\#(1_\delta), \\
\Pi_\#(p, M') \otimes \Pi_\#(q, N') & \to \Pi_\#((p, M') \otimes (q, N'))
\end{align*}
(3.21)
(3.22)
\]
are equivalences, for any \( (p : s' \to s, M') \) and \( (q : t' \to t, N') \), and where \( 1_{(-)} \) denotes a monoidal unit. But a monoidal unit in \( \delta \) is given by the object \( \langle \text{id}_{1_S}, 1_{S}, 1_{C(s)} \rangle \), where \( 1_S \) denotes the final object of \( S \). And \( \Pi_\#(\text{id}_{1_S}, 1_{C(s)}) = (\text{id}_{1_S}, 1_{C(s)}) \) hence (3.21) is an equivalence. As \( \Pi_\# \) is a functor over \( (\mathfrak{C}_S)^{op} \), the morphism (3.22) identifies with the identity on \( p \times q \) in \( \mathfrak{C}_S \) together with
\[
(p \times q)_\#(M' \otimes_C N') \to p_\# M' \otimes_C q_\# N'
\]
in \( C(s \times t) \). But this is a special case of the generalized projection formula of Remark 2.24, and we conclude that it is an equivalence.

**Proof of Proposition 3.10.** We complete the argument initiated in Remark 3.13. Indeed, the composition of \( \Pi_\# \Pi^* \) with the canonical projection (Remark 3.18)
\[
\begin{array}{c}
\mathfrak{F}^\# \xrightarrow{\Pi_\# \Pi^*} \mathfrak{G}^\# \xrightarrow{p^2} \mathfrak{C}^\#
\end{array}
\]
is \( S^{op} \)-monoidal, by Lemma 3.19. Hence it corresponds to a morphism
\[
\tilde{C}_{\text{gm}} \times \tilde{C} \to \tilde{C}
\]
in \( \text{Fun}(S^{op}, \text{CAlg}(\text{CAT}_{\infty})) \), and by construction, it sends an object \( (p : s' \to s, M \in C(s)) \) over \( s \in S \) to \( p_\# p^* M \). Passing to opposite pullback formalisms yields the claim.

**Remark 3.23.** The construction of \( \Pi^* \) did not require \( C \) to be a pullback formalism. Thus the proof of Lemma 3.19 shows that the following are equivalent:

(i) \( C : S^{op} \to \text{CAlg}(\text{CAT}_{\infty}) \) is a pullback formalism.

(ii) \( \Pi^* : \mathfrak{F}^\# \to \delta^\# \) admits a right adjoint relative to \( (\mathfrak{C}_S)^{op, \Pi} \) which is in addition \( S^{op} \)-monoidal.

### 3.3 Initial pullback formalism

In this section, we show that the geometric pullback formalism \( C_{\text{gm}} \) constructed in Section 3.1 is an initial object of \( \text{PB} \). We keep the notation and assumptions of Convention 3.9.
Remark 3.24. $C$ being an object of $\text{Fun}(S^{op}, \text{CAlg(CAT}_{\infty}))$, there exists an essentially unique morphism $* \to C$ from the initial partial pullback formalism. We will denote this morphism by $1_C$ as it is given, at $s \in S$, by a monoidal unit $* \mapsto 1_{C(s)}$ of $C(s)$. If we compose this morphism with the geometric action of Proposition 3.10 we obtain a morphism

$$[-]_C : C_{gm} \xrightarrow{\text{id}_{C_{gm}} \times 1_C} C_{gm} \times C \xrightarrow{(1,1)} C$$

in $\text{Fun}(S^{op}, \text{CAlg(CAT}_{\infty}))$. Note that it takes an object $p : s' \to s$ in $C_{gm}(s)$ to the object

$$[p]_C = p # p^* 1_{C(s)}$$

in $C(s)$.

Proposition 3.25. The morphism $[-]_C : C_{gm} \to C$ belongs to $\text{PB}$.

Proof. Let $q : s \to t$ be a $P$-morphism. Unwinding the definitions, we need to show that the canonical morphism

$$q # q^* 1_{C(s)} \to (qp) # (qp)^* 1_{C(t)}$$

is an equivalence. But this follows from $q^*$ being a symmetric monoidal functor. \qed

Theorem 3.26. The geometric pullback formalism $C_{gm}$ is an initial object of $\text{PB}$.

Proof. By Proposition 2.12, the very large $\infty$-category $\text{PB}$ is presentable and therefore admits an initial object $C_{init}$. In particular, we obtain a morphism $\phi : C_{init} \to C_{gm}$. Let $\psi = [-]_{C_{init}} : C_{gm} \to C_{init}$ be the morphism constructed in Proposition 3.25. It follows that the composite $\psi \circ \phi$ is homotopic to the identity, and it suffices to show that the composite $\phi \circ \psi$ is equally homotopic to the identity.

For this, use the equivalence of Corollary A.12 to translate it into the language of $S^{op}$-monoidal $\infty$-categories. In this language we have an $S^{op}$-monoidal functor (cf. Remark 3.4):

$$\xymatrix{(\mathcal{O}_S^P)^{op,II} \ar[rr]^-F \ar[dr]^-{\text{ev}_1} & & (\mathcal{O}_S^P)^{op,II} \ar[dl]^-{\text{ev}_1} \ar[dd]^-{\text{ev}_1} \\
S^{op,II} & & S^{op,II}}$$

These are all 1-categories, and it will therefore be sufficient to construct a natural isomorphism $\eta : \text{id} \to F$ on the level of 1-categories. Also, $F$ being symmetric monoidal is equivalent to its underlying functor preserving finite coproducts, and $\eta$ will automatically be compatible with finite coproducts. It therefore suffices to construct a natural isomorphism $\eta : \text{id} \to F$ of the underlying endofunctors on $(\mathcal{O}_S^P)^{op}$ over $S^{op}$. Also, we may pass to the opposite categories to ease notation. Summarizing then, we are given an endofunctor $F : \mathcal{O}_S^P \to \mathcal{O}_S^P$ over $S$ which
preserves finite limits, and such that the canonical map
\[ p \circ F(p') \sim F(p \circ p') \]  
(3.27)
is an isomorphism for any \( P \)-morphisms \( p, p' \). Our goal is to prove that \( F \) is naturally isomorphic to \( \text{id}_{\mathcal{C}_S} \) over \( S \).

Let \( s \in S \) and consider the unique morphism \( \pi_s : s \to \mathbb{1}_S \) to the final object. We take a Cartesian lift of \( \pi_s \) in \( \mathcal{C}_S \), and recall that \( F \) preserves Cartesian squares:

\[
\begin{array}{ccc}
\pi_s & \sim & F(\pi_s) \\
\downarrow & & \downarrow F(\text{id}_s) \\
\mathbb{1}_S & \sim & F(\mathbb{1}_S)
\end{array}
\]

As \( \text{id}_S \) is a final object of \( \mathcal{C}_S \) and as \( F \) preserves final objects, we deduce that \( F(\text{id}_s) \) and hence \( F(\text{id}_s) \) are isomorphisms. This allows us to define an isomorphism \( \eta_s : \text{id}_s \sim F(\text{id}_s) \):

\[
\begin{array}{ccc}
s & \xleftarrow{\text{id}_s} & s \\
\downarrow & & \downarrow F(\text{id}_s) \\
s & \xleftarrow{F(\text{id}_s)} & F(\mathbb{1}_S)
\end{array}
\]

Given a \( P \)-morphism \( p : s' \to s \), define the isomorphism \( \eta_p : p \sim F(p) \) as the following composite of isomorphisms:

\[ p = p \circ \text{id}_{s'} \overset{\text{id}_{s'}}{\sim} p \circ F(\text{id}_{s'}) \overset{(3.27)}{=} F(p \circ \text{id}_{s'}) = F(p) \]  
(3.28)

We need to show that \( \eta_p \) is natural in \( p \) and that \( \text{ev}_1(\eta_p) = \text{id}_s \). We start with the former. Let us be given a morphism \((f, f') : p \to q \) in \( \mathcal{C}_S \):

\[
\begin{array}{ccc}
s & \xrightarrow{f} & t \\
p & \xrightarrow{q} & q \\
s' & \xrightarrow{f'} & t'
\end{array}
\]

We will show that each of the two squares in the following diagram commutes:

\[
\begin{array}{ccc}
p \circ \text{id}_{s'} & \overset{p \circ \eta_{s'}}{\sim} & p \circ F(\text{id}_{s'}) \\
\downarrow \sim & & \downarrow F(p \circ \text{id}_{s'}) \\
(F, f') \circ (f', f') & \sim & F((F, f') \circ (f', f'))
\end{array}
\]

(3.29)
For the left square in (3.29), let us spell out the two paths from \( p \circ \text{id}_s \) to \( q \circ F(\text{id}_r) \):

(a) path along \( \rightarrow \)

(b) path along \( \rightarrow \)

We only need to verify that the two composites of the bottom horizontal arrows \( s' \to t' \) coincide. But this follows from commutativity of the bottom right square (which is \( F(f', f') \)) in the first diagram.

We now turn to the right square in (3.29), where we can prove more generally that the map (3.27) is natural in both \( p \) and \( p' \). Let us recall how the map (3.27) is constructed. Given \( P \)-morphisms \( p : s' \to s \) and \( p' : s'' \to s' \), consider the commutative diagram in \( S \) corresponding to a composite of morphisms in \( \mathcal{B}_S^p \)

\[
\begin{array}{ccc}
  s' & \xrightarrow{\text{id}_{s'}} & s' \\
  \uparrow p & \quad & \uparrow p \circ p' \\
  \quad & \quad & \quad \\
  s'' & \xrightarrow{t} & s''
\end{array}
\]  

where the right hand square is Cartesian, and the composite of the bottom horizontal arrows is \( \text{id}_{s''} \). Applying \( F \) we obtain another diagram

\[
\begin{array}{ccc}
  s' & \xrightarrow{\text{id}_{s'}} & s' \\
  F(p') \uparrow & \quad & \uparrow F(p \circ p') \\
  \quad & \quad & \quad \\
  x & \xrightarrow{y} & z
\end{array}
\]  

Rearranging this diagram, it defines a morphism \( p \circ F(p') \to F(p \circ p') \) which is (3.27). Now, it is clear that the construction of (3.30) is natural in \( p \) and \( p' \), and so is (3.31), since \( F \) is a functor. This completes the proof that \( \eta_p \) is natural in \( p \).

From the construction of (3.27) just recalled we also see that its image under \( \text{ev}_1 \) is the identity. As this is obviously true as well for the first arrow in (3.28) we conclude that \( \text{ev}_1(\eta_p) = \text{id}_s \) as required.

4 Cocompletion

In this section, we study the sub-\( \infty \)-category of PB spanned by those pullback formalisms that are cocomplete in the following sense.
**Definition 4.1.** We say that a pullback formalism \( C : \text{S}^{\text{op}} \to \text{CAlg}(_{\text{Cat}_{\text{op}}}^c) \) is **cocomplete** if

1. for each \( s \in \text{S} \), the \( \infty \)-category \( C(s) \) admits small colimits;
2. for each \( s \in \text{S} \), the tensor-product bifunctor \( \otimes \) on \( C(s) \) preserves small colimits separately in each variable; and
3. for each morphism \( f : t \to s \) of \( \text{S} \), \( f^* : C(s) \to C(t) \) preserves small colimits.

A morphism of cocomplete pullback formalisms is a morphism \( \phi : C \to C' \) of pullback formalisms such that for each \( s \in \text{S} \), the functor \( \phi_s : C(s) \to C'(s) \) preserves small colimits. This defines the \( \infty \)-category of cocomplete pullback formalisms \( \text{PB}^c \) as a sub-\( \infty \)-category of \( \text{PB} \).

**Remark 4.2.** In other words, the \( \infty \)-category of cocomplete pullback formalisms fits into a Cartesian square in \( _{\text{Cat}_{\text{op}}}^{\text{Cat}_{\text{in}}}^c \):

\[
\begin{array}{ccc}
\text{PB}^c & \longrightarrow & \text{PB} \\
\downarrow & & \downarrow \\
\text{Fun}(\text{S}^{\text{op}}, \text{CAlg}(_{\text{Cat}_{\text{op}}}^c)) & \longrightarrow & \text{Fun}(\text{S}^{\text{op}}, \text{CAlg}(_{\text{Cat}_{\text{op}}}^c))
\end{array}
\]

**Proposition 4.4.** The very large \( \text{PB}^c \) is presentable, and the inclusion \( \text{PB}^c \hookrightarrow \text{PB} \) admits a left adjoint.

**Proof.** By [Lur17, Remark 4.8.1.9], the inclusion \( \text{CAlg}(_{\text{Cat}_{\text{op}}}^c) \hookrightarrow \text{CAlg}(_{\text{Cat}_{\text{op}}}^c) \) admits a left adjoint, which is given by composition with the symmetric monoidal functor \( P_{\mathcal{K}} \) of [Lur09, Corollary 5.3.6.10], where \( \mathcal{K} \) denotes the (large) set of all small simplicial sets. Together with Proposition 2.12, this implies that the cospan defining \( \text{PB}^c \) in (4.3) consists of presentable \( \infty \)-categories and right adjoint functors. Thus \( \text{PB}^c \) is itself presentable, and the inclusion \( \text{PB}^c \hookrightarrow \text{PB} \) admits a left adjoint. \( \square \)

We define two additional \( \infty \)-categories of pullback formalisms:

**Definition 4.5.**
- The \( \infty \)-category of **small pullback formalisms** is the full sub-\( \infty \)-category of \( \text{PB} \) spanned by \( C \) such that \( C(s) \in \text{Cat}_{\text{op}} \) for all \( s \in \text{S} \). It is denoted \( \text{PB}^\text{sm} \).
- The \( \infty \)-category of **presentable pullback formalisms** is the full sub-\( \infty \)-category of \( \text{PB}^c \) spanned by \( C \) such that \( C(s) \) is presentable for all \( s \in \text{S} \). It is denoted \( \text{PB}^\text{pr} \).

**Remark 4.6.** If \( C \in \text{PB}^\text{pr} \) then for each \( s \in \text{S} \), \( C(s)^{\otimes} \) is automatically presentably symmetric monoidal, that is, the underlying \( \infty \)-category \( C(s) \) is presentable and the tensor bifunctor \( C(s) \times C(s) \to C(s) \) preserves colimits in each variable separately. This implies the existence of internal homs.
Proposition 4.7. The left adjoint of Proposition 4.4 fits into an essentially commutative square

$$\begin{array}{ccc}
\text{PB} & \longrightarrow & \text{PB}^c \\
\uparrow & & \uparrow \\
\text{PB}^{sm} & \overset{(-)^\sim}{\longrightarrow} & \text{PB}^{pr}
\end{array}$$

where the functor $C \mapsto \hat{C}$ sends a small pullback formalism to its (pointwise) free cocompletion, endowed with the Day convolution symmetric monoidal structure.

Proof. First we note that there is indeed such a functor $\hat{\cdot} : \text{PB}^{sm} \to \text{PB}^{pr}$. An adjunction of functors between small $\infty$-categories passes to an adjunction on the free cocompletions, by left Kan extension along the Yoneda embedding. Since left Kan extensions preserve colimits, the $P$-base change property and the $P$-projection formula for $\hat{C}$ follow from the ones for $C$, for every small pullback formalism $C$.

As seen in the proof of Proposition 4.4, the left adjoint

$$\text{Fun}(S^{op}, \text{CAlg}(\text{Cat}^\infty)) \to \text{Fun}(S^{op}, \text{CAlg}(\text{Cat}^\infty))^c$$

to the canonical inclusion is given by pointwise composition with $\mathcal{P}_{\mathcal{K}}$, where $\mathcal{K}$ denotes the (large) set of all small simplicial sets. By [Lur09, Example 5.3.6.6], this functor coincides with the free cocompletion $\mathcal{P}(\cdot)$ on small $\infty$-categories, and the induced symmetric monoidal structure is Day convolution, by [Lur17, Remark 4.8.1.13].

The claim is now a formal consequence of these two observations. \hfill $\Box$

Example 4.8. The geometric pullback formalism $C_{gm}$ is small. It follows then from Proposition 4.7 that its image $\hat{C}_{gm}$ under the left adjoint of Proposition 4.4 may be described as $s \mapsto \mathcal{P}(P_s)$ endowed with the Day convolution product, which is just the pointwise product in the $\infty$-category of small spaces.

Corollary 4.9. The pullback formalism $\hat{C}_{gm}$ is an initial object of both $\text{PB}^{pr}$ and $\text{PB}^c$.

Proof. This follows from Theorem 3.26 and Proposition 4.7. \hfill $\Box$

5 Descent and homotopy invariance

If $S$ is endowed with a Grothendieck topology $\tau$ and a distinguished ‘interval object’ $a \in S$ (a ‘site with interval’ in the sense of [MV99], although we won’t need to know the exact meaning of this), we are particularly interested in those pullback formalisms which are ‘compatible’ with these data: They satisfy non-effective $\tau$-descent and $a$-homotopy invariance. We will follow the pattern established in earlier sections: First we single out these pullback formalisms making sure that we remain in the context of (very large) presentable $\infty$-categories (Section 5.1). Then (Section 5.2) we describe more explicitly the result of enforcing these conditions for pullback formalisms of interest (namely, presentable ones).
5.1 Local pullback formalisms

In order to deal with descent and homotopy invariance at the same time, and to allow for a certain flexibility in applications, we will use the following setup.

**Convention 5.1.** We denote by $S_{II} \subseteq \mathcal{P}(S)$ the full subcategory generated by the image of the Yoneda embedding $S \to \mathcal{P}(S)$ and closed under coproducts. Note that a morphism $f: \bigsqcup_j s^{(j)} \to \bigsqcup_j t^{(j)}$ in $S_{II}$ is determined by a family of morphisms $f^{(j)}: s^{(j)} \to t^{(j)}$ in $S$. We say that $f$ is a $P$-morphism if each $f^{(j)}$ belongs to $P$. This defines subcategories

$$P_{II} \subseteq S_{II} \subseteq \mathcal{P}(S).$$

Also, for a simplicial set $I$ we denote by $I^\infty$ the join $I \ast \Delta^0$ which is $I$ together with a (new) final object denoted $\infty$.

**Convention 5.2.** We fix a (possibly large) set $\mathcal{L}$ of diagrams of the form

$$u: I^\infty \to P_{II}$$

such that each simplicial set $I$ is small.

**Remark 5.3.** Let $C: S^{op} \to \text{Cat}_\infty$ be a functor. Since $\text{Cat}_\infty$ admits all small (even large) limits, $C$ admits a right Kan extension along the Yoneda embedding:

$$
\begin{array}{ccc}
S^{op} & \xrightarrow{C} & \text{Cat}_\infty \\
\mathcal{P}(S)^{op} & \xleftarrow{\mathcal{Y}_S} & \end{array}
$$

It follows from [Lur09, Proposition 4.3.3.7] that the association $C \mapsto \overline{C}$ defines a right adjoint to restriction along the Yoneda embedding:

$$y^*_S: \text{Fun}(\mathcal{P}(S)^{op}, \text{Cat}_\infty) \rightleftarrows \text{Fun}(S^{op}, \text{Cat}_\infty): (\overline{-})$$

**Definition 5.4.** Let $C \in \text{PB}^c$ and $u: I^\infty \to P_{II}$ a diagram in $\mathcal{L}$. We say that $C$ is local with respect to $u$ if the canonical functor

$$u^*: \overline{C}(u_{\infty}) \to \varprojlim_{P_{II}} \overline{C}(u|_I) \quad (5.5)$$

is fully faithful. And $C$ is $(\mathcal{L},-)$local if it is local with respect to all $u \in \mathcal{L}$. This defines a full sub-$\infty$-category $\text{PB}^c_{\mathcal{L}} \subseteq \text{PB}^c$.

Here is the main result of this subsection.

**Proposition 5.6.** The very large $\infty$-category $\text{PB}^c_{\mathcal{L}}$ is presentable and the inclusion $\text{PB}^c_{\mathcal{L}} \hookrightarrow \text{PB}^c$
admits a left adjoint.

This will require some preparations, before we can rephrase the condition of being local in our preferred language of adjointable squares.

**Lemma 5.7.** Let $C \in \text{PB}^c$ and $u : I^o \to P_{11}$ a diagram in $\mathcal{L}$. The functor $u^*$ of (5.5) admits a left adjoint $u_\#$.

**Proof.** By [Lur09, Proposition 4.2.3.14], we may and will assume that $I$ is an ordinary category. The composite $\overline{C} \circ u : (I^o)^{\text{op}} \to \text{Cat}_{\infty}$ classifies a Cartesian fibration $\pi : X \to I^o$. Let $\alpha : i \to j$ be a morphism in $I^o$, and consider the associated functor on the fibers $u^*_\alpha : \overline{C}(u_j) \to \overline{C}(u_i)$. Since $u^*_\alpha$ is a $P$-morphism, it follows that $u^*_\alpha$ admits a left adjoint $(u_\alpha)^\#$. By [Lur09, Corollary 5.2.2.5] then, $\pi$ is a coCartesian fibration too. Since the inclusion $\infty \to I^o$ admits a left adjoint, we deduce from [Lur09, Corollary 5.2.7.11] that the inclusion $\rho : X_\infty \to X$ admits a left adjoint $\lambda$.

Consider the Cartesian square of simplicial sets

$$
\begin{array}{ccc}
X' & \to & X \\
\downarrow & & \downarrow \\
I & \to & I^o
\end{array}
$$

with $\pi' : X' \to I$ also a Cartesian and coCartesian fibration. We denote by $T'$ the full sub-$\infty$-category of $\text{Map}_I(I, X')$ of Cartesian sections of $\pi'$ which we identify with $\lim_{I^o} \overline{C}(u_I)$ [Lur09, Corollary 3.3.3.2]. Consider the evaluation map $e : T' \times I \to X' \leftarrow X$ and let $f : T' \times I \to X_\infty$ be the composite $\lambda \circ e$. We then define $u_\# : T' \to X_\infty \simeq \overline{C}(u_\infty)$ as the composite

$$u_\# : T' \overset{f}{\to} \text{Fun}(I, X_\infty) \overset{\text{colim}_I}{\to} X_\infty. \quad (5.8)$$

Similarly we let $T \subseteq \text{Map}_{P}((I^o, X)$ be the full sub-$\infty$-category spanned by Cartesian sections so that we have a trivial fibration $g : T \to X_\infty$. Evaluation $T \times I^o \to X$ induces a natural transformation from $e \circ u^*$ to $\rho \circ g$ (the latter viewed as constant in $I$). By construction, this natural transformation must come from a natural transformation $f \circ u^* \to g$.

Composing with colim, we obtain a natural transformation $u_\# \circ u^* \to \text{id}$ which (evaluated at $x \in T$) we may describe informally as the composite of the following two counit morphisms:

$$\text{colim} \ u(i)_\# u(i)^* x \to \text{colim} \ x \to x,$$

where $u(i)$ is $u$ applied to the unique morphism $i \to \infty$ in $I^o$. It follows easily from the description of mapping spaces in limit $\infty$-categories that this is the counit of an adjunction $u_\# \vdash u^*$ as required. \hfill $\Box$

**Lemma 5.9.** Let $\phi : C \to C'$ be a morphism in $\text{PB}^c$ and let $u : I^o \to P_{11}$ be a diagram in $\mathcal{L}$. Then
the following square is left adjointable:

\[
\begin{array}{ccc}
\mathcal{C}(u_\infty) & \xrightarrow{u^*} & \lim_{I^\text{op}} \mathcal{C} \circ u|_I \\
\downarrow \mathcal{F}_{u_\infty} & & \downarrow \lim \overline{\mathcal{F}} \\
\mathcal{C}'(u_\infty) & \xrightarrow{u^*} & \lim_{I^\text{op}} \mathcal{C}' \circ u|_I
\end{array}
\]

**Proof.** We have proved in Lemma 5.7 that the two functors labeled $u^*$ admit left adjoints $u^\#$, and to prove that the exchange transformation is an equivalence, we take up the notation used in the proof of that result. In view of the construction (5.8) of $u^\#$, and given that $\phi$ preserves colimits, it suffices to show that $\phi$ commutes with $\lambda$. Thus let us be given an object in $X$ lying over some $i \in I$ so that we may identify it with a pair $(i, x)$ where $x \in \mathcal{C}(u_i)$. Then we have in $\mathcal{C}'(u_\infty)$:

\[
\overline{\phi}_{u_\infty} \lambda(i, x) \simeq \overline{\phi}_{u_\infty} u(i)_\#(x) \simeq u(i)_\# \overline{u}_i(x) \simeq \lambda \overline{u}_i(x),
\]

as required. \qed

**Remark 5.10.** Given $u : I^p \to P_{11}$ in $\mathcal{L}$, right Kan extending and taking limits defines a functor $\mathcal{Lc}_u : PB^c \to \text{Sq}$ (Lemma 5.12) which sends $C \in PB^c$ to the square $\mathcal{Lc}_u(C)$:

\[
\begin{array}{ccc}
\mathcal{C}(u_\infty) & \xrightarrow{\text{id}} & \mathcal{C}(u_\infty) \\
\downarrow \text{id} & & \downarrow u^* \\
\mathcal{C}(u_\infty) & \xrightarrow{u^*} & \lim_{I^\text{op}} \mathcal{C}(u|_I)
\end{array}
\]

It follows from Lemma 5.7 that this square is left adjointable if and only if $C$ is local with respect to $u$. Moreover, Lemma 5.9 implies that the $\infty$–category of $\mathcal{L}$–local pullback formalisms fits into the following Cartesian square in $\mathcal{C}\text{AT}_{\infty}$:

\[
\begin{array}{ccc}
\prod_{u \in \mathcal{L}} \text{Sq}^L_{\text{Ad}} & \xleftarrow{u} & \prod_{u \in \mathcal{L}} \text{Sq} \\
\downarrow & & \downarrow (\mathcal{Lc}_u)_u \\
\prod_{u \in \mathcal{L}} \text{PB}^c & \xrightarrow{u} & \prod_{u \in \mathcal{L}} \text{PB}^c
\end{array}
\] (5.11)

**Lemma 5.12.** Let $u : I^p \to P_{11}$ in $\mathcal{L}$. The association $C \mapsto \mathcal{Lc}_u(C)$ underlies a functor

\[
\mathcal{Lc}_u : PB^c \to \text{Sq}.
\]

Moreover, this functor admits a left adjoint.

**Proof.** Consider the composite

\[
\begin{array}{c}
\text{PB}^c \to \text{Fun}(S^\text{op}, \text{CAT}_{\infty}) \xrightarrow{(\cdot)} \text{Fun}(\mathcal{P}(S)^\text{op}, \text{CAT}_{\infty}) \overset{\mathcal{L}c}{\to} \text{Fun}((I^p)^{\text{op}}, \text{CAT}_{\infty}),
\end{array}
\]

(5.13)
where the first functor forgets the symmetric monoidal structure and embeds $\text{CAT}^c_{\infty}$ into $\text{CAT}_{\infty}$. We may further restrict along the functor $i : \Delta^1 \times \Delta^1 \times I^{op} \to (I^c)^{op}$ which at $i \in I$ picks out the following square in $(I^c)^{op}$:

\[
\begin{array}{ccc}
\infty & \longrightarrow & \infty \\
\downarrow & & \downarrow \\
\infty & \longrightarrow & i
\end{array}
\]

We then continue (5.13):

\[
\text{Fun}((I^c)^{op}, \text{CAT}_{\infty}) \xrightarrow{i^*} \text{Fun}(\Delta^1 \times \Delta^1 \times I^{op}, \text{CAT}_{\infty}) \xrightarrow{\lim_{op}} \text{Fun}(\Delta^1 \times \Delta^1, \text{CAT}_{\infty}) \cong \text{Sq}. \tag{5.14}
\]

Combining (5.13) and (5.14) yields the functor $\text{l}c_u$.

We already saw in the proof of Proposition 4.4 that the first functor in (5.13) is a right adjoint. The remaining functors in (5.13) and (5.14) are either restriction or right Kan extension functors hence are right adjoints.

\textit{Proof of Proposition 5.6.} Starting with the Cartesian square (5.11), and the fact that $\text{PB}^c$ is presentable (Proposition 4.4), the proof is completely analogous to the one of Proposition 2.12. As there, we reduce to prove that the functor $\text{l}c_u : \text{PB}^c \to \text{CAT}_{\infty}$ is a right adjoint. This is Lemma 5.12. \hfill \square

\textbf{Remark 5.15.} Fix $C \in \text{PB}^c$ and $u : I^c \to P_{\Pi}$ in $\mathcal{L}$. As seen in the proof of Lemma 5.7, the condition that $C$ be local with respect to $u$ is the condition that the morphism

\[
\text{colim}_i u(i)_! u(i)^* M \to M \tag{5.16}
\]

be an equivalence for all $M \in C(u_{\infty})$, where $u(i) : u_i \to u_{\infty}$ denotes the morphism induced by the unique $i \to \infty$. Moreover, if each $u(i)^*$ admits a right adjoint $u(i)_*$, as is the case for $C \in \text{PB}^{P^c}$, then this condition is also equivalent to the canonical morphism

\[
M \to \text{lim}_i u(i)_* u(i)^* M \tag{5.17}
\]

being an equivalence.

We end this subsection with some important examples of local conditions $\mathcal{L}$.

\textbf{Example 5.18.} Let $a \in S$ be an object such that the unique morphism $\pi_a : a \to *$ is in $P$. We let $\mathcal{L}_a$ denote the set of diagrams (in each case $I \equiv \Delta^0$)

\[
\mathcal{L}_a := \{ \pi_a : a \times s \to s \mid s \in S \}.
\]

A cocomplete pullback formalism $C$ is then $\mathcal{L}_a$–local if and only if the functors

\[
\pi_a^* : C(s) \to C(a \times s)
\]

are local.
are fully faithful for each \( s \in S \). In other words, \( C \) is \( \mathcal{L}_a \)-local if and only if it satisfies non-effective \( a \)-invariance.

**Example 5.19.** Let \( \tau \) be a Grothendieck topology on \( S \) for which the covers are \( P \)-morphisms. We let \( \mathcal{L}_\tau \) denote the set of diagrams

\[
\mathcal{L}_\tau := \{ s_\bullet \to s \ \text{Čech semi-nerve associated to a } \tau \text{-cover of } s, s \in S \}
\]

Here, if \( s_\bullet \to s \) is the augmented Čech nerve associated to a \( \tau \)-cover of \( s \), its semi-nerve is the restriction to the subsimplicial set \( \Delta^+ \subset \Delta^+ \) of injective maps.

A cocomplete pullback formalism \( C \) is then \( \mathcal{L}_\tau \)-local if and only if the functor

\[
C(s) \to \lim_{[n] \in \Delta_1} \bar{\mathcal{C}}(s_n)
\]

in \( \text{Cat}_\infty \) is fully faithful, for each \( \tau \)-cover in \( S \). In other words, \( C \) is \( \mathcal{L}_\tau \)-local if and only if it satisfies non-effective \( \tau \)-descent.

**Example 5.20.** Assume as in Example 5.19 that \( \tau \) is a Grothendieck topology on \( S \) for which the covers are \( P \)-morphisms. Assume moreover that \( (S, \tau) \) is a Verdier site in the sense of [DHI04, Definition 9.1] satisfying the conditions (1–3) of [DHI04, §10] for some regular cardinal \( \lambda \). We let \( \mathcal{L}_\hat{\tau} \) denote the set of diagrams

\[
\mathcal{L}_\hat{\tau} := \{ s_\bullet \to s \ \text{`semi’ internal } \tau \text{-hypercover} \} \cup
\{ \Pi s^{(i)} \to \cup s^{(i)} | (s^{(i)})_i \text{ collection of objects in } S \text{ of size } < \lambda \}
\]

A cocomplete pullback formalism \( C \) is then \( \mathcal{L}_\hat{\tau} \)-local if and only if it satisfies non-effective \( \tau \)-hyperdescent. This follows from [DHI04, Theorem 10.2].

### 5.2 Localization

Under reasonable assumptions on \( \mathcal{L} \) we are now going to describe the left adjoint of Proposition 5.6 when restricted to presentable pullback formalisms. This will allow us, in particular, to describe the initial object of \( \text{PB}^c_\mathcal{L} \). Denote by \( \text{PB}^c_\mathcal{L} \) the full sub-\( \infty \)-category of \( \text{PB}^c_\mathcal{L} \) spanned by those local pullback formalisms which are in addition presentable.

**Convention 5.21.** For the rest of the section, we make the following assumptions on \( \mathcal{L} \):

1. For each \( u \in \mathcal{L} \), we have \( u_{\infty} \in S \).
2. For each \( u \in \mathcal{L} \) and \( f : t \to u_{\infty} \) in \( S \), the base change \( f^* u : F \to P_t \) along \( f \) belongs to \( \mathcal{L} \). (Of course, here \( f^* u \) is the diagram \( i \mapsto u_i \times_{u_{\infty}} t \).)
3. For each \( s \in S \), denote by \( K_s \) the (possibly large) set of morphisms in \( \hat{\mathcal{C}}_{\text{gm}}(s) \):

\[
K_s := \{ u_\# \bar{u}^* M \to M | u \in \mathcal{L}, u_{\infty} = s, M \in \hat{\mathcal{C}}_{\text{gm}}(s) \}
\]
We assume that the class of $K_s$-equivalences is of small generation in the sense of [Lur09, Remark 5.5.4.7].

Of course, we here use Lemma 5.7 which asserts the existence of $u^\#$ and the counit morphism $\varepsilon : u^\# u^* \rightarrow \text{id}$. (For presentable pullback formalisms, such as $\hat{\mathcal{C}}_{\text{gm}}$, the proof of Lemma 5.7 is in fact easier.) Condition (i) is not so important. We impose it mainly to simplify the notation in the sequel.

Example 5.22. Each set of diagrams considered in Examples 5.18 to 5.20 satisfies the assumptions of Convention 5.21.

Convention 5.23. With the assumptions of Convention 5.21, let $s \in S$, and $C \in \text{PB}^P$. We then define a (possibly large) set of morphisms in $C(s)$:

$$K_{C(s)} := \bigcup_{p : s' \rightarrow s \in P} p^\# \{ u^\# u^* N \rightarrow N \mid u \in \mathcal{L}, u_\infty = s', \, N \in C(s') \}$$

Lemma 5.24. The class of $K_{C(s)}$-equivalences is of small generation, for each $s \in S$. In particular, the localization $L_{C(s)} : C(s) \rightarrow C(s)$ with respect to $K_{C(s)}$ exists and has presentable image.

Proof. For each $s' \in S$, let $C(s')^{(0)} \subseteq C(s')$ be a small $\infty$-category which generates $C(s')$ under small colimits. (Here, we use that $C$ is presentable, of course.) Using (3) of Convention 5.21, we may also find a small set $K_{x'}^{(0)}$ of morphisms in $\hat{\mathcal{C}}_{\text{gm}}(s')$ which generates the $K_{x'}$-equivalences. The set

$$K = \bigcup_{p : s' \rightarrow s \in P} p^\# \{ [K_{x'}^{(0)}] \otimes C(s')^{(0)} \}$$

is then small, and it suffices to prove that it generates the $K_{C(s)}$-equivalences as a strongly saturated set of morphisms. (Here, we denote by $[-] : \hat{\mathcal{C}}_{\text{gm}} \rightarrow C$ the essentially unique morphism of Corollary 4.9.)

In one direction, if $u^\# u^* M \rightarrow M \in K_{s'}$, $p : s' \rightarrow s \in P$, and $N \in C(s')$, then the morphism

$$p^\# ([u^\# u^* M] \otimes N) \xrightarrow{\varepsilon} p^\# ([M] \otimes N)$$

is homotopic to

$$p^\# u^\# u^* ([M] \otimes N) \xrightarrow{\varepsilon} p^\# ([M] \otimes N) \quad (5.25)$$

and therefore a $K_{C(s)}$-equivalence. As all functors in sight preserve colimits, it follows that $K$ consists of $K_{C(s)}$-equivalences.

Conversely, setting $M = 1_{s'}$ in (5.25), we obtain the general element of $K_{C(s)}$. As all functors in sight preserve colimits, it follows that also $K_{C(s)}$ consists of $K$-equivalences.

□

Lemma 5.26. Let $\alpha \in K_{C(s)}$ for some $s \in S$.

(a) If $f : t \rightarrow s$ is a morphism in $S$, then $f^* (\alpha)$ is a $K_{C(t)}$-equivalence.
(b) If $M \in C(s)$ is an arbitrary object, then $\alpha \otimes \text{id}_M$ is a $K_{C(s)}$-equivalence.

*Proof.* Suppose $\alpha$ is the morphism $e : p_\# u_\# u^* N \to p_\# N$ for some $p : s' \to s \in P$, $u \in \mathcal{L}$, $u_{\#} = s'$, and $N \in C(s')$. Consider the Cartesian square

$$
\begin{array}{ccc}
  s' & \xleftarrow{p} & s \\
  f' & \uparrow & \uparrow f \\
  t' & \xleftarrow{p'} & t \\
\end{array}
$$

Then $f^*(\alpha)$ is homotopic to

$$
e : p_\# (f'^{**} u_\# (f'^{*} u)^* f'^{*} N) \to p_\# f'^{*} N.
$$

By Convention 5.21.(2), $f'^* u \in \mathcal{L}$, hence $f^*(\alpha)$ is a $K_{C(t)}$-equivalence.

Similarly, $\alpha \otimes \text{id}_M$ is homotopic to

$$
e : p_\# u_\# u^* (N \otimes p^* M) \to p_\# (N \otimes p^* M)
$$

and therefore a $K_{C(s)}$-equivalence. \hfill $\Box$

**Proposition 5.27.** Let $C \in \text{PB}^\text{Pr}$. There exists a morphism $C \to L_C C \in \text{PB}^\text{Pr}$ where $L_C C(s)$ is the localization of $C(s)$ with respect to $K_{C(s)}$, for each $s \in S$. Moreover, $L_C C$ is $\mathcal{L}$-local.

*Proof.* The existence of the localization $L_{K(s)} : C(s) \to L_C C(s)$ in $\text{Pr}^L$, for each $s \in S$, follows from Lemma 5.24. Translating to the language of $S^\text{op}$-monoidal $\infty$-categories, it follows from Lemma 5.26 that the family $(L_{K(s)}),$ is compatible with the $S^\text{op}$-monoidal structure, in the sense of [Lur17, Definition 2.2.1.6]. The existence of $L_K : C \to L_C C \in \text{Fun}(S^\text{op}, \text{CAlg}(\text{Pr}^L))$ then follows from [Lur17, Proposition 2.2.1.9], and it remains to prove that it lies in $\text{PB}^\text{Pr}$. Let $q : s \to t \in P$ and $q_\# : C(s) \to C(t)$ the corresponding left adjoint. Up to homotopy, $q_\#$ sends $K_{C(s)}$ to $K_{C(t)}$. By the universal property of localizations, it induces a functor $q^* : L_C C(s) \to L_C C(t)$, which is automatically left adjoint to $q^* : L_C C(t) \to L_C C(s)$. The base change property and the projection formula for $L_C C$ then follow directly from the same properties for $C$, and $L_K : C \to L_C C$ clearly commutes with $q_\#$.

The second statement is clear from Remark 5.10. \hfill $\Box$

**Proposition 5.28.** The left adjoint of Proposition 5.6 fits into an essentially commutative square

$$
\begin{array}{ccc}
\text{PB}^c & \xrightarrow{L_\mathcal{L}} & \text{PB}^c \\
\uparrow & & \uparrow \\
\text{PB}^\text{Pr} & \xrightarrow{L_\mathcal{L}} & \text{PB}^\text{Pr}
\end{array}
$$

where the vertical arrows are the canonical fully faithful inclusions.
Proof. Let us denote the left adjoint of Proposition 5.6 by \( L \), and the unit by \( \eta : \text{id} \to L \). Let \( C \in \text{PB}_F^{\text{pr}} \). By Proposition 5.27, the morphism \( L_K : C \to L_F C \) factors through \( \theta : L(C) \to L_F C \). Conversely, fix \( s \in S \) and consider an element \( e : p_u u^* u' M \to p_u M \) of \( K_{C(s)} \) (where \( p : s' \to s \in P, u \in \mathcal{L} \) with \( u_\infty = s', M \in C(s') \)). Then \( \eta_C(e) \) is homotopic to the image under \( p_u : L(C)(s') \to L(C)(s) \) of
\[
e : u_\infty^* \eta_C(M) \to \eta_C(M).
\]
The latter is an equivalence hence so is \( \eta_C(e) \). By the universal property of localizations we see that \( \eta_C \) factors through \( \zeta : L_F C \to L(C) \). Finally, the universal properties of \( L(C) \) and \( L_F C \) imply that the composites \( \zeta \circ \theta \) and \( \theta \circ \zeta \) are both homotopic to the identity. \( \square \)

**Corollary 5.29.** The pullback formalism \( L_F \hat{\mathcal{C}}_{\text{gm}} \) is an initial object of both \( \text{PB}_F^{\text{pr}} \) and \( \text{PB}_F^{\text{sc}} \).

We end this section by giving a slightly simpler description of \( L_F \hat{\mathcal{C}}_{\text{gm}} \).

**Lemma 5.30.** Let \( s \in S \). Then the following sets of morphisms in \( \hat{\mathcal{C}}_{\text{gm}}(s) \) have the same strong saturation:

1. \( \{ p_u u^* p^* 1_s \to p^* p_u^* 1_s \mid p : s' \to s \in P, u \in \mathcal{L}, u_\infty = s' \} \), and
2. \( K_{\hat{\mathcal{C}}_{\text{gm}}(s)} \).

In particular, \( L_F \hat{\mathcal{C}}_{\text{gm}}(s) \) is the localization of \( \hat{\mathcal{C}}_{\text{gm}}(s) \) with respect to the set in (i).

**Proof.** Let \( K \) denote the set in (i). As \( K \subseteq K_{\hat{\mathcal{C}}_{\text{gm}}(s)} \), one direction is obvious. For the reverse inclusion, since \( \hat{\mathcal{C}}_{\text{gm}}(s') \) is generated under small colimits by representables \( \pi : t \to s' \in P_{s'} \), it suffices to consider
\[
e : p_u u^* \pi u^* \pi^* 1_{s'} \to p_u \pi u^* \pi^* 1_{s'}.
\]
By base change, this map is homotopic to
\[
e : (p \circ \pi) u^* (\pi^* u)(\pi^* u)^*(p \circ \pi)^* 1_s \to (p \circ \pi) u^* (p \circ \pi)^* 1_s,
\]
which belongs to \( K \), and we win. \( \square \)

**Example 5.31.** Let \( \mathcal{L} = \mathcal{L}_a \cup \mathcal{L}_f \) from Examples 5.18 and 5.19. Thus, the initial pullback formalism \( L_F \hat{\mathcal{C}}_{\text{gm}} \in \text{PB}_F^{\text{pr}} \) sends \( s \in S \) to the localization of \( \mathcal{P}(P_s) \) with respect to the following two families of maps:
\[
\text{colim}_{[n] \in \Delta} t_n \to t, \quad t_s \to t \ \tilde{\text{Cech nerve associated to a } r\text{-cover of } t, t \to s \in P;}
\]
\[
a \times_s t \to t, \quad t \to s \in P.
\]
A similar description is valid for \( \mathcal{L} = \mathcal{L}_a \cup \mathcal{L}_f \) from Examples 5.18 and 5.20.
6 Stability

In this section we study pointed pullback formalisms (Section 6.1), and pullback formalisms which are ‘stable’ with respect to a specified object, i.e., for which tensoring with the specified object is an equivalence (Section 6.2). Finally, we describe how to construct stable pullback formalisms (Section 6.3).

6.1 Pointed pullback formalisms

Definition 6.1. A pullback formalism $\mathcal{C}$ is pointed if $\mathcal{C}(s)$ is pointed for every $s \in S$. We denote any zero object in $\mathcal{C}(s)$ by 0 (or $0_s$). A morphism of pointed pullback formalisms is a morphism $\phi : \mathcal{C} \to \mathcal{C}'$ of pullback formalisms such that $\phi_s(0_s) \simeq 0_s$. This defines a sub-$\infty$-category $\text{PB}^{\text{pt}} \subset \text{PB}$.

We denote the intersection of this sub-$\infty$-category with those of cocomplete, presentable and/or local pullback formalisms in the obvious way: $\text{PB}_{\text{c}}^{\text{pt}}, \text{PB}_{\text{pr}}^{\text{pt}}, \text{PB}_{\text{pr}}^{\text{pt}}$.

Remark 6.2. Let $\mathcal{C} \in \text{PB}_{\text{c}}$ and consider, for each $s \in S$, the commutative square in $\text{Cat}_{\infty}$

$$
\begin{array}{ccc}
\ast & \longrightarrow & \ast \\
\phi \downarrow & & \downarrow \\
\mathcal{C}(s) & \longrightarrow & \ast
\end{array}
$$

where the left vertical arrow is the functor determined by an initial object in $\mathcal{C}(s)$. This square is right adjointable if and only if $\mathcal{C}(s)$ is pointed. Moreover, we have a functor $\text{pt}_s : \text{PB}_{\text{c}} \to \text{Sq}$ classifying this square (Lemma 6.4). It follows that $\text{PB}_{\text{c}}^{\text{pt}}$ fits into a Cartesian square in $\text{Cat}_{\infty}$:

$$
\begin{array}{ccc}
\text{PB}_{\text{c}}^{\text{pt}} & \longrightarrow & \text{PB}_{\text{c}} \\
\downarrow & & \downarrow \left(\text{pt}_s\right)_s \\
\prod_{s \in S} \text{Sq}^{\text{Rad}} & \longrightarrow & \prod_{s \in S} \text{Sq}
\end{array}
$$

(6.3)

Lemma 6.4. Let $s \in S$. The association $\mathcal{C} \mapsto \text{pt}_s(\mathcal{C})$ underlies a functor $\text{pt}_s : \text{PB}_{\text{c}} \to \text{Sq}$.

Moreover, this functor admits a left adjoint.

Proof. Forgetting the symmetric monoidal structure and evaluating at $s$ defines a functor $\mathcal{C} \mapsto \mathcal{C}(s)$:

$$
ev_s : \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_{\infty})) \to \text{Cat}_{\infty}$$
Right Kan extension along $i_0 : \{0\} \subset \Delta^1$ yields a functor

$$(i_0)_* : \text{CAT}_{\infty} \rightarrow \text{Fun}(\Delta^1, \text{CAT}_{\infty}),$$

and the composite $(i_0)_* \circ \text{ev}_s(C)$ is the diagram $C(s) \rightarrow *$. Thus we see that the restriction to $\text{PB}^c$ factors through left adjointable functors:

\[
\begin{array}{ccc}
\text{Fun}(S^{op}, \text{CAT}_{\infty}) & \xrightarrow{(i_0)_* \circ \text{ev}_s} & \text{Fun}(\Delta^1, \text{CAT}_{\infty}) \\
\uparrow & & \uparrow \\
\text{PB}^c & \xrightarrow{\omega_s} & \text{Fun}^{L\text{Ad}}(\Delta^1, \text{CAT}_{\infty})
\end{array}
\]

Using the equivalence $\text{Fun}^{L\text{Ad}}(\Delta^1, \text{CAT}_{\infty}) \cong \text{Fun}^{R\text{Ad}}(\Delta^1, \text{CAT}_{\infty})$ of [Lur17, Corollary 4.7.4.18], the composite sends $C$ to the diagram $*, 0 \rightarrow C(s)$. Finally, we right Kan extend along the inclusion $\Delta^1 \xrightarrow{(\iota_0 \times \text{id})} \Delta^1 \times \Delta^1$. In total, $\text{pt}_s$ is the functor

$$\text{PB}^c \xrightarrow{\omega_s} \text{Fun}^{L\text{Ad}}(\Delta^1, \text{CAT}_{\infty}) \cong \text{Fun}^{R\text{Ad}}(\Delta^1, \text{CAT}_{\infty}) \hookrightarrow \text{Fun}(\Delta^1, \text{CAT}_{\infty}) \xrightarrow{(\iota_0 \times \text{id})_{*}} \text{Sq}.$$

To show that this composite has a left adjoint, it suffices to show that it is accessible and preserves limits. Limits and colimits in $\text{Sq} = \text{Fun}(\Delta^1, \text{CAT}_{\infty})$ are computed pointwise and it therefore suffices to show that both $C \mapsto C(s)$ and $C \mapsto *$ are accessible and preserve limits. This is clear for the second (constant) functor. And the first functor may be written as a composition of functors

$$\text{PB}^c \hookrightarrow \text{Fun}(S^{op}, \text{CAlg}(\text{CAT}_{\infty})) \xrightarrow{\text{ev}_s} \text{CAlg}(\text{CAT}_{\infty}) \rightarrow \text{CAT}_{\infty},$$

each of which is accessible and preserves limits (by Propositions 4.4 and 2.12 in the case of the first inclusion).

\[\square\]

**Proposition 6.5.** The very large $\infty$-category $\text{PB}^{c, \text{pt}}$ is presentable, and the inclusion $\text{PB}^{c, \text{pt}} \hookrightarrow \text{PB}^c$ admits a left adjoint.

**Proof.** We use the Cartesian square (6.3) to reduce, as usual, to prove that $\text{pt}_s$ is a right adjoint, for every $s \in S$. And that was proved in Lemma 6.4. \[\square\]

**Remark 6.6.** Note that the inclusion $\text{PB}^{c, \text{pt}} \hookrightarrow \text{PB}^c$ is fully faithful. Indeed, a morphism of cocomplete pullback formalisms preserves initial objects. It follows that the left adjoint of Proposition 6.5 is a localization of $\infty$-categories.

In the rest of this subsection we describe this localization on presentable pullback formalisms.

**Remark 6.7.** Recall from [Lur17, §4.8.2] that the full sub-$\infty$-category of pointed presentable
categories (and left adjoint functors) \( \text{Pr}^\text{pt} \subset \text{Pr}^L \) is a localization, and that the functor \( L_{\text{pt}} : \text{Pr}^L \to \text{Pr}^\text{pt} \) is symmetric monoidal. We denote the induced (left adjoint) functors \( \text{CAlg}(\text{Pr}^L) \to \text{CAlg}(\text{Pr}^\text{pt}) \) and \( \text{Fun}(\text{S}^\text{op}, \text{CAlg}(\text{Pr}^L)) \to \text{Fun}(\text{S}^\text{op}, \text{CAlg}(\text{Pr}^\text{pt})) \) still by \( L_{\text{pt}} \).

**Proposition 6.8.** The left adjoint of Proposition 6.5 fits into an essentially commutative diagram in \( \text{CAlg}_{\infty} \)

\[
\begin{array}{ccc}
\text{PB}^\text{c} & \xrightarrow{p} & \text{PB}^\text{c, pt} \\
\uparrow & & \uparrow \\
\text{PB}^\text{pr} & \xrightarrow{L_{\text{pt}}} & \text{PB}^\text{pr, pt} \\
\uparrow & & \uparrow \\
\text{PB}^\text{pr}_{\mathbb{T}} & \xrightarrow{L_{\text{pt}}} & \text{PB}^\text{pr, pt}_{\mathbb{T}}
\end{array}
\]

where the vertical functors are the canonical full inclusions.

**Proof.** Let \( C \) be a presentable pullback formalism. We need to prove that \( L_{\text{pt}} C \) is \( P \)-adjointable. For this let \( p : s' \to s \in P \) be a morphism. Recall that, for any \( t \in S \), \( L_{\text{pt}} C(t) \) is the \( \infty \)-category of pointed objects in \( C(t) \), and that \( (-)_+ : C(t) \to L_{\text{pt}} C(t) \) freely adds a base point. Since \( p^* : L_{\text{pt}} C(s) \to L_{\text{pt}} C(s') \) preserves both limits and colimits, it admits a left adjoint \( p_! \) characterized by \( p_! (-)_+ = (-)_+ p_! \). The base change property and projection formula then easily follow from the corresponding properties for \( C \). To complete the proof that the top square commutes, one now proceeds exactly as in Proposition 5.28.

For the bottom square we need to prove that if \( C \) is, in addition, local, then so is \( L_{\text{pt}} C \). This again follows from the universal property of \( L_{\text{pt}} C(s) \) for each \( s \in S \), and Remark 5.10. \( \square \)

### 6.2 Stable pullback formalisms

It follows from Corollary 4.9 and Proposition 6.8 that \( L_{\text{pt}} \hat{\text{C}}_{\text{gm}} \) is an initial object of \( \text{PB}^\text{c, pt} \) (as well as \( \text{PB}^\text{pr, pt} \)), and we denote, for given \( C \in \text{PB}^\text{c, pt} \), the essentially unique morphism \( L_{\text{pt}} \hat{\text{C}}_{\text{gm}} \to C \) by \([-]\).

**Convention 6.9.** For the rest of this section, we fix a small set of objects \( \mathbb{T} \) in \( L_{\text{pt}} \hat{\text{C}}_{\text{gm}}(1_S) \). In particular, we have, for any given \( C \in \text{PB}^\text{c, pt} \), a set of objects \([\mathbb{T}]\) in \( C(1_S) \).

**Definition 6.10.** Let \( C \in \text{PB}^\text{c, pt} \) and \( x \in \mathbb{T} \). We say that \( C \) is \( x \)-stable if \([x]\) is an invertible object of the symmetric monoidal \( \infty \)-category \( C(1_S)^\otimes \). We say that \( C \) is \( \mathbb{T} \)-stable if it is \( x \)-stable for each \( x \in \mathbb{T} \). This defines a full sub-\( \infty \)-category \( \text{PB}^\text{c, pt}_{\mathbb{T}} \subseteq \text{PB}^\text{c, pt} \). As before we denote the intersection of this sub-\( \infty \)-category with the one of local pullback formalisms in the obvious way, namely \( \text{PB}^\text{c, pt}_{\mathbb{T}, \mathbb{T}} \).

**Remark 6.11.** Recall that an object \( x \) in a symmetric monoidal \( \infty \)-category \( \mathcal{C}^\otimes \) is invertible if any of the following two equivalent conditions is satisfied:

(i) there exists an object \( x' \) and an equivalence \( x \otimes x' \simeq \mathbb{1}_{\mathcal{C}} \);
(ii) the functor \( \otimes : C \to C \) is an equivalence.

**Proposition 6.12.** The very large \( \infty \)-category \( \text{PB}^{\text{pt}}_T \) is presentable and the inclusion \( \text{PB}^{\text{pt}}_T \hookrightarrow \text{PB}^{\text{pt}} \) admits a left adjoint.

**Remark 6.13.** We could use our familiar device of adjointable squares to prove Proposition 6.12, but in view of later arguments (in Section 6.3) it will be preferable to use the technology of [Rob15, § 2.1]. Given a symmetric monoidal \( \infty \)-category \( \mathbb{C} \in \text{CAlg}(\text{Cat}_{\infty}) \) and an object \( x \in \mathbb{C} \), we denote by

\[
\text{CAlg}(\text{Cat}_{\infty})^x_{/\mathbb{C}} \hookrightarrow \text{CAlg}(\text{Cat}_{\infty})_{/\mathbb{C}}
\]

(6.14)

the full sub-\( \infty \)-category spanned by those algebras \( \mathbb{C} \to \mathbb{D} \) sending \( x \) to an invertible object. By [Rob15, Proposition 2.1], this embedding admits a left adjoint.

**Remark 6.15.** Recall from Proposition 6.8 that \( L_{\text{pt}} \hat{\mathbb{C}}_{\text{gm}} \) is an initial object of \( \text{PB}^{\text{pt}}_T \). We may therefore consider the following composition \( \text{ev}_{1_S} : \text{PB}^{\text{pt}}_T \to \text{CAlg}(\text{Cat}_{\infty})_{L_{\text{pt}} \hat{\mathbb{C}}_{\text{gm}}(1_S)}/ \):

\[
(\text{PB}^{\text{pt}}_T)_{L_{\text{pt}} \hat{\mathbb{C}}_{\text{gm}}/} \to \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_{\infty}))_{L_{\text{pt}} \hat{\mathbb{C}}_{\text{gm}}/} \xrightarrow{1_S^*} \text{CAlg}(\text{Cat}_{\infty})_{L_{\text{pt}} \hat{\mathbb{C}}_{\text{gm}}(1_S)/}. \quad (6.16)
\]

where the first functor is the canonical forgetful functor, and the second is evaluation at the final object \( 1_S \). It follows from Remark 6.13 that \( \text{PB}^{\text{pt}}_T \) fits into a Cartesian square in \( \text{Cat}_{\infty} \):

\[
\begin{array}{ccc}
\text{PB}^{\text{pt}}_T & \xrightarrow{\text{ev}_{1_S}} & \text{PB}^{\text{pt}} \\
\downarrow & & \downarrow \\
\prod_{x \in T} \text{CAlg}(\text{Cat}_{\infty})^x_{L_{\text{pt}} \hat{\mathbb{C}}_{\text{gm}}(1_S)/} & \xrightarrow{\prod_{x \in T} \text{ev}_{1_S}} & \prod_{x \in T} \text{CAlg}(\text{Cat}_{\infty})_{L_{\text{pt}} \hat{\mathbb{C}}_{\text{gm}}(1_S)/} 
\end{array}
\]

(6.17)

**Proof of Proposition 6.12.** We already remarked that (6.14) is an adjunction between very large presentable \( \infty \)-categories. Given the Cartesian square (6.17) and the fact that \( \text{PB}^{\text{pt}}_T \) is presentable (Proposition 6.5), we reduce to showing that \( \text{ev}_{1_S} \) is a right adjoint, as usual. The first functor in (6.16) is a right adjoint since \( \text{PB}^{\text{pt}}_T \to \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Cat}_{\infty})) \) is [Lur09, Proposition 5.2.5.1], as we proved in Propositions 2.12, 4.4 and 6.5. The second functor in (6.16) admits a left adjoint induced by left Kan extension. \( \square \)

### 6.3 Stabilization

Let us denote by \( \text{PB}^{\text{pt,pt}}_T \subseteq \text{PB}^{\text{pt}}_T \) the full sub-\( \infty \)-category spanned by \( T \)-stable presentable pointed pullback formalisms. Our goal for the rest of the section is to describe the left adjoint of Proposition 6.12 more explicitly on \( \text{PB}^{\text{pt,pt}}_T \) under a mild assumption on \( T \). We use [Rob15, § 2.2] to achieve this (see also [Hoy17, § 6.1]).
Convention 6.18. Given a set $\mathbb{X}$ of objects in a presentably symmetric monoidal∞-category $\mathcal{C}^\otimes$ (such as $\mathbb{T}$ in $L_{pt}\hat{\mathcal{C}}_{gm}(\mathbb{1}_S)$), we will use the following notation in the rest of the section:

- Let $I_\mathbb{X}$ denote the poset of finite subsets of $\mathbb{X}$. For an element $X \in I_\mathbb{X}$ with $X = \{x_1, \ldots, x_r\}$, let $\otimes(X)$ denote a choice of an element $x_1 \otimes \cdots \otimes x_r$ in $\mathcal{C}$ (this is unique up to equivalence).
- Let $\mathcal{C}[\mathbb{X}^{-1}]^\otimes$ denote the colimit in $\text{CAlg}(\text{Pr}^L)$:
  \[
  \colim_{X \in I_\mathbb{X}} \mathcal{C}[\otimes(X)^{-1}]^\otimes
  \]
  where $\mathcal{C}[\mathbb{X}^{-1}]^\otimes$ denotes the formal inversion of $\mathcal{C}^\otimes$ with respect to $x \in \mathcal{C}$ in $\text{CAlg}(\text{Pr}^L)$, see [Rob15, Definition 2.6].

Lemma 6.19. Restriction along $\mathcal{C}^\otimes \to \mathcal{C}[\mathbb{X}^{-1}]^\otimes$ induces a fully faithful embedding
  \[
  \text{CAlg}(\text{Pr}^L)_{\mathcal{C}[\mathbb{X}^{-1}]^\otimes} \hookrightarrow \text{CAlg}(\text{Pr}^L)_{\mathcal{C}^\otimes} \quad (\text{resp. } \text{Mod}_\mathcal{C}(\text{Pr}^L)_{\mathcal{C}[\mathbb{X}^{-1}]^\otimes} \hookrightarrow \text{Mod}_\mathcal{C}(\text{Pr}^L)_{\mathcal{C}^\otimes})
  \]
  and its essential image is spanned by the algebras $\mathcal{C}^\otimes \to \mathcal{D}^\otimes$ sending $x$ to an invertible object in $\mathcal{D}$, for each $x \in \mathbb{X}$ (resp. by the modules on which $x$ acts as an equivalence for each $x \in \mathbb{X}$). Moreover, this embedding preserves sifted (resp. all) colimits and admits a left adjoint $(-)[\mathbb{X}^{-1}] = - \otimes_{\mathbb{X}} \mathcal{C}[\mathbb{X}^{-1}]^\otimes$.

Proof. By [Lur17, Corollary 3.4.4.6], forgetting the module structure $\text{Mod}_{\mathcal{D}}(\text{Pr}^L) \to \text{Pr}^L$ detects colimits, for every $\mathcal{D}^\otimes \in \text{CAlg}(\text{Pr}^L)$. It follows that the functor $\text{Mod}_{\mathcal{C}[\mathbb{X}^{-1}]}(\text{Pr}^L) \hookrightarrow \text{Mod}_{\mathcal{C}}(\text{Pr}^L)$ preserves colimits. Since forgetting the algebra structure similarly detects sifted colimits [Lur17, Proposition 3.2.3.1], we deduce that the induced functor
  \[
  \text{CAlg}(\text{Pr}^L)_{\mathcal{C}[\mathbb{X}^{-1}]^\otimes} \simeq \text{CAlg}(\text{Mod}_{\mathcal{C}[\mathbb{X}^{-1}]}(\text{Pr}^L)) \to \text{CAlg}(\text{Mod}_{\mathcal{C}}(\text{Pr}^L)) \simeq \text{CAlg}(\text{Pr}^L)_{\mathcal{D}}
  \]
  also preserves sifted colimits, where we used the equivalence of [Lur17, Corollary 3.4.1.7] between algebra objects in $\mathcal{D}$-modules and $\mathcal{D}$-algebra objects.

Let us denote the functor(s) in the statement by $\rho$. It admits a left adjoint $\lambda$, by [Lur17, Theorem 4.5.3.1, Remark 4.5.3.2] for the module∞-categories, and, since $\lambda$ is symmetric monoidal, it then passes to commutative algebra objects via the same equivalence $\text{CAlg}(\text{Mod}_{\mathcal{D}}(\text{Pr}^L)) \simeq \text{CAlg}(\text{Pr}^L)_{\mathcal{D}/}$. For fully faithfulness it therefore suffices to prove that the counit $\lambda \circ \rho \to \text{id}$ is an equivalence. By [Lur17, Corollary 4.2.3.2] and [Lur17, Lemma 3.2.2.6], the functor $\rho$ is conservative, and we reduce to proving that the unit $\rho \to \rho \circ \lambda \circ \rho$ is an equivalence. But this identifies with $\rho(-) \to \rho(-) \otimes_{\mathbb{X}} \mathcal{C}[\mathbb{X}^{-1}]^\otimes$ and since the tensor product preserves colimits in each variable, it suffices to show the analogous statement for a singleton set $\mathbb{X}$, which is [Rob15, Proposition 2.9]. That result also easily implies the description of the essential image of $\rho$. □

Remark 6.20. Recall that $L_{pt}\hat{\mathcal{C}}_{gm}$ is an initial object of $\text{PB}^{pt, pt}$. For every $C \in \text{PB}^{pt, pt}$ and every $s \in S$, we may therefore view $C(s)^\otimes$ as an algebra over $L_{pt}\hat{\mathcal{C}}_{gm}(\mathbb{1}_S)^\otimes$ via
  \[
  L_{pt}\hat{\mathcal{C}}_{gm}(\mathbb{1}_S)^\otimes \xrightarrow{[\mathbb{1}]} C(\mathbb{1}_S)^\otimes \xrightarrow{\pi^*_s} C(s)^\otimes.
  \]
Lemma 6.22. The association \( C \mapsto (6.21) \) underlies a functor
\[
\text{PB}^{\text{pr}, \text{pt}} \to \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Pr}^L)_{\mathcal{L}_\text{pt}^\text{gm}(1_S)})).
\] (6.23)

Proof. Using \( \text{PB}^{\text{pr}, \text{pt}} \simeq \text{PB}^{\text{pr}, \text{pt}}_{\mathcal{L}_\text{pt}^\text{gm}/} \) and \( S^{\text{op}} \simeq (S^{\text{op}})_{1_S/} \), we may write (6.23), by adjunction, as the following composite:
\[
\text{PB}^{\text{pr}, \text{pt}}_{\mathcal{L}_\text{pt}^\text{gm}/} \times (S^{\text{op}})_{1_S/} \simeq (\text{PB}^{\text{pr}, \text{pt}} \times S^{\text{op}})_{(\mathcal{L}_\text{pt}^\text{gm}(1_S)}) \xrightarrow{\text{ev}} \text{CAlg}(\text{Pr}^L)_{\mathcal{L}_\text{pt}^\text{gm}(1_S)^{1_S}}
\]

Remark 6.24. We are now ready to define the stabilization functor \( L_T \) on presentable pointed pullback formalisms, as follows:
\[
\text{PB}^{\text{pr}, \text{pt}} \xrightarrow{(6.23)} \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Pr}^L)_{\mathcal{L}_\text{pt}^\text{gm}(1_S)}) \xrightarrow{(-)[T^{-1}]} \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Pr}^L)_{\mathcal{L}_\text{pt}^\text{gm}(1_S)[T^{-1}]}) \to \text{Fun}(S^{\text{op}}, \text{CAlg}(\text{Pr}^L))
\]
where the penultimate functor is the left adjoint of Lemma 6.19, and the last one is the canonical forgetful functor.

However, in order to prove that this functor behaves as expected, we will need to impose a mild assumption on the set \( T \).

Convention 6.25. For the rest of the section, we will assume that each object \( x \in T \) is symmetric.

Remark 6.26. Recall that an object \( x \) of a symmetric monoidal \( \infty \)-category is called \( n \)-symmetric (for \( n \geq 2 \)) if the cyclic permutation of \( x^{\otimes n} \) is homotopic to the identity [Rob15, Remark 2.20]. And \( x \) is called symmetric if it is \( n \)-symmetric for some \( n \geq 2 \). The significance of this condition is that formally inverting a symmetric object \( x \) amounts to passing to spectrum objects with respect to \( x \), as we now recall.

Let \( \mathcal{C} \) be a presentably symmetric monoidal \( \infty \)-category, and let \( x \in \mathcal{C} \) be a symmetric object. Given a \( \mathcal{C} \)-module \( M \), its stabilization with respect to \( x \), denoted by \( \text{Stab}_x(M) \), is the colimit in \( \text{Mod}_{\mathcal{C}}(\text{Pr}^L) \) of the sequence
\[
M \xrightarrow{x^{\otimes -}} M \xrightarrow{x^{\otimes -}} \cdots
\]
The object \( x \) acts invertibly on \( \text{Stab}_x(M) \) and the induced functor of \( \mathcal{C} \)-modules
\[
M[x^{-1}] \xrightarrow{\sim} \text{Stab}_x(M)
\]
is an equivalence [Rob15, Corollary 2.22]. In particular, the underlying \( \infty \)-category of \( M[x^{-1}] \)
is equivalent to the limit in $\text{CAT}_{\infty}$ of

$$M \xleftarrow{\text{hom}(x,-)} M \xleftarrow{\text{hom}(x,-)} \ldots$$

Evaluation at the final object in this diagram defines a functor $\Omega_x^\infty : \text{Stab}_x(M) \to M$, which admits a left adjoint $\Sigma_x^\infty$.

**Remark 6.27.** We may generalize the discussion of Remark 6.26 to a set $\mathbb{X}$ of objects in a presentably symmetric monoidal $\infty$-category $\mathcal{C}^\otimes$, all of which are symmetric. Consider the quiver with vertices functions $f : \mathbb{X} \to \mathbb{Z}_{\geq 0}$ that vanish outside a finite set, and a single edge $x : f \to f'$ if $f$ and $f'$ agree on $\mathbb{X}\setminus\{x\}$, and if $f'(x) = f(x) + 1$. We let $Q_{\mathbb{X}}$ be the associated 1-skeletal simplicial set. Given a $\mathcal{C}$-module $M$, there is a diagram $F_{\mathbb{X}} : Q_{\mathbb{X}} \to \text{Mod}_{\mathcal{E}}(\text{Pr}^L)$ which sends each vertex to $M$, and an edge $x$ to the functor $x \otimes - : M \to M$. We may then define

$$\text{Stab}_{\mathbb{X}}(M) := \colim_{Q_{\mathbb{X}}} F_{\mathbb{X}}$$

in $\text{Mod}_{\mathcal{E}}(\text{Pr}^L)$. The 0-vertex induces a morphism $\Sigma_{\mathbb{X}}^\infty : M \to \text{Stab}_{\mathbb{X}}(M)$ of $\mathcal{C}$-modules, whose right adjoint we will denote by $\Omega_{\mathbb{X}}^\infty$.

Note that the homotopy category of $Q_{\mathbb{X}}$ is the free category $\mathcal{F}_{\mathbb{X}}$ on the quiver above, and the canonical map of simplicial sets $Q_{\mathbb{X}} \to \mathcal{F}_{\mathbb{X}}$ is a categorical equivalence. Since $\mathcal{F}_{\mathbb{X}}$ is a filtered category, it follows that the stabilization $(6.28)$ is a filtered colimit. Also, $Q_{\mathbb{X}}$ is the union of the subsimplicial sets $Q_{\mathbb{X}'}$ where $\mathbb{X}' \subset \mathbb{X}$ ranges over the finite subsets. It follows with [Lur09, Proposition 4.2.3.8] that

$$\text{Stab}_{\mathbb{X}}(M) \cong \colim_{X \in \mathbb{X}} \text{Stab}_X(M).$$

**Proposition 6.30.** The functor $\Sigma_{\mathbb{X}}^\infty : M \to \text{Stab}_{\mathbb{X}}(M)$ factors through an equivalence of $\mathcal{C}[\mathbb{X}^{-1}]$-modules $M[\mathbb{X}^{-1}] \xrightarrow{\sim} \text{Stab}_{\mathbb{X}}(M)$.

**Proof.** Assume first that $X = \mathbb{X}$ is finite. The map $Q_{\otimes(X)} \to \mathcal{F}_{\mathbb{X}}$ which sends the vertex $n \in \mathbb{Z}_{\geq 0}$ to the constant function $x \mapsto n$ (and acts in an obvious way on edges) is cofinal, thus an equivalence

$$\text{Stab}_{\otimes(X)}(M) \cong \text{Stab}_X(M)$$

of $\mathcal{C}$-modules. By Remark 6.26, the functor $\Sigma_{\otimes(X)}^\infty : M \to \text{Stab}_{\otimes(X)}(M)$ factors through an equivalence $M[\otimes(X)^{-1}] \xrightarrow{\sim} \text{Stab}_{\otimes(X)}(M)$ of $\mathcal{C}[\otimes(X)^{-1}]$-modules, and this proves the claim if $\mathbb{X}$ is finite.

Now we treat the general case. Let $x \in \mathbb{X}$. As $\text{Mod}_{\mathcal{E}}[x^{-1}](\text{Pr}^L)$ is closed under filtered colimits in $\text{Mod}_{\mathcal{E}}(\text{Pr}^L)$, by Lemma 6.19, it follows that $\text{Stab}_{\mathbb{X}}(M) \in \text{Mod}_{\mathcal{E}}[x^{-1}](\text{Pr}^L)$, by the special case treated above. This is true for all $x \in \mathbb{X}$, we deduce that the functor $\Sigma_{\mathbb{X}}^\infty$ indeed factors through a morphism of $\mathcal{C}[\mathbb{X}^{-1}]$-modules $M[\mathbb{X}^{-1}] \to \text{Stab}_{\mathbb{X}}(M)$. This is an equivalence, as follows from Convention 6.18, Lemma 6.19 and (6.29). $\square$

**Remark 6.31.** Recall that the 0-vertex defines a functor denoted $\Sigma_{\mathbb{X}}^\infty : M \to \text{Stab}_{\mathbb{X}}(M)$ of $\mathcal{C}$-
modules. More generally, let \( f : X \to \mathbb{Z}_{\geq 0} \) be an arbitrary vertex of \( Q_X \), with non-vanishing terms \( f(x_i) = n_i, \ i = 1, \ldots, r \). We denote the corresponding morphism of \( \mathcal{C} \)-modules by \( \Sigma_{X}^{\infty-f} : M \to \text{Stab}_X(M) \). It follows that
\[
\Sigma_{X}^{\infty-f}(m) = \Sigma_{X}^m(m) \otimes x_1^{\otimes -n_1} \otimes \cdots \otimes x_r^{\otimes -n_r},
\]
where the right hand side denotes the image of \( \Sigma_{X}^m(m) \in \text{Stab}_X(M) \) under the action of \( x_1^{\otimes -n_1} \otimes \cdots \otimes x_r^{\otimes -n_r} \in \mathcal{C}[X^{-1}] \). The right adjoint of \( \Sigma_{X}^{\infty-f} \) will be denoted by \( \Omega_{X}^{\infty-f} \).

**Corollary 6.32.** The formal inversion \( M[X^{-1}] \in \text{Pr}^L \) is generated under filtered colimits by objects of the form \( (\Sigma_{X}^m m) \otimes (X)^{\otimes n} \), where \( m \in M, n \in \mathbb{Z}_{<0} \), and \( X \subset X \) is a finite subset.

*Proof.* By Proposition 6.30 and (6.29), we may identify the underlying \( \infty \)-category of \( M[X^{-1}] \) with the cofiltered limit in \( \text{CAT}_\infty \):
\[
\lim_{X \in I_X} \text{Stab}_X(M) \approx \lim_{X \in I_X} \text{Stab}_{\otimes(X)}(M).
\]
It follows from [Lur/9, Proposition 6.3.3.6] that every object of this limit can be written as a filtered colimit of objects of the form \( \Sigma_{X}^m m' \), where \( X \in I_X \) and \( m' \in \text{Stab}_{\otimes(X)}(M) \). By the same argument, every object in \( \text{Stab}_{\otimes(X)}(M) \) can be written as a filtered colimit of objects of the form \( \Sigma_{m}^{n} (m) \), where \( m \in M \) and \( n \geq 0 \). The claim now follows from Remark 6.31. \( \square \)

After these preparations we can now prove the main result of this subsection.

**Proposition 6.33.** The left adjoint of Proposition 6.12 fits into an essentially commutative diagram in \( \text{CAT}_\infty \)

\[
\begin{array}{ccc}
\text{PB}_{c,pt} & \longrightarrow & \text{PB}_{\mathbb{T},c,pt} \\
\uparrow & & \uparrow \\
\text{PB}_{\mathbb{T},pr,pt} & \longrightarrow & \text{PB}_{\mathbb{T},pr,pt} \\
\uparrow & & \uparrow \\
\text{PB}_{\mathbb{T},pr,pt} & \longrightarrow & \text{PB}_{\mathbb{T},pr,pt}
\end{array}
\]

(6.34)

where the vertical functors are the canonical full inclusions.

*Proof.* Let \( C \in \text{PB}_{\mathbb{T},pr,pt} \) and denote by \( D : S^{op} \to \text{CAlg}(\text{Pr}^L) \) the functor \( \text{L}_T C \). We need to show that \( D \) is

1. a pullback formalism,
2. pointed, and
3. \( \mathbb{T} \)-stable.
By definition and Lemma 6.19, \( D(1_s)^\circ \) is the formal inversion of \( C(1_s)^\circ \) with respect to the set \([T]\). It is then clear that \( D \) will be \( T \)-stable once we show the other two properties.

For these the description of formal inversion as a stabilization in Proposition 6.30 will be essential. In particular, we recall that for \( s \in S \), the underlying \( \infty \)-category \( D(s) = \text{Stab}_{\pi^s_1[T]}(C(s)) \) is the colimit in \( \text{Pr}^L \) of a diagram whose vertices are \( C(s) \) and therefore pointed. It follows that its colimit is pointed as well [Lur17, Proposition 4.8.2.11].

To prove adjointability, let us be given \( p : s' \to s \) in \( P \), and set \( X = \pi^s_1[T] \subseteq C(s) \) and similarly \( X' = \pi^{s'}_1[T] = p^*X \subseteq C(s') \). Consider the diagram \( Q_T \times \Delta^1 \to \text{Pr}^L \), which for each vertex \( f \in Q_T \) is given by \( p^* : C(s) \to C(s') \), and which takes the edge \( x \) to tensoring with \((\text{the image of}) \ x \). By the projection formula, each square

\[
\begin{array}{ccc}
C(s) & \xrightarrow{\pi^s_1[x]} & C(s) \\
\downarrow{p^*} & & \downarrow{p^*} \\
C(s') & \xrightarrow{\pi^{s'}_1[x]} & C(s')
\end{array}
\]

is right adjointable [Lur17, Remark 4.7.4.14]. Passing to right adjoints as in [Lur17, Corollary 4.7.4.18.(a)], we obtain a diagram \( \Delta^1 \to \text{Fun}^{\Delta \text{ad}}(Q^\text{op}_T, \text{Cat}_\infty) \), which in fact belongs to \( \Delta^1 \to \text{Fun}(Q^\text{op}_T, \text{Pr}^R) \). Using that \( \text{Pr}^R \subset \text{Cat}_\infty \) is closed under limits, we find that the \( Q^\text{op}_T \)-limit classifies an edge \( p^* : D(s) \to D(s') \) which is a right adjoint. We denote the left adjoint by \( p_\sharp \), as usual. For any vertex \( f \) of \( Q_T \) we denote the corresponding vertices of \( Q_X \) and \( Q_{X'} \) by \([f]\). By construction, we have \( p^*\Omega^\infty_X[f] \approx \Omega^\infty_{X'}[f]p^* \) and hence also \( p_\sharp\Sigma^\infty[f]p_\sharp \approx \Sigma^\infty_{X'}[f] \).

To prove base change and the projection formula for \( D \), we use Corollary 6.32. Since all functors in sight preserve small colimits and commute with \( \Sigma^\infty[f] \) (resp. \( \Sigma^\infty_{X'}[f] \)), the base change and projection formula follow from their analogues for \( C \).

The commutativity of the upper square in (6.34) follows as in Proposition 5.28, once one notices that for each \( T \)-stable pullback formalism \( C \) and for each \( s \in S \), the set \( \pi^s_1[T] \subseteq C(s) \) is the image of invertible objects \([T] \subseteq C(1_s) \) under the symmetric monoidal functor \( \pi^s_1 \) and hence consists entirely of invertible objects too.

We turn to the lower square of (6.34), and it now suffices to prove that if \( C \) is \( \mathcal{L} \)-local then so is \( L_TC \). By Remark 5.15, it suffices to prove that the morphism (5.16) is an equivalence in \( L_TC \). This follows again from the corresponding property of \( C \), by Corollary 6.32 and the fact that all functors appearing in (5.16) commute with colimits and \( \Sigma^\infty[f] \).

\[ \square \]

Corollary 6.35. The pullback formalism \( L_T\mathcal{L}_T\mathcal{C}_{gm} \) is an initial object of both \( \text{PB}_{\mathcal{L}, T}^{pr, pt} \) and \( \text{PB}_{\mathcal{L}, T}^{c, pt} \).

7 Stable motivic homotopy theory

In this final section, we apply the results obtained in the previous sections to the context of main interest, and prove our main theorem stated in the introduction (as well as a more general version). For the reader’s convenience, we start in Section 7.1 by summarizing the discussion up to this point, recall the notion of a coefficient system in Section 7.2, and then prove our
main theorem in Section 7.3.

7.1 Summary

Convention 7.1. We fix the following notation and hypotheses:

- $S$, a small ordinary category which is finitely complete, with final object $1_S$;
- $P \subseteq S$, a subcategory containing all isomorphisms, and stable under pullbacks along all morphisms of $S$;
- $\mathcal{L}$, a (possibly large) set of diagrams $u : I^p \to P|_U$ satisfying the conditions of Convention 5.21;
- $T \subseteq \mathcal{P}(P|_s)$, a small set of pointed objects.\(^4\)

Construction 7.2. Fix $s \in S$. We perform the following constructions:

1. Start with the category $P|_s$, endowed with the Cartesian symmetric monoidal structure (which is the fiber product over $s$ in $S$).
2. Take its free cocompletion $\mathcal{P}(P|_s)$ endowed with the Day convolution product induced from $P|_s^x$. This coincides with the pointwise symmetric monoidal structure in spaces.
3. Restrict to the full sub-$\infty$-category $\mathcal{P}(P|_s)$ of those presheaves which are local with respect to morphisms
   $$\colim_{i \in I} u_i \to u_\infty$$
   where $u \in \mathcal{L}$ and $u_\infty \to s \in P$. This inherits a presentably symmetric monoidal structure, characterized by making the localization functor $\mathcal{P}(P|_s) \to \mathcal{P}(P|_s)$ symmetric monoidal.
4. Pass to pointed objects in $\mathcal{P}(P|_s)$. The presentably symmetric monoidal structure on $\mathcal{P}(P|_s)$ is characterized by making the functor $(-)_+: \mathcal{P}(P|_s) \to \mathcal{P}(P|_s)$ symmetric monoidal.
5. Finally, $\otimes$-invert the objects $\mathcal{T}_s := \pi^*_s \mathcal{T}$ in $\text{CAlg}(\text{Pr}^\Delta)$. The presentably symmetric monoidal structure on $\mathcal{P}(P|_s)_+, [\mathcal{T}_s^{-1}]$ has the characterizing property of making the functor $\Sigma^\infty_{\mathcal{T}_s} : \mathcal{P}(P|_s) \to \mathcal{P}(P|_s)_+, [\mathcal{T}_s^{-1}]$ symmetric monoidal. On underlying $\mathcal{P}(P|_s)_+$-modules, the formal inversion is the stabilization with respect to all objects $\pi^*_s x$ at once ($x \in \mathcal{T}$).

With Convention 7.1 and Construction 7.2, we can now summarize the sequence of results up to this point as follows.

Theorem 7.3. The following describes a sequence of adjunctions between very large presentable sub-$\infty$-categories of $\text{Fun}(S^{op}, \text{CAlg}(\text{Cat}_{\infty}))$, their initial objects, and the values of these initial objects on

\(^4\)Recall that for $s \in S$, $P|_s$ denotes the full subcategory of $S|_s$ spanned by morphisms $p : s' \to s$ in $P$.  
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Moreover, the last three right adjoints are fully faithful, thus describing reflexive sub-\(\infty\)-categories.

### 7.2 Coefficient systems

**Convention 7.4.** We fix the following notation:

- \(B\), a noetherian scheme of finite Krull dimension;
- \(\text{Sch}_B\), the category of finite type \(B\)-schemes, with the Cartesian monoidal structure.

In the introduction we mentioned coefficient systems as a formalization of six-functor formalisms. We now supply the definition. For more details on this notion we refer to [Dret8, §5] and [Gal21].

**Definition 7.5.** A functor \(C : \text{Sch}^\text{op}_B \to \text{CAlg}(\text{Cat}^{\text{st}}_\infty)\) taking values in symmetric monoidal stable \(\infty\)-categories and exact symmetric monoidal functors is called a **coefficient system** if it satisfies the following properties.

1. (a) **(Pushforwards)** For every \(f : Y \to X\) in \(\text{Sch}_B\), the pullback functor \(f^*\) admits a right adjoint \(f_! : C(Y) \to C(X)\).

   (b) **(Internal homs)** For every \(X \in \text{Sch}_B\), the symmetric monoidal structure on \(C(X)\) is closed.

2. For each smooth morphism \(p : Y \to X \in \text{Sch}_B\), the functor \(p^* : C(X) \to C(Y)\) admits a left adjoint \(p_\#\), and:

   (a) **(Smooth base change)** For each cartesian square

   \[
   \begin{array}{ccc}
   Y' & \xrightarrow{p'} & X' \\
   f' \downarrow & & \downarrow f \\
   Y & \xrightarrow{p} & X
   \end{array}
   \]

   in \(\text{Sch}_B\), the exchange transformation \(p_\#(f')^* \to f^*p_\#\) is an equivalence.

   (b) **(Smooth projection formula)** The exchange transformation

   \[
   p_\#(p^*(-) \otimes -) \to - \otimes p_\#(-)
   \]
is an equivalence of functors $C(X) \times C(Y) \to C(Y)$.

(3) **Localization** For each closed immersion $Z \hookrightarrow X$ in $\text{Sch}_B$ with complementary open immersion $j : U \hookrightarrow X$, the square

$$
\begin{array}{ccc}
C(Z) & \xrightarrow{i} & C(X) \\
\downarrow & & \downarrow j^* \\
0 & \rightarrow & C(U)
\end{array}
$$

is cartesian in $\text{Cat}^\text{st}_\infty$.

(4) For each $X \in \text{Sch}_B$, if $\pi_{\mathbb{A}^1} : \mathbb{A}^1_X \to X$ denotes the canonical projection with zero section $s : X \to \mathbb{A}^1_X$, then:

(a) **($\mathbb{A}^1$-homotopy invariance)** The functor $\pi_{\mathbb{A}^1}^* : C(X) \to C(\mathbb{A}^1_X)$ is fully faithful.

(b) **($T$-stability)** The composite $\pi_{\mathbb{A}^1} \circ \sharp s : C(X) \to C(X)$ is an equivalence.

A morphism of coefficient systems is a natural transformation $\phi : C \to C'$ such that for each smooth morphism $p : Y \to X$ in $\text{Sch}_B$, the exchange transformation

$$p_\# \phi_Y \Rightarrow \phi_X p_\#$$

is an equivalence. This defines a very large sub-$\infty$-category $\text{CoSy}_B \subset \text{Fun}(\text{Sch}^{\text{op}}_B, \text{CAlg}(\text{Cat}^\text{st}_\infty))$.

**Remark 7.6.** Ayoub in [*Ayoub07a*, Définitions 1.4.1, 2.3.1, and 2.3.30] introduced a similar set of axioms by the name of a ‘closed symmetric monoidal stable homotopy 2-functor’, and Cisinski–Déglise use a closely related notion of ‘motivic triangulated categories’ in [*CD19*, Definition 2.4.45]. The main difference between these and our coefficient systems is that the former take values in tensor triangulated categories. The $\infty$-categorical version we use here was introduced in [*Dre18*, § 5], to which we refer the reader for a more in-depth discussion. In particular, we highlight the following two points explained there. Given a functor $C : \text{Sch}^{\text{op}}_B \to \text{CAlg}(\text{Cat}^\text{st}_\infty)$, the following are equivalent: \footnote{The implication (ii)$\Rightarrow$(i) is proved there under the additional assumption that $p_\#$ exists (on the level of $\infty$-categories) for every smooth morphism $p$. But this is automatic, by [*NRS20*, Theorem 3.3.1].}

(i) The functor $C$ is a coefficient system.

(ii) The functor $\text{Ho}(C)$ obtained from $C$ by passing (pointwise) to the homotopy category is a closed symmetric monoidal stable homotopy 2-functor.

Similarly, for a natural transformation $\phi : C \to C'$ between two coefficient systems, the following are equivalent:

(i') The natural transformation $\phi$ defines a morphism of coefficient systems.

(ii') The natural transformation $\text{Ho}(\phi)$ defines a morphism of closed symmetric monoidal stable homotopy 2-functors.
A cocomplete coefficient system is a functor $C : \text{Sch}_{B}^{\text{op}} \to \text{CAlg}(\text{Cat}_{\infty}^{\text{st}})$ taking values in symmetric monoidal cocomplete stable $\infty$-categories and cocontinuous symmetric monoidal functors whose composite with the forgetful functor $\text{Cat}_{\infty}^{\text{st}} \to \text{Cat}_{\infty}^{\text{st}}$ is a coefficient system. A morphism of cocomplete coefficient systems is a natural transformation between cocomplete coefficient systems whose composite with the forgetful functor $\text{CAlg}(\text{Cat}_{\infty}^{\text{st}})$ is a morphism of coefficient systems. This defines a sub-$\infty$-category $\text{CoSy}_{B} \subseteq \text{Fun}(\text{Sch}_{B}^{\text{op}}, \text{CAlg}(\text{Cat}_{\infty}^{\text{st}}))$.

Remark 7.8. Restricting to cocomplete coefficient systems $C$ which take values in presentably symmetric monoidal $\infty$-categories $\text{CAlg}(\text{Pr}^{L})$, we see that pushforwards and internal homs exist automatically. Most cocomplete coefficient systems occurring in nature are presentable in that sense. If $C$ furthermore factors through $\text{CAlg}(\text{Pr}_{\infty}^{L})$, where $\text{Pr}_{\infty}^{L} \subset \text{Pr}^{L}$ is the sub-$\infty$-category of compactly generated presentable $\infty$-categories and functors that preserve compact objects, then, for every $f : X \to Y$, the functor $f_{*}$ admits a further right adjoint. It follows that the underlying stable homotopy 2-functor $\text{Ho}(C)$ is a motivic triangulated category in the sense of [CD19].

Remark 7.9. As remarked in the introduction, we take here coefficient systems as stand-ins for six-functor formalisms. This is justified by the main results of [Ay007a, Ay007b] which show that closed symmetric monoidal stable homotopy 2-functors afford Grothendieck’s six operations satisfying many of the relations familiar from the $\ell$-adic theory, at least on quasi-projective $B$-schemes, see for example [Ay007a, Scholie 1.4.2]. And [CD19] establish that motivic triangulated categories afford the six operations with similar relations on all finite type $B$-schemes, see for example [CD19, Theorem 2.4.50].

The six functors and many of the relations just alluded to can be lifted to the level of $\infty$-categories. We refer to [Dre18, §5] for details.

7.3 Main result

Convention 7.10. We now connect coefficient systems and pullback formalisms, using the following conventions (cf. Conventions 7.1 and 7.4):

- $S = \text{Sch}_{B}$;
- $P = \text{Sch}_{B}^{\text{sm}} \subset \text{Sch}_{B} = S$ the wide subcategory of smooth morphisms;
- $\mathcal{L} = \mathcal{L}_{A^{1}_{B}} \cup \mathcal{L}_{\text{Nis}}$ as in Example 5.18 and Example 5.20;
- $\mathbb{T}$ the singleton set consisting of $(\mathbb{P}^{1}_{B}, \infty)$, the pointed projective line.

Remark 7.11. Starting from Example 3.2 it follows from [Rob15, §2.4] that the pullback formalism $\mathcal{SH} := L_{T_{L}} L_{\mathbb{T}_{L}} \mathcal{C}_{\text{gm}}$ associated with these data is the $\infty$-categorical version of Morel-Voevodsky’s stable $\mathbb{A}^{1}$-homotopy theory. In particular, for each $X \in \text{Sch}_{B}$, the presentably symmetric monoidal $\infty$-category $\mathcal{SH}(X)^{\otimes}$ underlies Morel-Voevodsky’s stable $\mathbb{A}^{1}$-model category.
Remark 7.12. Since $(P^1_B, \infty)$ in $\mathcal{S}H(B)$ is the smash tensor product of the 1-sphere and $(\mathbb{G}_{m,B}, 1)$, it follows that every object of $\mathbb{P}B^c_{\mathcal{C}, \mathbb{P}}$, automatically takes values in stable $\infty$-categories, see [Rob15, Corollary 2.39]. Moreover, as shown in [CD19, Corollary 2.4.19], in presence of the other axioms, the $\mathbb{T}$-stability condition identifies with the $\mathbb{T}$-stability axiom in Definition 7.5.

Proposition 7.13. The forgetful functor $\text{CoSy}^c_B \to \text{Fun}(\text{Sch}^\text{op}_B, \text{CAlg}(\text{Cat}^c_\infty))$ factors through a fully faithful embedding:

$$\text{CoSy}^c_B \hookrightarrow \mathbb{P}(\text{Sch}_B, \text{Sch}^\text{span}_B)_{\mathcal{C}^\text{pt}}_{\mathcal{A}^1} \cup \mathbb{F}_{\text{Nis}}((P^1_B, \infty))$$

Proof. The only non-trivial statement (cf. Remark 7.12) is that if $C$ is a cocomplete coefficient system then it satisfies non-effective Nisnevich hyperdescent. If $C$ is associated with a stable combinatorial fibered model category, this is [CD19, Corollary 3.3.5]. As remarked there [CD19, Footnote 51], the proof works more generally. For completeness, we supply the argument here.

Let $u : \Delta^+, \text{op} \to \text{Sch}_B$ be a Nisnevich-hypercover $U_\bullet \to U$ and $M \in C(U)$. By Remark 5.15, it suffices to prove that the morphism (5.16) is an equivalence. By the Yoneda lemma, this is equivalent to the functor $\text{Map}_{C(U)}(-, N) : C(U)^\text{op} \to \mathbb{S}$ taking (5.16) to an equivalence, for every $N \in C(U)$. Now, consider the composite

$$F_{U,M,N} : \text{Sm}^\text{span}_U \overset{[-1]}{\to} C(U)^\text{op} \overset{\Theta}{\to} C(U)^\text{op} \overset{\text{Map}_{C(U)}(-, N)}{\to} \mathbb{S},$$

where the first functor is induced by the essentially unique morphism of pullback formalisms (Theorem 3.26), and sends $p : U' \to U$ to $\Delta^1 \to C(U)$. We conclude that $C$ satisfies non-effective Nisnevich–hyperdescent if and only if $F_{U,M,N}$ satisfies Nisnevich–hyperdescent for all $U, M, N$. Morel–Voevodsky prove that the latter is equivalent to $F_{U,M,N}$ satisfying Nisnevich excision, for all $U, M, N$. Translating back, we see that it suffices to show that $C$ satisfies ‘non-effective Nisnevich excision’, and this follows easily from the localization property and smooth base change; see [CD19, Proposition 3.3.4]. □

Theorem 7.14. The object $\mathcal{S}H \in \text{CoSy}^c_B$ is initial.

Proof. By Proposition 7.13, Remark 7.11, Theorem 7.3, it suffices to show that the pullback formalism $\mathcal{S}H$ belongs to the essential image of the embedding in Proposition 7.13. In other words, it suffices to show that $\mathcal{S}H$ satisfies the axioms of a coefficient system. The only non-formal one is the localization axiom which was established by Morel–Voevodsky [MV99] themselves. A complete proof of all the axioms can be found in [Ay07b, §4.5] (see also Remark 7.6). □

Remark 7.15. It follows from Theorem 7.14 that $\mathcal{S}H$ is also an initial object of the full sub-$\infty$-category of presentable coefficient systems (Remark 7.8). Similarly, if we restrict to the full sub-$\infty$-category of cocomplete coefficient systems such that $f_*$ admits a right adjoint for every
\( f : X \to Y \) (cf. Remark 7.8) then \( S\mathcal{H} \) is an initial object of that \( \infty \)-category too.

**Remark 7.16.** In Theorem 7.14, we deal exclusively with cocomplete coefficient systems. However, if \( C : \text{Sch}_{\mathbb{S}}^{\text{op}} \to \text{CAlg}(\text{Cat}_{\mathbb{S}}^{\text{st}}) \) is a functor with values in small stable \( \infty \)-categories that satisfies smooth base change and the smooth projection formula, non-effective Nisnevich excision (as in the proof of Proposition 7.13) and \( A^1 \)-homotopy invariance, and \( T \)-stability, then passing pointwise to its Ind-completion with the Day convolution product produces an object of \( \text{PB}_{\mathcal{I}, Y}^{\text{pr}, \text{pr}} \). The essentially unique morphism \( S\mathcal{H} \to \text{Ind}(C) \) restricts to a morphism \( S\mathcal{H}^{\omega} \to C^{\omega} \) from the subfunctor of compact objects to the pointwise idempotent completion of \( C \).

## A Symmetric monoidal (un)straightening

Recall that straightening/unstraightening sets up an equivalence between functors \( X \to \text{Cat}_{\infty} \) and coCartesian fibrations over \( X \). Our goal in this section is to upgrade this equivalence to the symmetric monoidal setting. This is due to Lurie [Lur17], see also [GL19].

**Convention A.1.** Throughout this section, we use the following notation and hypotheses:

- \( \text{Fin}_{\ast} \), the category of finite pointed sets with object \( (n), n \geq 0; \)
- \( \pi^\circ : \mathcal{D}^\circ \to \text{Fin}_{\ast} \), a symmetric monoidal \( \infty \)-category.

In contrast to the main body of the text, we distinguish notationally between symmetric monoidal functors \( p^\circ : C^\circ \to (C')^\circ \) and their underlying functors \( p : C \to C' \), as the distinction plays a more prominent role here.

Also in contrast to the main body of the text, we will have no need to distinguish between \( \infty \)-categories of different sizes and will therefore refrain from describing them as small, large, or very large. In view of the context in which we apply these results, we will throughout work in \( \text{Cat}_{\infty} \), the objects of which will simply be called \( \infty \)-categories.

**Definition A.2.** Recall the notion of a \( \mathcal{D}^\circ \)-monoidal \( \infty \)-category [Lur17, Definition 2.1.2.13]. It is a coCartesian fibration \( p^\circ : C^\circ \to \mathcal{D}^\circ \) which satisfies the following two equivalent conditions:

(i) The composite \( \pi^\circ \circ p^\circ : C^\circ \to \text{Fin}_{\ast} \) is an \( \infty \)-operad.

(ii) For each \( d = d_1 \oplus \cdots \oplus d_n \in \mathcal{D}^\circ_{(n)} = \mathcal{D}^n \), the inert maps \( d \to d_i \) induce an equivalence \( C^\circ_d \sim \prod_{i=1}^n C^\circ_{d_i} \).

A \( \mathcal{D}^\circ \)-monoidal functor is a map over \( \mathcal{D}^\circ \) which preserves \( \mathcal{D}^\circ \)-coCartesian edges.

**Remark A.3.** It follows immediately from the definition that a \( \mathcal{D}^\circ \)-monoidal \( \infty \)-category \( p^\circ : C^\circ \to \mathcal{D}^\circ \) is itself a symmetric monoidal \( \infty \)-category via the composite \( \pi^\circ \circ p^\circ : C^\circ \to \text{Fin}_{\ast} \). Moreover, as a coCartesian fibration between coCartesian fibrations, \( p^\circ \) preserves coCartesian edges (Lemma A.4), in other words, \( p^\circ \) is a symmetric monoidal functor.
Let \( \text{Cat}_\infty^\text{sym} \) denote the \( \infty \)-category of symmetric monoidal \( \infty \)-categories and symmetric monoidal functors [Lur17, Variant 2.1.4.13]. The observation of the first paragraph allows us to define the \( \infty \)-category of \( \mathbb{D}^\text{sym} \)-monoidal \( \infty \)-categories \( \text{Cat}_{\infty}^{\mathbb{D}} \) as a sub-\( \infty \)-category of \( \text{Cat}_\infty^\text{sym} \). This is compatible with the notation of [Lur17, Remark 2.4.2.6].

**Lemma A.4.** Let \( r : X \to Y \to Z \) be a composition of coCartesian fibrations of simplicial sets. Then \( p : X \to Y \) is a morphism of coCartesian fibrations over \( Z \). Moreover, an \( r \)-coCartesian edge is necessarily \( p \)-coCartesian.

**Proof.** To see this, let \( f : x_1 \to x_2 \) be an \( r \)-coCartesian edge, and choose a \( q \)-coCartesian lift \( g : p(x_1) \to y_2 \) of \( r(f) \) and a \( p \)-coCartesian lift \( f' : x_1 \to x_2' \) of \( g \). It follows from [Lur09, Proposition 2.4.1.3.(3)] that \( f' \) is an \( r \)-coCartesian lift of \( r(f) \). Therefore, \( f \) factors as a composition \( \alpha \circ f' \) where \( \alpha \) is an equivalence in \( X_{r(x_2)} \). It follows that \( p(\alpha) \) is an equivalence in \( Y_{r(p(x_2))} \). Hence \( q \)-coCartesian. We deduce that \( p(f) \) is the composition \( p(\alpha) \circ g \) of \( q \)-coCartesian edges hence is \( q \)-coCartesian itself.

For the second statement, let \( f \) be an \( r \)-coCartesian edge. By the first part just proved, we know that \( p(f) \) is \( q \)-coCartesian. It then follows from [Lur09, Proposition 2.4.1.3.(3)] that \( f \) is \( p \)-coCartesian. \( \Box \)

**Remark A.5.** Checking that a map of simplicial sets \( p^\circ : \mathcal{C}^\circ \to \mathcal{D}^\circ \) is a \( \mathbb{D}^\text{sym} \)-monoidal \( \infty \)-category involves establishing that it is a coCartesian fibration. Sometimes this can be checked more easily step-by-step, as the next result shows.

**Proposition A.6.** Let \( p^\circ : \mathcal{C}^\circ \to \mathcal{D}^\circ \) be a symmetric monoidal functor which is an inner fibration. Then the following are equivalent:

(i) The map \( p^\circ \) defines a \( \mathbb{D}^\text{sym} \)-monoidal \( \infty \)-category.

(ii) It satisfies:

1. the map on underlying \( \infty \)-categories \( p : \mathcal{C} \to \mathcal{D} \) is a coCartesian fibration, and
2. the \( p \)-coCartesian edges are closed under tensor product with objects in \( \mathcal{C} \).

**Proof.** Assume (i). Since \( p \) is the base change of the coCartesian fibration \( p^\circ \) along the inclusion \( \mathbb{D} = \mathbb{D}^\circ_{(1)} \to \mathbb{D}^\circ \), we conclude that \( p \) is a coCartesian fibration, and (i) is proved. For (ii), let \( f : x \to y \) be a \( p \)-coCartesian edge in \( \mathcal{C} \), and fix an object \( z \in \mathcal{C} \). Then \( f \circ z : x \circ z \to y \circ z \) is a \( p_{(2)} \)-coCartesian edge with \( p_{(2)}^\circ : \mathcal{C}^\circ_{(2)} \to \mathcal{D}^\circ_{(2)} \), where we use that \( p^\circ \) is a symmetric monoidal functor between symmetric monoidal \( \infty \)-categories, and identify, for \( \mathcal{C}^\circ \in \{ \mathcal{C}^\circ, \mathbb{D}^\circ \} \), the fiber \( \mathcal{C}^\circ_{(2)} \cong \mathbb{C}^2 \) via inert maps above \( \rho_i : \langle 2 \rangle \to \langle 1 \rangle \) in \( \text{Fin}_n \), \( i = 1, 2 \), as usual. It follows that \( f \circ z \) is also \( p^\circ \)-coCartesian. (This follows from the fact that in a coCartesian fibration, locally coCartesian edges coincide with coCartesian edges [Lur09, Proposition 2.4.2.8], together with [Lur09, Remark 2.4.1.12].) The tensor product \( \otimes : \mathcal{C}^\circ_{(2)} \to \mathcal{C} \) preserves \( p^\circ \)-coCartesian edges, and the latter are then necessarily \( p \)-coCartesian, so we win.
Conversely, assume (ii). We already know that the composite $\pi^\odot \circ p^\odot$ exhibits $\mathfrak{C}^\odot$ as a symmetric monoidal $\infty$–category. In particular, condition (i) in Definition A.2 is verified. It remains to prove that $p^\odot : \mathfrak{C}^\odot \to \mathfrak{D}^\odot$ is a coCartesian fibration.

Consider the commutative triangle of simplicial sets with edges $p^\odot, \pi^\odot, \pi^\odot \circ p^\odot$. We claim that $[Lur09$, Proposition 2.4.2.11] applies to this triangle. Indeed, assumption (i) is Remark A.3. Assumption (2) is satisfies since $p^\odot$ is symmetric monoidal. For assumption (3), fix $\langle n \rangle \in \mathfrak{C}_*$ and consider the induced map on the fibers $p^\odot_{\langle n \rangle} : \mathfrak{C}^\odot_{\langle n \rangle} \to \mathfrak{D}^\odot_{\langle n \rangle}$. Since $p^\odot$ is a map of $\infty$–operads, we may identify this map with $p^{\times n} : \mathfrak{C}^{\times n} \to \mathfrak{D}^{\times n}$. In particular, it is a coCartesian fibration, by (i). We then deduce that $p^\odot$ is a locally coCartesian fibration, and to conclude we need to show that locally coCartesian edges are closed under composition $[Lur09$, Proposition 2.4.2.8].

Let us then be given two locally $p^\odot$-coCartesian edges $f : x \to y, g : y \to z$, over $\alpha : \langle n' \rangle \to \langle n \rangle$ and $\beta : \langle n \rangle \to \langle m \rangle$, respectively. By $[Lur09$, Proposition 2.4.2.11] again, we may write $f$ as a composite $f_2 \circ f_1$ where $f_1$ is $\text{Fin}_*\text{-coCartesian}$, and $f_2$ is $p^\odot_{\langle n \rangle}$-coCartesian. Similarly, we may write $g = g_2 \circ g_1$ where $g_1$ is $\text{Fin}_*\text{-coCartesian}$, and $g_2$ is $p^\odot_{\langle m \rangle}$-coCartesian. We need to find a similar factorization of $g \circ f$, by $[Lur09$, Proposition 2.4.2.11]. Factoring $\beta$ as an inert map followed by an active one, it suffices to treat these two cases separately. We may write $f_2$ as a sum of $p$-coCartesian edges

$$f_2^{(1)} \oplus \cdots \oplus f_2^{(n)} : x_1 \oplus \cdots \oplus x_n \to y_1 \oplus \cdots \oplus y_n.$$ (A.7)

For the inert case, assume $\beta$ corresponds to the subset $\{i_1, \ldots, i_m\} \subseteq \{1, \ldots, n\}$. The composite $g_1 \circ f_2$ then factors as

$$x_1 \oplus \cdots \oplus x_n \to x_{i_1} \oplus \cdots \oplus x_{i_m} \xrightarrow{f_2^{(i_1)} \oplus \cdots \oplus f_2^{(i_m)}} y_{i_1} \oplus \cdots \oplus y_{i_m},$$

where the first map is inert. In particular, the first edge is $\text{Fin}_*\text{-coCartesian}$, and the second edge is $p^\odot_{\langle m \rangle}$-coCartesian, thus the claim in this case.

Now assume $\beta$ is active. Without loss of generality, we will assume that $m = 1$. In that case the composite $g_1 \circ f_2$ factors as

$$x_1 \oplus \cdots \oplus x_n \to x_1 \oplus \cdots \oplus x_n \xrightarrow{f_2^{(1)} \oplus \cdots \oplus f_2^{(n)}} y_1 \oplus \cdots \oplus y_n,$$

where the first edge is $\text{Fin}_*\text{-coCartesian}$. By (2) (and induction), the second edge is $p$-coCartesian thus the claim.$\blacksquare$

**Remark A.8.** In a similar vein, checking that a functor between $\mathfrak{D}^\odot$-monoidal $\infty$–categories preserves coCartesian edges can be established step-by-step.

**Proposition A.9.** Let $p^\odot : \mathfrak{C}^\odot \to \mathfrak{D}^\odot$ and $(p')^\odot : (\mathfrak{C}')^\odot \to \mathfrak{D}^\odot$ be two $\mathfrak{D}^\odot$-monoidal $\infty$–categories, and let $\phi^\odot : \mathfrak{C}^\odot \to (\mathfrak{C}')^\odot$ be a map of $\infty$–operads such that $(p')^\odot \circ \phi^\odot = p^\odot$. Then the following are equivalent:
(i) $\phi^\otimes$ is a $\mathcal{D}^\otimes$-monoidal functor.

(ii) $\phi^\otimes$ is a symmetric monoidal functor such that the map of underlying $\infty$-categories $\phi: C \to C'$ preserves $\mathcal{D}$-coCartesian edges.

Proof. Assume (i). Thus, $\phi^\otimes$ preserves $\mathcal{D}^\otimes$-coCartesian edges. As seen in the proof of Proposition A.6, an edge in $C$ (resp. $C'$) is $\mathcal{D}$-coCartesian if and only if it is $\mathcal{D}^\otimes$-coCartesian, when viewed as an edge in $C^\otimes$ (resp. $(C')^\otimes$). It follows that $\phi$ preserves $\mathcal{D}$-coCartesian edges.

Now let $f \in C^\otimes$ be a $\operatorname{Fin}_n$-coCartesian edge. By the “Moreover” statement in Lemma A.4, $f$ is $p^\otimes$-coCartesian, and by our assumption, $\phi^\otimes(f)$ is $(p')^\otimes$-coCartesian. But as $(p')^\otimes(\phi^\otimes(f)) = p^\otimes(f)$ is $\pi^\otimes$-coCartesian, it follows from [Lur15, Proposition 2.4.1.3(3)] that $\phi^\otimes(f)$ is also $\operatorname{Fin}_n$-coCartesian. In other words, $\phi^\otimes$ is a symmetric monoidal functor.

Conversely, assume (ii). We need to show that $\phi^\otimes$ preserves $\mathcal{D}^\otimes$-coCartesian edges. As seen in the proof of Proposition A.6, a $\mathcal{D}^\otimes$-coCartesian edge in $C$ may be written as a composite $f_2 \circ f_1$ where $f_1$ is $\operatorname{Fin}_n$-coCartesian, and $f_2$ is $p^\otimes_{(n)}$-coCartesian, for some $n$. By our assumption, $\phi^\otimes(f_1)$ is $\operatorname{Fin}_n$-coCartesian. And writing $f_2$ as in (A.7), we see that $\phi^\otimes(f_2)$ may be identified with

$$
\phi(f_2^{(1)}) \oplus \cdots \oplus \phi(f_2^{(n)}) : \phi(x_1) \oplus \cdots \oplus \phi(x_n) \to \phi(y_1) \oplus \cdots \oplus \phi(y_n),
$$

since $\phi^\otimes$ is a map of $\infty$-operads. By assumption, this is $(p')^\otimes_{(n)}$-coCartesian and we conclude. \qed

Definition A.10. We also recall the $\infty$-category of $\mathcal{D}^\otimes$-monoids, denoted by $\operatorname{Mon}_{\mathcal{D}^\otimes}(\operatorname{Cat}_{\infty})$ in [Lur15, Definition 2.4.2.1]. This is the full sub-$\infty$-category of $\operatorname{Fun}(\mathcal{D}^\otimes, \operatorname{Cat}_{\infty})$ spanned by functors $M$ satisfying the following property:

(ii') For each $d = d_1 \oplus \cdots \oplus d_n \in \mathcal{D}^\otimes_{(n)} = \mathbb{D}^n$, the inert maps $d \to d_i$ induce an equivalence $M(d) \simeq \prod_{i=1}^n M(d_i)$.

It is clear that the conditions (ii) of Definition A.2 and (ii') of Definition A.10 exactly correspond to each other via the straightening/unstraightening equivalence. In view of Remark A.3, the following result is a special case of [Lur15, Remark 2.4.2.6].

Proposition A.11. The composite of the full embedding $\operatorname{Mon}_{\mathcal{D}^\otimes}(\operatorname{Cat}_{\infty}) \hookrightarrow \operatorname{Fun}(\mathcal{D}^\otimes, \operatorname{Cat}_{\infty})$ and the unstraightening equivalence identifies the $\infty$-category of $\mathcal{D}^\otimes$-monoids with the $\infty$-category of $\mathcal{D}^\otimes$-monoidal $\infty$-categories:

$$
\operatorname{Mon}_{\mathcal{D}^\otimes}(\operatorname{Cat}_{\infty}) \simeq \operatorname{Cat}_{\infty}^{\mathcal{D}^\otimes}
$$

\qed

Corollary A.12. Assume $\mathcal{D}^\otimes$ is a coCartesian monoidal structure. Straightening/unstraightening induces an equivalence

$$
\operatorname{Cat}_{\infty}^{\mathcal{D}^\otimes} \simeq \operatorname{Fun}(\mathcal{D}, \operatorname{CAg}l(\operatorname{Cat}_{\infty})).
$$
Proof. More precisely, this is the composite of the following equivalences:

\[
\begin{align*}
\text{Fun}(\mathcal{D}, \text{CAlg}(\text{CAT}_\infty)) & \cong \text{Alg}_{\mathcal{D}^{\mathbb{H}}}(\text{CAT}_\infty) \\
& \cong \text{Mon}_{\mathcal{D}^{\mathbb{H}}}(\text{CAT}_\infty) \\
& \cong \text{CAT}^{\mathbb{H}} \\
& \cong \text{CAT}_\infty
\end{align*}
\]

[\text{Lur}^*7, \text{Theorem 2.4.3.18}]  
[\text{Lur}^*7, \text{Proposition 2.4.2.5}]  
Proposition A.11

\[\square\]

Remark A.13. We conclude this section with an informal description of the straightening / unstraightening equivalence in the symmetric monoidal case. In view of the application in the main body of the text we specialize to the following situation. We assume that \(D\) is an \(\infty\)-category with finite products, and we endow \(\mathcal{D} := D^{\text{op}}\) with the coCartesian monoidal structure \(\mathcal{D}^{\mathbb{H}}\).

(i) Let \(F^\circ : D^{\text{op}} \rightarrow \text{CAlg}(\text{CAT}_\infty)\) be a functor. Thus we may think of this as associating to every \(d \in D\) an \(\infty\)-category \(F(d)\) endowed with a symmetric monoidal structure \(\otimes_d\). Moreover, for every edge \(f : d' \rightarrow d\) in \(D\), the associated functor \(f^* : F(d) \rightarrow F(d')\) is symmetric monoidal. Under the equivalence of Corollary A.12 we obtain a \(\mathcal{D}^{\mathbb{H}}\)-monoidal \(\infty\)-category

\[p^\circ : \mathcal{C}^\circ \rightarrow \mathcal{D}^{\mathbb{H}}\]

which may informally be described as follows:

- The objects of \(\mathcal{C}\) are pairs \((d, M)\) where \(d\) is an object in \(D\), and \(M\) is an object in \(F(d)\).
- A morphism \((d, M) \rightarrow (d', M')\) in \(\mathcal{C}\) consists of a morphism \(f : d' \rightarrow d\) in \(D\), and a morphism \(f^* M \rightarrow M'\) in \(F(d')\).
- The tensor product of \((d, M)\) and \((d', M')\) is the “external product” \(M \boxtimes M' := p^* M \otimes_{d \times d'} (p')^* M'\) in \(F(d \times d')\) where \(p : d \times d' \rightarrow d\) and \(p' : d \times d' \rightarrow d'\) are the canonical projections in \(D\).

Condition (2) in Proposition A.6 expresses the fact that with the notation above, and a morphism \(f : e \rightarrow d\) in \(D\), the canonical morphism

\[(f \amalg \text{id}_d)^* (M \boxtimes M') \rightarrow f^* M \boxtimes M'\]

is an equivalence.

(ii) Conversely, if \(p^\circ : \mathcal{C}^\circ \rightarrow \mathcal{D}^{\mathbb{H}}\) is a \(\mathcal{D}^{\mathbb{H}}\)-monoidal \(\infty\)-category, we may view the underlying coCartesian fibration \(p : \mathcal{C} \rightarrow \mathcal{D}\) as defining a functor \(F : D^{\text{op}} \rightarrow \text{CAT}_\infty\), which sends \(d\) to the fiber \(\mathcal{C}_d\). It underlies a symmetric monoidal structure which may be described as follows. Given \(M, M' \in \mathcal{C}_d\), their tensor product is the object \(\Delta'(M \boxtimes M')\) where \(\Delta\) denotes the diagonal map \(d \rightarrow d \times d\) in \(D\).
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