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ABSTRACT Organizations often fail to adequately respond to substantive changes in the environment, despite widespread implementation of algorithmic routines designed to enable dynamic adaptation. We develop a theory to explain this phenomenon based on an inductive, historical case study of the credit rating routine of Moody’s, an organization that failed to adapt to substantial changes in its environment leading up to the 2008 financial crisis. Our analysis of changes to the firm’s algorithmic credit rating routine reveals mechanisms whereby organizations dynamically produce inertia by taking actions that fail to produce significant change. Dynamic inertia occurs through bounded retheorization of the algorithmic model, sedimentation of assumptions about inputs to the algorithmic model, simulation of the unknown future, and specialized compartmentalization. We enable a better understanding of organizational inertia as a socio-material phenomenon by theorizing how – despite using algorithmic routines to improve organizational agility – organizations dynamically produce inertia, with potentially serious adverse consequences.
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INTRODUCTION

Organizations often struggle to adapt to environmental changes, displaying paralyzing inertia in the face of substantive threats (Hannan and Freeman, 1984). For example, technology firms such as Xerox and Polaroid failed to adapt to a dynamically shifting technological environment by continuing to focus attention and resources on developing...
their core technologies (e.g., Tripsas and Gavetti, 2000). Similarly, financial firms such as Bear Stearns and Washington Mutual failed to adapt to changes in the economic environment by adhering to existing practices (Lounsbury and Hirsch, 2010; Pozner et al., 2010). The consequences of failing to adapt to environmental changes are significant, often leading to organizational collapse, and in the case of the financial crisis, considerable harm to society.

Scholars have developed several explanations for organizational inertia. First, entrenched patterns of activity are difficult to change because they generate structural inertia by creating ‘competency traps’ (Levitt and March, 1988) or ‘core rigidities’ (Leonard-Barton, 1992). Second, firms may follow established organizational resourcing patterns that fail to prioritize investments in new technologies or capabilities (Christensen and Bower, 1997; Gilbert, 2005). Third, organizational decision-makers can be constrained by existing cognitive frames that prevent them from either observing or effectively responding to a changing environment (Lant et al., 1992; Tripsas, 1997; Tripsas and Gavetti, 2000). However, these ‘social’ explanations often neglect evidence that artifacts constrain, shape, and guide organizational processes and routines (Pollock and Cornford, 2004; Schulz, 2008).

This lack of focus on sociomaterial dynamics is particularly problematic when considering recent trends of organizations deploying a specific kind of artifact – namely, algorithms – to respond to dynamic environmental conditions (Faraj et al., 2018) in the daily enactment of their routines. Unlike other artifacts such as tools or cultural symbols, artifacts that rely on mathematical algorithms and models can rapidly incorporate environmental changes as they unfold and stimulate ‘adaptive action’ (Simon, 1970). For instance, organizations use digital data to represent the environment by analysing sentiments in social media to understand reputational changes in the market in real time (Moe and Schweidel, 2017). Online service providers like TripAdvisor, LinkedIn, or Last.fm rely heavily on algorithms to monitor customers and the broader environment in real time and develop new value propositions for stakeholders (Alaimo and Kallinikos, 2017, 2021). These organizations use predictive models to account for dynamic environmental changes when making tactical and strategic organizational decisions (Davenport, 2014, 2018).

Logically, organizations that use algorithmic routines – sociomaterial assemblages of actors, artifacts, theories, and actions that utilize algorithms to perform repetitive, recognizable patterns of interdependent actions – to automate decisions and perform sociomaterial calculations (Feldman and Pentland, 2003; Glaser et al., 2021a) should be able to effectively respond to changes in the environment. Typically, organizations are aware of such changes (e.g., Gilbert, 2005; Sull, 1999) and thus should be able to modify algorithmic models to address them. Yet, inertia often prevails in organizations, suggesting that algorithmic routines may generate organizational inertia through the design and enactment of algorithms within the performance of such assemblages (Deleuze and Guattari, 1987; Orlikowski and Scott, 2008). Thus, we ask: How do organizations produce inertia despite using algorithmic routines that take environmental changes into account?

To investigate this question, we conducted a historical case study of Moody’s, a credit rating agency that uses algorithmic models to represent and react to environmental changes. Moody’s exemplifies an extreme case (Pettigrew, 1990) of inertia produced using algorithmic models, in that the firm failed to account for environmental changes...
in its credit rating routine in the years leading up to the 2008 financial crisis and had to significantly downgrade many highly-rated securities. The Financial Crisis Inquiry Commission (FCIC) provided us with extensive, accurate data about the design and use of Moody’s algorithmic credit rating models and the firm’s corresponding credit rating routine. Specifically, we studied Moody’s credit rating routine for residential mortgage-backed securities (RMBSs) and its evolution over the years leading up to the financial crisis. We zoomed in (Nicolini, 2009) on the design and use of two algorithmic credit rating models between 2000 and 2007 to show how changes to the model and the credit rating routine produced inertia.

Our findings show how inertia developed dynamically as Moody’s implemented algorithmic routines that enabled the firm to absorb environmental changes while continuing to pursue its goals. Our theoretical model of dynamic inertia includes four mechanisms: bounded retheorization (i.e., making minor modifications to the original algorithmic model in response to substantive environmental changes); sedimentation of assumptions (i.e., recognizing change, but failing to change data inputs); simulation of the unknown future (i.e., relying on algorithmic models to account for environmental changes in the predicted future environment); and specialized compartmentalization (i.e., actors in distinct organizational roles taking responsibility for different parts of the algorithmic model). As changes in the environment unfold, these mechanisms and the algorithmic routine may absorb them, just as a spring absorbs a stretch. However, as tensions escalate, the algorithmic routine becomes increasingly stretched, ultimately leading to a dramatic breakdown akin to a coil snapping.

We contribute to the management literature by elaborating a theory of dynamic inertia that explains how inertia develops not only through cognitive frames, resourcing patterns, or structural rigidities, but also dynamically through the performance of algorithmic routines. Specifically, we trace the origins of inertia to the design and use of algorithms in the daily enactment of organizational routines in contexts involving substantive environmental changes. Our findings have significant implications for modern organizations trying to overcome inertia while relying on algorithmic routines. We also contribute to literatures focused on routine dynamics and the 2008 financial crisis.

THEORETICAL BACKGROUND

Organizational Inertia as a Social Phenomenon

Organizational inertia is broadly defined as the inability to enact internal changes in the presence of significant external changes (Gilbert, 2005). Such inertia is a result of path dependency due to organizational success (Leonard-Barton, 1992; Lieberman and Montgomery, 1988; Miller, 1994) based on a formula that shapes processes, competencies, relationships, values, and resource investment patterns (Burgelman, 2002; Sull, 1999).

Some authors have discussed how inertia develops in the face of environmental dynamism due to structural rigidities. Past organizational success may give rise to what Levitt
and March (1988) called competency traps, whereby core competencies that yielded
favorable outcomes in the past hinder a firm’s ability to respond to new environmental
challenges. Once a reliable source of action, core competencies may become core rigid-
ities that impede responses to emerging challenges (Leonard-Barton, 1992). For example,
Burgelman (2002) showed that although Andy Grove’s strategy of focusing almost
exclusively on core microprocessors enabled Intel to dominate the PC market for over a
decade, it also generated inertial forces that, like a creosote bush which poisons the sur-
rounding ground, constrained business development in other areas and hampered the
company’s responsiveness to changing market demands. Scholars (e.g., Gilbert, 2005)
have introduced the concept of routine rigidity – whereby ‘patterns of behavior stabil-
ize as formal structures and routines become institutionalized over time’ (Sørensen
and Stuart, 2000, p. 86) – as a core mechanism that explains structural inertia. Such accounts
resonate with the notion in institutional theory that path dependency impedes organiza-
tions from making meaningful changes to their practices and processes (e.g., Collinson
and Wilson, 2006; Sydow, 2009, 2020).

Other scholars have argued that organizational resources may create inertia by locking
firms into commitments that are hard to change. Organizations with greater stocks of
historic resources are less likely to engage in adaptive change (Kraatz and Zajac, 2001).
For example, Christensen and Bower (1997) argued that in the presence of radical en-
vironmental changes, resource investment patterns persist as firms continue to search
for resources that are compatible with what they own (see also Greve, 2011; Lant et al.,
1992). Unwilling to risk their careers, managers perpetuate existing resource allocation
patterns (Gilbert, 2005). Therefore, paradoxically, critical resources are not diverted to
new business areas that may help mitigate threats to the core business (Burgelman, 2002).

Finally, managers’ established cognitive frames may result in inertia even when correct-
ive measures are taken in response to environmental threats. Well-documented evidence
suggests that cognitive frames provide ‘mental templates that individuals impose on an
information environment to give it form and meaning’ (Walsh, 1995, p. 281). Amidst
uncertainty and a changing environment, actors may experience anxiety and mobilize
learned responses (Greve, 2011). Managers may treat environmental changes as tem-
porary and use scarce resources as buffers against changes that they deem unfavorable
(Miller, 1994). Subsequently, responses to environmental dynamism, such as scanning,
search, and experimentation (Lant and Montgomery, 1987; March, 1991), and organiza-
tional adaptation (Levinthal, 1991) become limited. For instance, examining the case of
Polaroid, Tripsas and Gavetti (2000) showed how commitments to mental models asso-
ciated with the previously successful business strategy prevented the firm from adapting
to fundamental technological changes and developing much-needed new capabilities.

Although traditional understandings of inertia seem to suggest a failure to perceive
environmental changes, findings show that organizations do make attempts to adapt.
Rather than assuming path dependency (Vergne, 2013), some scholars have explored
how inertia is generated while organizations vigorously enact changes in response to
environmental dynamism. Challenging the view that companies avoid change or only
commit to changes that are compatible with their existing resourcing patterns, mental
frames, and/or structures, some scholars have argued that even organizations that invest
in new resources and technologies in the face of substantive environmental changes may
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be subject to inertia. Stieglitz et al. (2016, p. 1862) even suggested that inertia can be seen as an ‘outcome of an adaptive learning process in dynamic environments.’ Nevertheless, the prevailing argument is that inertia emerges because actors remain committed to their worldviews and environmental perceptions. For example, Gilbert (2005) argued that despite actively investing in new resources associated with digital printing (thereby avoiding resource rigidity), publishing companies failed to adapt because they remained committed to pre-existing core business practices. Similarly, Sull (1999) argued that despite Firestone’s substantial investments in radial technology, processes and competencies associated with the organization’s culture and past success produced inferior results in the new environment.

Organizational Inertia, Artifacts and Routine Dynamics

Whereas traditional understandings of inertia offer valuable insights, they primarily rely on social accounts that highlight the role of cognitive frames or subjective structural influences on extant patterns of decision-making when responding to environmental changes. However, insights offered by actor-network theory (ANT), sociology of finance, and information system theories seriously challenge these purely social explanations and call for attending to materiality in explaining any social phenomenon (D’Adderio, 2021; Feldman and Orlikowski, 2011).

One way artifacts can induce inertia is by establishing the ‘power of default’, which prevents the adaptation and customization of routines (Pollock and Cornford, 2004) and results in their ‘stay[ing] on track’ (Schulz, 2008). Artifacts can also constrain and enable routine performances by representing espoused patterns of action (Bertels et al., 2016; D’Adderio, 2008). For example, D’Adderio (2008) showed that artifacts both represent and prescribe routine performance, as actors who pursue specific agendas inscribe their community-specific worldviews into artifacts to reinforce desired actions in future iterations of the routines; Cacciatori (2012) showed how designing a new system of artifacts in a design firm can safeguard the status quo by absorbing organizational changes to preserve extant truces; and Lazaric and Denis (2001) found that adopting ISO norms and introducing new technological artifacts hinders future re-structuring and reconfiguration by establishing a long-lasting organizational memory (D’Adderio and Safavi, 2021).

Organizational inertia may also result from materiality through what may be referred to as ‘scene-setting’ (Steele, 2021). One may argue that Polaroid failed not only due to prevailing mental frames but also because the material configuration of its business model revolved around instant physical photos and the associated technological ecosystem (Tripsas and Gavetti, 2000). Similarly, the failure of traditional publishing companies to adapt to new environments (Gilbert, 2005) may be ascribed to how certain machinery is used and how production is sequenced in the publishing industry, which may hinder or slow down responses to environmental changes.

With its roots in ANT and structuration theory, routine dynamics theory (D’Adderio, 2008, 2021; Glaser et al., 2021b) provides a promising avenue for exploring how dynamics between the social and the material produce organizational inertia. As a unit of analysis, routines cut across humans and non-humans relationally, where actions or
narrative fragments entangled with humans and non-humans are the basis for analysis (e.g., software support specialists enact routines through materials such as telephones and call-tracking databases; Pentland and Rueter, 1994). Rather than viewing actors as ontologically separate from artifacts – i.e., humans who do things with artifacts – routine dynamics scholars study sociomaterial assemblages of actors, artifacts, theories, and actions (D’Adderio, 2008; D’Adderio et al., 2019; Glaser, 2017; Glaser et al., 2021b; Pentland et al., 2017). These artifacts can alternately or distinctly function as either passive intermediaries or active mediators in routine enactment (Aroles and McLean, 2016; Sele and Grand, 2016).

Algorithmic Routines, Environment, and Performativity

Algorithms are artifacts that are particularly germane for understanding, predicting, and responding to environmental changes and uncertain futures (Alaimo and Kallinikos, 2017; Glaser et al., 2021a). By exploiting big data and deploying sophisticated analytical techniques, organizations are increasingly relying on algorithms to predict the future (Davenport and Patil, 2012; Pachidi et al., 2021) in many domains, including purchasing (Alaimo and Kallinikos, 2017, 2021), consumer behavior (Faraj et al., 2018), and criminal activity (Glaser, 2014, 2017). Algorithmic models are particularly fundamental to how organizations deal with environmental risk and uncertainty. Organizations actively evaluate and manage risks (Hardy and Maguire, 2016; Maguire and Hardy, 2012) while attempting to tame open and disruptive futures (Wenzel et al., 2020). To avoid incalculability and determine the best course of action, ‘rational’ actors in the financial market develop measures, methodologies, and models to calculate risk (Carruthers, 2013; see also Beunza, 2019; Cabantous et al., 2010). For example, financial institutions have developed credit rating models that predict actors’ future behavior and the future performance of financial products (Fourcade and Healy, 2017; Kiviat, 2019).

Importantly, models do not simply represent, but also perform and enact social reality (Orlikowski and Scott, 2008). As Barad (2003) demonstrated, any attempts to represent social reality are flawed, as ‘apparatuses are not mere static arrangements … but rather … dynamic (re)configurings of the world, specific agential practices/intra-actions/performances through which specific exclusionary boundaries are enacted. Apparatuses have no inherent “outside” boundary’ (p. 816). Through these artifacts, actors realize, imagine, engage, and even make the future (Comi and Whyte, 2018; Wenzel et al., 2020). They ‘give form to an immaterial future through lines, materials and shapes that can be interrogated in response to present and past constraints’ (Comi and Whyte, 2018, p. 1078). Whereas artifact design is often a political process that may privilege select social actors (D’Adderio, 2008), artifacts constantly evolve and remain exposed to interpretation and change while in use (Ewenstein and Whyte, 2009). As such, algorithmic artifacts are not a neutral representation of the environment. Rather, they engage with data, ‘perceive’ and ‘represent’ the environment, and predict the future in ways that are largely intertwined with their design and use (Alaimo and Kallinikos, 2021).

Consequently, artifacts create possibilities for actors in complex ways (D’Adderio, 2011). Whereas artifacts enable social actions by creating certain pathways for actors’
conduct through framing, actors may diverge from the prescribed objective or even reject it through overflowing. Jones (1998, p. 299) called this relationship between the social and material ‘double-mangling’ whereby ‘the outcome of technology development and use cannot be reliably predicted, as both the technical and social are mangled together in the process to produce specific, situated instantiations’.

Because the design and enactment of algorithms are entangled in organizational routines (Glaser et al., 2021b; Pentland and Feldman, 2008), organizations can use algorithms to incorporate measures of environmental change into their decision-making routines. For instance, in determining whether to check a credit card transaction for fraud, a consumer credit rating model might integrate a variable that measures total unemployment claims in the area, thereby accounting for environmental changes (Siddiqi, 2005). Similarly, Glaser (2017) showed how a law enforcement agency used a game-theoretic algorithm to dynamically randomize patrol routines. Law enforcement officers worked with algorithmic experts to develop a program that prioritized coverage of specific train stations based on environmental changes such as fluctuating passenger volume or increased crime in particular areas. By modeling and mapping parameters, organizations can change their routines in response to the environment, making it challenging to explain inertia. Consequently, we ask: How do organizations produce inertia despite using algorithmic routines that take environmental changes into account?

RESEARCH METHODS

We investigated our research question by conducting a historic, inductive case study of Moody’s, an organization that develops and sells credit ratings for financial instruments such as RMBSs. Moody’s is an ideal extreme case (Pettigrew, 1990) of an organization that generated inertia in the face of substantial environmental changes for three reasons. First, the competitive environment of credit rating organizations changed dramatically between 1996 and 2008 in response to events such as the repeal of the Glass-Steagall Act in 1999, and the introduction of new financial products, such as more complex and riskier securities and novel investment instruments (e.g., collateralized debt obligations or CDOs). Second, beginning in 2000, Moody’s responded to these environmental changes by modifying the design and use of an environmental monitoring and modeling algorithm. This artifact was incorporated into the firm’s credit rating routine, enabling organizational actors to consider FICO scores for individual borrowers and simulate the macroeconomic environment. Finally, we were able to access unusually rich historical data in comprehensive investigation records, including an exhaustive inquiry conducted by the FCIC.

Empirical Context

Our empirical context is the secondary financial market for U.S. residential mortgages. In this industry, lenders extend home mortgage loans to borrowers based on assessments of their ability to repay. Often, interest rates and loan amounts are determined by characteristics of individual borrowers (e.g., income level, credit history) and properties (e.g., loan-to-value ratio). Once loans are granted, issuing companies aggregate or ‘pool’ thousands of mortgages together to create investment vehicles known as RMBSs. Below, we describe significant changes in this environment in the
period leading up to the 2008 financial crisis. Then, we describe the algorithmic routines used by Moody’s, a credit rating agency that generated credit ratings for a significant portion of RMBSs during our study period.\footnote{2}

**Changes in the secondary financial market.** Since the early 1990s, many significant changes have affected the secondary financial market. Prior to 2000, commercial banks were the primary originators of residential mortgage loans. The subprime mortgage market was valued at $70 billion, and only 40 per cent of those loans were securitized. Mortgage pools had two primary tranches: a safer one, which received payments first, was insured, and typically was guaranteed; and a riskier one, which received payments after the first tranche had been paid. The latter tranche was not guaranteed and was usually held by its originator (i.e., was not traded in the market, sometimes called ‘originate-to-hold’). More than 98 per cent of mortgages had extensive documentation, and there were almost no impairments or defaults (e.g., there were 12 incidents in 1999). However, in 1999, the repeal of the Glass-Steagall Act, which had banned commercial banks and investment banks from entering each other’s lines of business, created opportunities for commercial banks to pool and tranche mortgage loans, and for investment bankers to originate loans through refinancing.

As investment banks entered the market for loans, the nature of the subprime mortgage market changed – by 2000, the value of this market had risen to $160 billion, and the percentage of securitized loans had increased to 56 per cent. Low interest rates and the introduction of innovative investment vehicles fueled additional investment and rendered formerly high-risk subprime loans increasingly attractive. For instance, in 2002, CDOs were introduced as vehicles for refinancing riskier RMBSs and played a significant role in the expansion of the subprime market. By pooling and tranching RMBSs, CDOs made highly risky investments seem attractive and safe. There was a mild increase in low- or no-documentation mortgages, and impairment incidents doubled, but remained low. During this period, regulators focused on the Enron scandal; the aim of the Sarbanes-Oxley Act of 2002 was to protect investors from fraudulent financial reporting by corporations.

These trends amplified in the time leading up to the financial crisis. Subprime mortgages became the fastest growing market, reaching $520 billion by 2004 (20.9 per cent of the total market); 66 per cent of these loans were securitized, and originate-to-distribute practices prevailed. Importantly, 27 per cent of mortgages required low or no documentation, and the number of impairment incidents increased to 1,504 by 2007. We summarize these changes in the financial market environment in Table 1.

**Moody’s credit rating model and credit rating routine.** Investors rely on credit rating agencies such as Moody’s to evaluate the risk associated with complex, aggregated financial instruments (Langohr and Langohr, 2009). Moody’s evaluates these securities by enacting a credit rating routine using an artifact: a credit rating model (SIFMA, 2008). First, Moody’s receives a ‘loan tape’ – typically, a spreadsheet prepared by issuers, with individual loan-level data underlying an aggregated pool of loans. Second, an analyst inputs the information from the loan tape into Moody’s proprietary rating model which generates two values: expected losses for the mortgage pool and the loss
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Main originator of loans</td>
<td>Commercial banks</td>
<td>Commercial banks and investment banks</td>
<td>Commercial banks and investment banks</td>
</tr>
<tr>
<td>Subprime mortgages</td>
<td>Small part of the market ($70 billion in 1996)</td>
<td>Growing part of the market ($160 billion in 2000)</td>
<td>Fast growing part of the market ($520 billion in 2004)</td>
</tr>
<tr>
<td>Configuration of deals</td>
<td>Two tranches: a safer, guaranteed one, and a riskier, unguaranteed one</td>
<td>Complex structure with multiple tranches (usually six), each with different risk levels and payment streams</td>
<td>Complex structure with multiple tranches (usually six), each with different risk levels and payment streams</td>
</tr>
<tr>
<td>Dominant origination practice</td>
<td>Originate-to-hold</td>
<td>Originate-to-distribute</td>
<td>Originate-to-distribute</td>
</tr>
<tr>
<td>Documentation</td>
<td>Less than 2% of mortgages required low documentation or no documentation</td>
<td>Around 2% of mortgages required low documentation or no documentation</td>
<td>More than 27% of mortgages required low documentation or no documentation</td>
</tr>
<tr>
<td></td>
<td>Repeal of the Glass-Steagall Act (1999) removed the separation between investment banks and depository banks</td>
<td>Sarbanes-Oxley Act (2002) protected investors from fraudulent financial reporting by corporations</td>
<td>Credit Rating Agency Reform Act (2006) created a registration scheme for credit rating agencies to be treated as nationally-recognized statistical ratings organizations</td>
</tr>
</tbody>
</table>
coverage protection required for a AAA rating (i.e., the credit enhancement level). Third, using these values, the analyst develops a rating recommendation for the pool, typically by communicating directly with the issuer to clarify details regarding the proposed financial instrument and to discuss the potential implications of each attribute in the proposed deal. Fourth, the analyst presents the financial instrument to a rating committee composed of other analysts and managers within Moody’s who discuss the deal, determine the final expected loss and loss coverage values, and vote on the ultimate letter rating. Fifth, before issuing and publishing the ratings, Moody’s asks for an updated loan tape that includes the tranching structure, which is run through the model again to ensure that no material changes were made to the underlying loans during the rating period. Finally, Moody’s publicly posts the rating and conducts ongoing surveillance of rated products by monitoring their performance in the market and responding to significant changes by either upgrading or downgrading the original ratings. We summarize Moody’s credit rating routine in Table 2.

Moody’s responses to environmental changes and evidence of organizational inertia. During the years leading up to the financial crisis, Moody’s made a series of changes to its rating approach. Development of ‘Moody’s Mortgage Metrics’ or the M3 algorithmic model began in 2000, with marketing beginning in 2003. Subsequent development of a modified model called M3 Subprime began in 2004, with marketing beginning in 2006. However, in July 2007, Moody’s downgraded 399 subprime mortgage-backed securities issued the previous year. Three months later, Moody’s downgraded another 2,506 tranches ($33.4

Table II. Moody’s credit rating routine

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective</td>
<td>To provide a credit rating (i.e., a letter grade ranging from AAA to C) that reflects the riskiness of an RMBS</td>
</tr>
<tr>
<td>Actors</td>
<td>Issuing firm investment bankers, the Moody’s focal analyst directly responsible for evaluating the security, and a Moody’s rating committee of more distant analysts and managers</td>
</tr>
<tr>
<td>Artifacts</td>
<td>Loan tape generated by the issuing firm describing characteristics of the mortgage pool</td>
</tr>
<tr>
<td></td>
<td>The rating model generated by Moody’s that calculates the expected loss and enhancement level</td>
</tr>
<tr>
<td>Action pattern</td>
<td>1. Obtain information about the RMBS</td>
</tr>
<tr>
<td></td>
<td>2. Use the rating model to estimate expected loss and the loss coverage protection requirement</td>
</tr>
<tr>
<td></td>
<td>3. An analyst provides a rating recommendation using the model outputs</td>
</tr>
<tr>
<td></td>
<td>4. The rating committee generates a final recommendation</td>
</tr>
<tr>
<td></td>
<td>5. Information about the mortgage security is updated, the tranching structure is applied, and – assuming there are no material changes to the security – final credit ratings are published</td>
</tr>
<tr>
<td></td>
<td>6. Moody’s personnel monitor the performance of the mortgage security over time</td>
</tr>
</tbody>
</table>
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Data Collection

To investigate our research question, we adopted a historical case study approach to explore how organizational inertia is generated and maintained through routine enactment (Hargadon, 2015; Kremser and Schreyögg, 2016; Mutch, 2016). First, we collected reports of government investigations of the financial crisis, which provided particularly insightful and detailed information about Moody’s and its credit rating routine. Two reports provided particularly rich data: the 662-page report from the FCIC based on testimonies of more than 700 witnesses (FCIC, 2011, p. xi) and a 648-page report from the Senate Permanent Subcommittee on Investigations (2011). We supplemented these data with data from an investigation of select credit rating agencies performed by the U.S. Securities and Exchange Commission (SEC), as well as a report from the Securities Industry and Financial Markets Association (SIFMA) Credit Rating Agency Task Force, which yielded useful information about Moody’s credit rating routine (SEC, 2008; SIFMA, 2008).

These investigations revealed multiple types of data that were conducive to our analysis. In most cases, we were able to access written testimonies submitted to the courts, as well as transcripts of oral testimonies. The FCIC also interviewed many employees of leading U.S. financial services firms, including 19 existing or former employees of Moody’s. These in-depth interviews ranged from 90 to 180 minutes. Whilst many of these interviews were fully transcribed in public reports, some were only available in audio format, which we then transcribed. These interviews were comprehensive, probing, and detailed, thereby enabling us to effectively reconstruct changes to Moody’s credit rating routine during the years leading up to the financial crisis. We also accessed a range of documents from Moody’s, including rating committee memos, internal communications, and emails which amounted to more than 600 pages. In both the Senate and FCIC investigations, witnesses predominantly testified under oath, and when interviews took place outside courtrooms, informants were warned about the implications of obscuring the truth, significantly constraining the possibility that they would provide misleading information.

To complement these sources, we gathered historical data about Moody’s, including sensegiving materials such as the company’s website, annual reports, press releases, etc. We also conducted searches on LexisLibrary (formerly Lexis-Nexis) to capture all articles about Moody’s published in the Wall Street Journal, the New York Times, and the Financial Times relevant to our study period. Given their richness in detail, these sources proved extremely valuable to our historical analysis of the rating routine (Mutch, 2016) and enabled us to retrospectively reconstruct changes to Moody’s credit rating model and corresponding routine in the years leading up to the financial crisis.
Data Analysis

Given the importance of developing a customized analytical approach for a specific qualitative research project (Gehman et al., 2018), we followed Langley’s (1999) recommendation to obtain a sense of the temporal dynamics associated with our case by constructing a case narrative and timeline of key events. In the first phase, we developed a general timeline depicting two substantial changes in the environment related to Moody’s credit rating routine: the repeal of the Glass-Steagall Act in 1999 and the introduction of novel, dramatically different financial instruments with complex tranching structures and risk layering beginning in 2003. These environmental changes stimulated significant growth in the refinancing market and a surge in subprime loans that prompted Moody’s to modify the artifacts used in the credit rating routine.

In the second phase, we focused on how two critical artifacts (Nicolini, 2009) – the M3 and M3 Subprime algorithmic models – were developed, modified, and deployed to account for environmental changes during the study period. Through these artifacts, Moody’s ‘modeled’ and made sense of its environment and associated changes (Alaimo and Kallinikos, 2021; Hardy and Maguire, 2016). We also analysed actors’ retrospective accounts of the credit rating routine’s enactment (Van Maanen, 1979).

In the third phase, we focused on the specific data used by the artifacts to model the environment based on detailed descriptions provided to the FCIC, interviews conducted by social science experts during the FCIC and SEC investigations, and documents and interviews highlighting how these models were used by those who enacted the credit rating routine. We triangulated between interviews and published descriptions to explore different aspects of the design and use of the algorithmic models.

In the final phase, we employed the constant comparative method (Strauss and Corbin, 1990) and engaged in detailed coding to theorize how the algorithmic credit rating routine performances were influenced by environmental dynamics. For both artifacts, we identified similar mechanisms associated with algorithm design and performance of the algorithmic routine. Driven by insights provided by routine dynamics and assemblage theory (Deleuze and Guattari, 1987; Glaser et al., 2021a; Pollock and Cornford, 2004), we aggregated our codes into four themes: bounded retheorization of the algorithmic model, sedimentation of assumptions, simulation of the unknown future, and specialized compartmentalization. Overall, this process enabled us to develop a theory that explains how Moody’s dynamically generated inertial outcomes in the face of substantive organizational change, despite using algorithmic routines that considered environmental changes.

FINDINGS

Algorithmic Credit Rating Routine and Adaptation to Environmental Changes

We examined two artifacts developed to systematize and standardize the algorithmic credit rating routine in response to environmental changes. Faced with increased demand for residential mortgages, Moody’s increased the efficiency and standardization of the credit rating process and developed the M3 model to rate RMBSs. Later, in response to an unprecedented
surge in the subprime market and substantial changes in the composition of market actors, Moody’s modified the M3 model and introduced M3 Subprime. We highlight changes to Moody’s credit rating model in Table 3 and describe them below.

Original 1996 model. Attempting to systematize credit ratings, Moody’s introduced a new proprietary methodology called a ‘factor-based model’ in 1996. The objective was to predict an expected loss distribution to help determine the credit rating. Expected loss refers to the overall loss in the mortgage pool in the statistical sense. The model yielded a loan-level default frequency which an analyst would transform into a pool-wide estimate of loss distribution. This estimated loss was used to generate a rating, which was compared with historic data from previously rated pools. This model used historic data (1987–1992) as well as supplementary data from a variety of institutes such as the Mortgage Bankers Association, Fannie Mae, and Freddie Mac. Predictive factors used in the model emphasized loan-to-value (LTV) ratios less than borrower risk and FICO scores. The rating committee used and periodically updated this model as part of the credit rating routine.

M3 credit rating model. In 2003, in response to growing market needs, Moody’s introduced a new artifact into the rating routine: Moody’s Mortgage Metrics or M3. Moody’s began to develop the algorithmic model in 2000 and introduced it in 2003. Compared to the 1996 model, M3 was a more sophisticated economic model with greater predictive validity. The objective was to generate a pool loss vector using simulation and advanced time series data. Creating simulation models that could project the performance of securities under various economic scenarios was central to how the M3 model worked. M3 incorporated recent historic data on over 500,000 jumbo ‘A’ loans obtained primarily from Loan Performance Inc., enabling Moody’s to perform more complex statistical analysis. Moody’s believed data quality was better due to increased efficiencies in the industry, particularly in the practices of originators who provided loan-level data. This more sophisticated economic model with greater predictive validity, more fine-grained economic simulation, and refined LTV and borrower characteristics was used to estimate security losses. Outputs included histograms of different characteristics of the pool, expected losses, and loss coverage amounts for loans with AAA ratings. After the algorithmic model was introduced, the credit rating committee increasingly relied on its automated output.

M3 subprime model. The M3 Subprime model was based on the M3 model but was specifically calibrated for the idiosyncratic features of subprime loans. Similar to the M3 model, the M3 Subprime model used simulation and advanced time series analysis to generate a pool loss vector for subprime pools ‘using a unique set of scrubbed data that provide[d] valuable risk metrics at the loan level. The in-depth historic performance data span[ned] 10 years from approximately 2 million subprime loans’ (Moody’s Archival Document, 2003). Organizational members believed that they ‘were able to represent causal relationships by modeling each component of loan behavior separately, but integrating them through common economic factors in a simulation’ (Roger Stein, 2010, Interview). The model’s multidimensional analysis was believed to better represent the behaviour of the mortgage pool by providing ‘a much more complete picture of the layers of risk present in mortgage portfolios,'
Table III. Moody’s credit rating models

<table>
<thead>
<tr>
<th>Element</th>
<th>1996 original model</th>
<th>2003 M3 algorithmic model</th>
<th>2006 M3 subprime algorithmic model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective/goal</td>
<td>Predict an expected loss distribution to be used to determine the credit rating</td>
<td>• Create a simulation model that projects performance based on specific loan characteristics in different economic environments</td>
<td>• Create a simulation model that projects performance based on specific loan characteristics in different economic environments</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Use a simulation model and advanced time series analysis to generate a pool loss vector</td>
<td>• Use a simulation model and advanced time series analysis to generate a pool loss vector for subprime pools</td>
</tr>
<tr>
<td>Data sources</td>
<td>Historical pools (1987–1992) Supplementary data from:</td>
<td>• More recent historical data</td>
<td>• A unique set of scrubbed data</td>
</tr>
<tr>
<td></td>
<td>• Mortgage Bankers Association</td>
<td>• Belief that the quality of data is better due to efficiencies in the industry</td>
<td>• In-depth historic performance data spanning 10 years from approximately 2 million subprime loans</td>
</tr>
<tr>
<td></td>
<td>• Fannie Mae/Freddie Mac</td>
<td>• Loan Performance, Inc. (LPI, formerly known as Mortgage Information Corporation) on over 500,000 Jumbo ‘A’ loans</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Private mortgage insurers</td>
<td>• Economic indicators modeled in much more detail with increasing sophistication</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Database of rated loan pools tracked by Moody’s</td>
<td>• More sophisticated economic model with greater predictive validity</td>
<td>• The credit impact of layered risks where the same economic factor can sometimes have competing effects on portfolio losses</td>
</tr>
<tr>
<td></td>
<td>• Historical home price data</td>
<td>• Economic indicators modeled in much more detail with increasing sophistication</td>
<td>• Multidimensional analysis to better represent the behaviour of the mortgage pool</td>
</tr>
<tr>
<td></td>
<td>• Time-to-foreclosure estimates</td>
<td>• Refinement of LTV, borrower characteristics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Economic indicators</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Predictive factors (or in importance)</td>
<td>• Loan-to-value</td>
<td>• More sophisticated economic model with greater predictive validity</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Borrower risk</td>
<td>• Economic indicators modeled in much more detail with increasing sophistication</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Originator practices</td>
<td>• Refinement of LTV, borrower characteristics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Amortization schedule and loan seasoning</td>
<td>• The credit impact of layered risks where the same economic factor can sometimes have competing effects on portfolio losses</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Loan characteristics</td>
<td>• Multidimensional analysis to better represent the behaviour of the mortgage pool</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Regional economic outlook</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Pool size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Routine practices</td>
<td>• Ratings committee meetings</td>
<td>• Increased reliance on the automated output of the algorithmic rating model</td>
<td>• Using both M3 and M3 subprime algorithmic models in ratings</td>
</tr>
<tr>
<td></td>
<td>• Periodic updating of the model</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Monitoring</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
where the same economic factor can sometimes have competing effects on portfolio losses’ (Moody’s investor services, 2006, p. 1). Credit rating committees used this algorithmic model and M3 for several years.

Although the model initially seemed to work as intended, it eventually failed or ‘snapped’ when it could not effectively respond to environmental changes. We now describe the mechanisms that facilitated the production of inertia.

**Mechanisms of Dynamic Inertia**

Dynamic inertia occurs when organizations ineffectively adjust algorithmic models to account for substantial environmental changes. Below we present our analysis of the mechanisms that contributed to dynamic inertia: bounded retheorization, sedimentation of assumptions, simulation of the unknown future, and specialized compartmentalization.

**Bounded retheorization.** Bounded retheorization occurred as organizational actors made only minor modifications to the algorithmic model in response to substantive changes in the environment. As the environment changed, Moody’s continued to model the economy the same way, even during the development of M3. Notwithstanding significant environmental changes (i.e., a growing number of originators and low-quality mortgages, and an unprecedented decline in interest rates), Moody’s did not consider the possibility of an economic shock with the magnitude of the financial crisis: ‘Looking at historical performance through different downturns that had been observed would give some points on a distribution like this [log-normal distribution for losses]’ (Jay Siegel, 2010, Interview, p. 72). Moreover, modeling adjustments failed to account for unprecedented growth in the housing market fueled by low interest rates and subprime loans: ‘Broadly speaking, a full three-year economic history is best at predicting performance in any quarter, with the most recent quarters naturally having the greatest influence’ (Moody’s Investor Services, 2003, p. 5).

Similarly, analysts made only minor adjustments to the credit rating model based on fluctuations in national house prices. When developing the M3 and M3 Subprime models, Moody’s maintained existing causal links between state-level housing prices and the estimated probability of a pool-level default without contemplating the possibility of considerable changes in national house prices, which had been stable historically. Also, Moody’s applied advanced time series modeling to extract predictions about market performance based on historic performance. Despite efforts to standardize, systematize, and streamline the firm’s processes, the organization did not fundamentally revise how it modeled the economic environment. For instance, although low interest rates could have resulted in a housing bubble, the use of historic data meant that the model could not capture this possibility as an outlier:

A first cut for doing a calculation like that would be to look if there’s a historical relationship, and then deciding if the historical relationship is one that is robust enough to use as a starting point for the projections going forward. … It’s almost like a legal precedent. (Jay Siegel, 2010, Interview)
Moody’s responded to changes in the environment by incorporating new quantitative parameters to increase efficiency without questioning or reviewing fundamental assumptions. One major change was the repeal of the Glass-Steagall Act, which enabled different types of financial institutions to enter the RMBS market, magnifying competitive dynamics. For instance, investment banks began offering loans to individual borrowers by introducing new refinancing products, which in turn accelerated growth in the market and demand for additional ratings. These actors fundamentally altered competitive dynamics in the securities market. During the early 2000s, technology and competitive dynamics became increasingly important. As the volume and availability of residential mortgages skyrocketed, lenders and issuers increasingly relied on technology to rate them: ‘Lenders were producing pool after pool of loans with virtually identical aggregate risk characteristics’ (Moody’s Investor Services, 2003, p. 1).

Moody’s viewed these market changes as a growth opportunity. Given Moody’s previous success, the changes to the credit rating routine primarily made it more efficient, rather than more accurate. A Chief Credit Officer testified: ‘our years of success rating RMBS may have induced managers to merely fine-tune the existing system – to make it more efficient, more profitable, cheaper, more versatile’ (FCIC, 2011, p. 210). The company increasingly relied on quantification methods and parameters, i.e., the embedded algorithm, ‘to the point of delegating the bulk of the determination of these credit support levels to the model’ (Moody’s Investor Services, 2003, p. 3).

Likewise, as Moody’s responded to the skyrocketing number of subprime loans by developing M3 Subprime, actors adjusted parameters rather than rethinking the original M3 model. To assess borrowers’ creditworthiness under various scenarios, Moody’s used a model which determined how much loss was likely to come from the excess spread, and captured the loss probability of tranches of subprime loans. However, to derive the loss curve, Moody’s used a combination of loss curves based on historic data for prime loans:

We used, actually, a variety of different loss curves. I think we had something like five different sorts of scenarios that would be run. And the basic loss curve was based on historical performance, just on an average of what we’ve seen. (David Teicher, 2010, Interview)

Extrapolating loss curves for subprime loans from loss curves for other types of loans clearly misrepresented the environment. There was not a clear understanding of rapid changes regarding market players and growth in the share of subprime mortgages. Even the understanding of what was considered ‘subprime’ was ambiguous to market players. Government-sponsored enterprises (i.e., Fannie Mae and Freddie Mac) which historically had issued prime loans, deemed loans subprime if they were ‘originated by one of [the] specialty lenders or a subprime division of a large lender’. Therefore, they categorized only a small proportion of their loans as subprime (0.3 per cent, 0.2 per cent, and 0.1 per cent in 2007, 2006, and 2005, respectively) even though subprime loans comprised a larger proportion of their assets. As a result, approximately 12 million subprime loans were considered prime during rating analysis. The FCIC reported that changing this assumption about the number of prime
loans in the market would have resulted in an 86% higher predicted delinquency rate (FCIC, 2011, p. 468).

At Moody’s, the mechanism of bounded retheorization manifested as: (a) failing to account for the possibility of economic shock, growth in the housing market, or fluctuations in house prices despite economic changes and potential for more substantive change; (b) viewing changes to the industry structure inspired by Glass Steagall solely as an opportunity for growth, and not as a trigger to re-examine the algorithmic model; (c) ignoring changes in the personal credit market and continuing to rely on personal FICO scores; and (d) responding to the largest change, the increasing prevalence of subprime mortgages, by incrementally modifying the M3 model rather than re-evaluating the model for the idiosyncracies of the subprime market. These examples suggest that in their retheorizing attempts, Moody’s built on previous thinking when modeling the environment, borrowers’ behaviour, and potential losses, and failed to re-examine fundamental assumptions inherent to the model and its representation of the environment.

Sedimentation of assumptions. Sedimentation of assumptions occurred as the organization continued to use legacy data inputs for the algorithmic model despite recognizing significant changes in the external environment. For example, Moody’s relied on available and imperfect data to generate ratings or predictions about defaults. Specifically, their ‘analysis benefited from the public availability of performance information from Loan Performance, Inc. (LPI, formerly known as Mortgage Information Corporation) on over 500,000 Jumbo ‘A’ loans’ (Moody’s Investor Services, 2003, p. 1). Moody’s used data from ‘A’ mortgages when constructing the M3 model used to rate the ‘Alt-A’ loans that had become a considerable proportion of the residential mortgage market:

When one builds a model, the data is rarely a perfect dataset, have everything you would want to know. And what we would want to predict on a pool backing residential mortgage-backed securities, is the likelihood of a loan leading to a loss. (Jay Siegel, 2010, Interview)

Moreover, Moody’s did not change its assumptions regarding how data representing originators’ activities was interpreted. Despite changes in the secondary finance market stimulated by the repeal of the Glass-Steagall Act and significant growth, many assumptions about the quality of data provided by market actors remained the same in the credit rating model, and Moody’s continued to interpret outputs based on historical data. One key assumption was that technology was enabling originators to more accurately capture underlying mortgage risks:

These streamlined processes, and improved technology infrastructure, ensure tighter control over originations and servicing. Lenders striving to produce pools of uniform risk are able to succeed consistently … we also believe that lenders’ efforts toward best practices and uniform risk across deals will create a large subset of pools that can be assessed through a largely quantitative model. (Moody’s Investor Services, 2003, p. 2)
Over time, Moody’s assumption that mortgages were standard and similar became ossified:

Technology has come to dominate all aspects of ‘A’ residential mortgage finance, starting with the solicitation of business and carrying through credit approval, closing, and servicing. As a consequence, lenders are producing pool after pool of loans with virtually identical aggregate risk characteristics. (Moody’s Investor Services, 2003, p. 1)

One informant explained how Moody’s perceived originators’ practices as similar:

Pools did … tend to become fairly standard. … If you had been a banker, working with Moody’s on a variety of deals, you could probably … figure out pretty close where we would come out … They [issuers] had similar underwriting standards, their origination practices didn’t vary a lot. So, you wouldn’t figure that they’d be playing around a lot with … risk layering and combining risk factors. (David Teicher, 2010, Interview)

These assumptions about data quality proved to be inaccurate, and as shown below, led into considerable discrepancies between predictions and performance.

Similar to M3, sedimentation of assumptions about data occurred and intensified for M3 Subprime algorithmic model inputs. As the subprime market grew between 2003 and 2007, lenders relaxed their criteria for borrowing so that more people could buy homes (U.S. Senate Permanent Subcommittee on Investigations 2011, p. 177). For instance, as shown in Table 2, the level of documentation provided by individual borrowers decreased significantly to enable those who were self-employed or had unstable earnings to get mortgages. Despite relaxed borrowing standards, Moody’s did not change its assumptions about the data provided by issuers in the loan tape. Prior to 2007, ‘the feeling was … that it [due diligence data] wasn’t necessary for the process … we believed in the accuracy of the information that we were getting’ (David Teicher, 2010, Interview). Moody’s thus did not account for the declining quality of the loans being securitized:

I sat on this high-level structured credit committee, which you’d think would be dealing with such issues [of declining mortgage underwriting standards], and never once was it raised to this group or put on our agenda that the decline in quality that was going into pools, the impact possibly on ratings, other things. … We talked about everything but, you know, the elephant sitting on the table. (Jeremy Fons, 2010, Interview)

The sedimentation of assumptions also was evident for data regarding the quality of particular borrowers. Since 1996, Moody’s had incorporated FICO scores into its credit rating model. When developing the M3, Moody’s continued to model the behavior of borrowers around FICO scores and believed that it was the primary predictive factor in determining default probability, particularly shortly after origination (Moody’s, 2003, p. 7). Although credit risks were increasing, Moody’s continued to believe in the predictive utility of FICO scores: ‘The goal was … to see if a relationship could be established between FICO scores and mortgage performance, particularly default risk, because that’s
where it’s most likely to have an impact’ (Jay Siegel, 2010, Interview, p. 83). However, the credibility of FICO scores was starting to decline, as people had learned how to game their scores, and fewer mortgages were requiring full documentation; hence, loan tapes no longer fully captured the reality of environmental changes (Carruthers, 2010; Rona-Tas and Hiss, 2010).

At Moody’s, the sedimentation of assumptions mechanism manifested through the continued reliance on: (a) data inputs associated with prime mortgages to reflect assumptions about the quality of origination data, even after sub-prime mortgages skyrocketed in the wake of Glass-Steagall; and (b) FICO scores to reflect assumptions about individual borrowers’ default risk even as these data began to change. The continued use of FICO scores is largely attributable to the performative ramifications of the metric’s widespread acceptance and the transparency of the FICO methodology. These assumptions about data inputs proved to be wrong, resulting in credit rating models that failed to account for environmental changes. In a speech at the World Economic Forum during the immediate aftermath of the financial crisis, the CEO of Moody’s admitted to the sedimentation of assumptions in the company’s analytic models: ‘In hindsight, it is pretty clear that there was a failure in some key assumptions that were supporting our analytics and our models ... both the complete[ness] and veracity [of data were] deteriorating’ (Raymond McDaniel, 2008, World Economic Forum).

Simulation of the unknown future. Simulation of the unknown future refers to the organization relying on the algorithmic model to account for environmental changes when predicting the future environment. To simulate the future state of the economy, Moody’s relied on parameters and hypothetical simulations. In the early 2000s, Moody’s embarked on an ambitious, unprecedented initiative to model the behaviour of loans under various economic stressors. This was inspired by available historic data and advanced quantitative analysis techniques that had become widespread in the industry. Moody’s intended to make ratings more rigorous and to predict instrument performance across a range of scenarios. Multi-path simulation featuring 1,250 macroeconomic scenarios covered economic factors such as inflation, unemployment, and house prices. Analysts considered these macroeconomic insights when evaluating RMBS deals. The quarterly performance of each loan in a pool could be simulated for the entire ‘universe’ of 1,250 potential scenarios. Moody’s established ‘the superiority of considering a distribution of future economic stressors rather than relying on a single historical economy as a presumed worst possible scenario’ (Moody’s Investor Services, 2003, p. 3).

Moody’s believed that the ‘economic simulations in the credit rating routine captured not only possible distributions of interest rate, unemployment, and real estate market movements but also the correlations of these movements across states’ (Moody’s Investor Services, 2003, p. 3). Through the simulation engine, Moody’s aimed to predict the relationships between economic stressors and the behaviour of individual loans.

The detailed performance histories offer the opportunity to examine with increased precision the causal links between economic stresses and loan behavior.
These examinations replace reliance on expected pool loss distributions to examine behavior in stress scenarios, greatly increasing the precision with which we can predict loan behavior in stress situations. (Moody’s Investor Services, 2003, p. 2)

However, being divorced from the reality of the market and driven purely by mathematical modeling, algorithmic models failed to accurately represent the macroeconomic environment; even the most stressed scenarios did not predict the sharp downward trend in the economy (particularly house prices) in real time, yielding inconsistent ratings. This issue was raised by an analyst in an internal exchange: ‘Not recalibrating the prime model and not fixing the simulation will create a growing number of inconsistencies (problems) in the existing models as was the case through most of 2004’ (Roger Stein, 2006, Moody’s Internal Emails).

A central feature of this simulation model was auto-correlation, whereby the results from one period are determined by the same measures in previous periods; Moody’s projections for future scenarios were updated quarterly based on cumulative performance data of similar deals in previous quarters. This feature prevented outliers from being captured in the model since ‘whatever was automated in the model, as to the look-backs and the curve and the trend, continued to be used’ (Jay Siegel, 2010, Interview). Because the scenario simulation engine had built-in autocorrelation, analysts did not consider the possibility that radical changes were occurring, and did not update scenarios accordingly:

Every quarter, new economic data was acquired from economy.com, and that data formed the basis of the starting point of the next simulation. In the case of the vector auto-regressive model … the first two simulated periods in every path take as input the historical data. After that point, the quote ‘historical data’ is whatever was simulated in the previous period. (Roger Stein, 2010, Interview)

Also, the simulation engine of the M3 Subprime model was taken from the M3 model; the underlying modeling of the macroeconomic situation remained unchanged, despite substantial environmental changes:

The thinking in doing that was that the same state of the world should obtain for both prime and subprime mortgages with respect to macroeconomic factors. That is, unemployment, for example, in Texas shouldn’t be different because I happened to be looking at a prime mortgage versus a subprime mortgage. (Roger Stein, 2010, Interview)

The simulation of unknown futures was not, however, aligned with economic reality under the expansion of the housing market and the subprime market. A key change in the economy during the financial crisis was a 30 per cent decline in house prices. However, ‘Moody’s position was that there was not a … national housing bubble’ (Jay Siegel, 2010, Interview) and the new model gave little to no credence to that possibility. Historically, national house price movements had not shown declines. Declines had only been observed in individual states. Therefore, changes in national house prices were not
considered worthy of attention (Jay Siegel, 2010, Interview). These expectations proved
to be flawed because environmental changes had introduced the possibility of a correla-
tion between states. During the crisis, national house prices declined by nearly 40 per
cent, but this stressor was not captured by the model:

It’s fair to say that either the underlying factors were wrong or the economic stress
cases were not as stressful as this environment … the 38% national drop, staying down
over this short, but multiple-year period, is more stressful than the statistics call for. (Jay
Siegel, 2010, Interview)

To account for losses of that magnitude, Moody’s had to simulate the future environ-
ment differently. However, the simulations did not put significant weight on the possibility
of such a dramatic decline. The only era comparable to the financial crash of 2008 was
the Great Depression, but the economic landscape had changed considerably since then.

The algorithmic model yielded predictions that gave organizational actors confidence
in their understanding of the future. However, these simulations overlooked potential
issues in the theoretical structure of the model and/or the data inputs that compromised
the accuracy of predictions, which diverged significantly from reality.

Specialized compartmentalization. Specialized compartmentalization occurred as
responsibilities for the design and enactment of the algorithmic routine were divided
and assigned to actors in distinct roles based on their expertise. Moody’s did not
have an ‘architect’ responsible for artifact design or ‘big picture consolidation’ of
the design process, and ownership and use of the model were distributed. Moody’s
relied on quantitative analysts (i.e., ‘quants’) to develop the simulation engine. These
mathematicians, who had expertise in developing economic models to predict market
behavior, developed an algorithm to simulate the macroeconomic environment
that was embedded in the M3 and M3 Subprime models: ‘The technicality of the
model was complex to the extent that not many people understood how it worked’
(Jay Siegel, 2010, Interview).

Specialized compartmentalization continued and even intensified when the M3
Subprime model was introduced, as analysts used their expert judgment to determine
parameters and train the model. Moody’s M3 Subprime model had two primary com-
ponents: a simulation engine to predict the macroeconomic state and a component to
model the performance of securities. In the absence of historical data for the second
component, the M3 Subprime model relied primarily on expert judgment reflecting
analysts’ expectations and assumptions. The aim was to yield results that would faith-
fully represent Moody’s view of the risks and analysts’ expectations. A developer of the
M3 Subprime model explained: ‘when you have a model that must contemplate events
for which there is no data, it’s not clear how else one might calibrate that model, be-
sides using an expert’s judgment’ (Roger Stein, 2010, Interview). For instance, Moody’s
made some minor changes to the historic parameter for loan prepayments:

Ultimately, if the analysts’ theory about a particular parameter was X and, by
setting the parameter by X the losses were not high enough, then we would make
other adjustments as necessary. For subprime mortgages during that period, our analysis suggested that prepayment is a big driver of pool-level losses because, if a loan prepays, it can’t default. And so if prepayment rates are very high, even very risky borrowers leave the pool early. So by lowering prepayments, we make the conditional probability of default, the conditional loss rate of the pool much higher. (Roger Stein, 2010, Interview)

Due to the lack of ownership and absence of a chief architect for the model, some changes were made randomly. Over time, analysts created ad-hoc rules which compromised the model’s consistency: ‘It seems, though, that the more of the ad hoc rules we add, the further away from the data and models we move and the closer we move to building models that ape analysts’ expectations’ (Roger Stein, 2007, Moody’s Internal Emails).

Specialized compartmentalization also occurred during the enactment of the algorithmic routine. Moody’s did not strictly define how to use the models, and rating committees complemented model outputs with other decision-making tools. For instance, until the end of 2006, they continued to use benchmarking as their primary means for rating deals, which had become ‘standardized’ over the years as the market expanded, and thus provided an impression of consistency across various ratings. They also deployed professional judgement to account for deal-specific factors: ‘One of the reasons why this [benchmarking] approach worked so well for so long … was because … a given lender would tend to produce very similar collateral from pool to pool to pool’ (David Teicher, 2010, Interview).

In their benchmarking attempts, ‘the lead analyst would go and get what we call these stratifications or these histograms for prior pools, to use for comparison purposes, … and after gathering this information, they would prepare a committee memo with their recommendations’ (David Teicher, 2010, Interview). However, changes in underwriting standards and the complexity of novel products meant that benchmarking was no longer appropriate because it did not enable a more sophisticated analysis of deals: ‘You just have the summary characteristics … the summary of the LTVs, the summary of the FICOs’ (David Teicher, 2010, Interview).

Distributed ownership among various actors who exercised their professional discretion and deployed multiple versions of the model exacerbated these problems. On various occasions, Moody’s made exceptions to how the model was used in the rating routine. As the market grew, Moody’s increased the enhancement levels (i.e., the cushion required to cover financial losses) necessary for securities to receive a AAA rating and incorporated these changes into the methodology used in various versions of the M3 and M3 Subprime models.

Similarly, rating committee members exercised professional discretion when making adjustments to model outputs in response to declining underwriting standards and explosive market growth. Because the committee viewed the M3 and M3 Subprime models as decision-making tools to be used in conjunction with the 1996 model, outputs were not considered final. Because each transaction was different, the models provided Moody’s analysts with reference points for similar deals. Although the models helped standardize the enactment of the credit rating routine across committees, rating committee members
continued to exercise their professional judgment to adjust model outputs to match their assessments regarding originator quality: “To the extent the model output is a tool, and ... if there’s an originator where you’re often a point higher than the model — then you could say, “I’m relying on the model and adding a point”” (Jay Siegel, 2010, Interview).

Such reliance on committee members’ judgment led to inconsistencies that rendered the models insignificant in the overall rating process by creating discrepancies across various iterations of routine enactment. For example, recommended enhancement levels varied across different committees. In an internal email exchange in 2007, concerns about variance in how committees assign ratings were voiced:

Over time, different chairs have been giving different guidelines at different points of time on how much over-enhancement we need for a bond to be notched up to AAA, the numbers vary from 10% to 1/3 of bond size. The main reason I sent Tony to you is to get some general guidance on the notching practice, so that people can follow without having to run by you every time the issue comes up. (Yi, 2007, Email)

Extensive reliance on expert judgment sometimes led to favourable adjustments to ratings which proved to be flawed when the economic crisis unfolded. At times, the committee assigned lower enhancement levels (higher ratings) to deals than the model had indicated. An email to Citigroup acknowledged: ‘the results for M3 subprime ... were higher [less favorable] than what committee agreed on for the deal’ (Moody’s Email, 2007). Many of Citigroup’s tranches were downgraded less than a year later.

At Moody’s, specialized compartmentalization created fragmentation in and divergence between the design of the algorithmic model and routine enactment. The algorithmic model was designed and modified by actors with varying expertise in the organization; and routine enactment involved a variety of actors, many of whom were not involved in designing and modifying the algorithmic model. These distributed responsibilities created confusion in and around the algorithmic routine.

**DISCUSSION**

As shown in Figure 1, four interrelated and recursive mechanisms contribute to dynamic inertia as an organization modifies its algorithmic routine to account for environmental changes. Through bounded retheorization, an organization incrementally adjusts the fundamental structure of its model in the face of substantive, qualitative changes in the environment. Theories embedded in the algorithmic routine are not revamped, but marginally altered. Through the sedimentation of assumptions created by available and imperfect data, an organization generates inaccurate ratings or predictions. As data change (in both quality and volume), assumptions about those data in the algorithmic routine remain unchanged. Over time, an organization’s simulation of an unknown future becomes misguided, envisioning futures that do not correspond to reality. Finally, through specialized compartmentalization, the development, ownership, and use of algorithmic routines become convoluted, such that an organization loses track of the broader routine within its organizational context when data scientists maintain a nuanced understanding of the model, but others become disconnected from its underlying theories and simulations.
These mechanisms are only partially effective for responding to uncertainties and aligning algorithmic routines with environmental changes, ultimately producing inertia. Insofar as minor environmental changes are incorporated into algorithmic routines, such assemblages remain functional, and our four identified mechanisms enable adequate responses. However, when environmental changes diverge from the goal of the algorithmic routine, the mechanisms become inadequate, resulting in the failure of the algorithmic routine and its ultimate collapse.

As a revelatory case, our examination of how Moody’s dealt with environmental changes enhances our understanding of organizational inertia. Examining organizational inertia from a routine dynamics perspective (Pentland and Feldman, 2005), we have analysed the important role algorithms play in generating and maintaining dynamic inertia by sensing and responding to environmental dynamism (Alaimo and Kallinikos, 2021). Insights from this study complement the dominant structural perspective, which explains inertia as a path dependency mechanism (Burgelman, 2002; Davis et al., 2009; Gilbert, 2005; Hannan and Freeman, 1984; Leonard-Barton, 1992; Levitt and March, 1988), as well as the cognitive perspective, which explains inertia by examining established cognitive frames (Greve, 2011; Miller, 1994; Tripsas and Gavetti, 2000; Walsh, 1995). The routine dynamics framework adopted herein has enabled us to develop a theory of dynamic inertia that incorporates both the social and material aspects of organizational life. Specifically, we have traced the origins of inertia to the design and use of algorithmic artifacts in the daily enactment of organizational routines in contexts involving substantial environmental changes. We offer three main contributions to the literature.

First, we extend the current understanding of inertia by foregrounding the role of artifacts and algorithms increasingly being used in organizations (Alaimo and Kallinikos, 2017, 2021; Faraj et al., 2018; Glaser et al., 2021a) and by revealing inertia as dynamic

Figure 1. A theoretical model of dynamic inertia
and evolving, rather than stable and difficult to change. Most existing conceptualizations of inertia are human-centric, framing it as the outcome of (powerful) organizational actors’ inability to deviate from their dominant cognitive frames to adequately respond to environmental changes (Fligstein et al., 2017; Kaplan and Tripsas, 2008); likewise, organizations that manage to deviate from their dominant frames are more likely to avoid inertia (Kim, 2021). Accordingly, even when actors recognize environmental dynamism, their responses remain congruent with their existing frames. Dominant explanations for inertia in the presence of mental frames highlight actors’ cognitive (Kaplan and Tripsas, 2008; Tripsas and Gavetti, 2000) and emotional (Raffaelli et al., 2019) biases when making decisions.

It is also argued that inertia results from the path dependencies that emerge as organizations age and accumulate experience and resources (Davis et al., 2009; Hannan and Freeman, 1984). This approach implies that through structures, resourcing patterns, and path dependencies, organizations internalize certain ways of responding to environmental changes and continue to respond similarly, with only slight variations across individual actors. Performance feedback theorists (Audia and Greve, 2021) argue that structural rigidities prevent learning and access to feedback loops that can stimulate adequate change in organizations (Cyert and March, 1963; March and Olsen, 1975) or result only in incremental changes which are not proportionate to environmental changes (Quinn, 1978). Learning is ‘routine-based, history-dependent, and target-oriented’ (Levitt and March, 1988, p. 319), and organizational responses to environmental changes are grounded in previous experiences, which are characterized by path dependencies and core rigidities (Greve, 2011; Leonard-Barton, 1992). Consequently, organizational learning may fail to adequately address challenges introduced by environmental changes.

Our findings extend these contributions by revealing mechanisms of inertia that dynamically unravel through the design and use of algorithmic routines in response to environmental changes. Inspired by related findings in the strategy-as-practice literature (Burke and Wolf, 2020; Jarzabkowski and Kaplan, 2015), we have shown that inertia may also emerge from algorithmic and material arrangements. Using algorithms, organizations continue to use certain types of data when modeling the market and simulating future economic scenarios through the sedimentation of assumptions; they do not obtain new or updated data because the artifacts determine and shape which data are to be used and how.

We also extend the existing understanding of inertia by attending to the processual nature of inertia as it dynamically unfolds. Our findings challenge the prevalent understanding of inertia as a ‘state’ that determines and limits organizational responses to environmental changes, as suggested by path-dependency and performance feedback theories. The algorithmic model used by Moody’s was anything but rigid. It was constantly modified throughout the study period as actors adapted and modified the algorithmic routines in their attempts to respond to the substantive environmental changes. For instance, attending to the material and distributed nature of algorithmic routines, our findings challenge assumptions about decision makers’ coherent cognitive frames that induce inertia (Kaplan, 2008; Tripsas and Gavetti, 2000). Cognitive frames imply a coherent worldview among organizational actors, which is static and difficult to change (Raffaelli et al., 2019). We showed how Moody’s algorithmic routine was not singularly
designed and used, but subject to compartmentalized specialization. Because multiple actors participated in both the design and use of the algorithmic routine, no unique frame underpinned the routine and associated inertial forces, yet the result was devastating inertia.

Second, we contribute to the routine dynamics literature and related discussions about algorithms in practice (e.g., Christin, 2017, 2020) by introducing ‘algorithmic routines’ and unpacking how they address the organizational environment. In studies of organizational routines, researchers have primarily examined how the immediate context affects routine dynamics by exploring the embeddedness of routines in the organizational structures (Howard-Grenville, 2005), schemata (Rerup and Feldman, 2011), and culture (Bertels et al., 2016). A few researchers who have attended to changes in the wider environment have shown how environmental changes can break organizational truces and lead to subsequent changes to routines and/or resistance to such changes (Safavi, 2021; Safavi and Omidvar, 2016; Zbaracki and Bergen, 2010); however, these researchers did not consider the central role of algorithms through which actors perceive and respond to the environment and make decisions.

We extend these findings by showing how organizations connect to the organizational environment, predict futures, and respond to changes through algorithmic routines. Recently, researchers have explored how futures and future-making practices are developed (Hernes and Schultz, 2020; Wenzel et al., 2020). Kaplan and Orlikowski (2013) argued that actors construct and reconstruct relationships between the past, present, and projections of the future through temporal work. Although questions of time, temporality, and rhythms are well understood in existing research on routine dynamics (Geiger et al., 2021; Turner and Rindova, 2012, 2017), only few of these studies address how routines deal with the future. In an exception, Glaser (2017) showed how design performances help organizations envision potential future needs and enable constant changes in their routines through new sociomaterial assemblages. Studies of narrative networks (Pentland et al., 2011; Pentland and Feldman, 2007) and process multiplicity (Pentland et al., 2020) also have revealed ways of looking at potential paths for routines to emerge. We extend these contributions by showing how the future is perceived and made sense of through algorithmic routines, not only in the reflective sense that emerges during artifact design (Glaser, 2017) and routine enactment (Dittrich et al., 2016) or through the possibilities created by grammars of action (Pentland et al., 2020; Pentland and Rueter, 1994) but also through simulation of the unknown future forged by specialized compartmentalization of algorithmic routines. Our findings reveal that future and future-making (e.g., Wenzel et al., 2020) are integral to algorithmic routines and their associated assemblages; through simulation of unknowns reinforced by specialized compartmentalization, such futures are constructed in algorithmic routines. By unpacking the material dynamics that algorithmic routines offer, we extend recent contributions that have shown how algorithms establish patterns that remain stable despite the rapid changes in the environment (Feldman et al., 2021).

Finally, our findings have general implications for research related to the financial crisis. Few empirical studies have examined micro-level organizational practices as they unfolded in the years leading up to the crisis. We contribute to this domain of inquiry by exploring how Moody’s changed its credit rating routine over the years. Researchers have
shown significant interest in examining potential underlying reasons for the crash, including moral depravity (Murphy et al. 2017; Wang et al., 2011; Wang and Murnighan, 2011; Zhong, 2011), the influence of cognitive frames on organizational activities (Fligstein et al., 2017), arbitrage opportunities created in markets (MacKenzie, 2011), reaffirmation of taken-for-granted assumptions by monetary policymakers during a crisis (Harmon, 2018), and institutional pressures to compete when innovative financial products are introduced (e.g., Kotz, 2009; Lounsbury and Hirsch, 2010; Pozner et al., 2010).

Some authors have highlighted the role played by credit rating agencies in the financial crisis by failing to issue accurate ratings because they commoditized uncertainty and harmonized expectations in the market (Carruthers, 2013). We have shown how inertial mechanisms in Moody’s algorithmic routine largely contributed to the subprime crisis. Although attributing the collapse of the entire financial sector to the malfunctioning of a single routine may be simplistic, we contend that such a realization is essential in explaining how the crisis unfolded.

Our analysis of factors that led to the financial crisis reflects Beunza’s (2019) view that the practices and incentive systems mediated by models may create moral disengagement. We have taken this one step further by revealing that models can also result in environmental disengagement through four mechanisms – some of which, ironically, relate to elements specifically designed to monitor and respond to environmental changes. Ultimately, this environmental disengagement is what led to the mass downgrading of RBMS ratings. Through bounded retheorization, sedimentation of assumptions, simulation of the unknown future, and specialized compartmentalization, algorithmic routines can limit environmental engagement. Over time, this lack of engagement impedes financial institutions from responding to environmental changes appropriately.

These findings have significant organizational and managerial implications. Because algorithms are intertwined with the daily enactment of routines, organizations perceive reality in the immediate environment through the algorithms they deploy; organizations delegate a significant proportion of interactions with and reactions to environmental changes to these algorithms, which serve as organizational boundary objects (Alaimo and Kallinikos, 2021). Given the widespread integration of algorithmic routines, modern organizations try to overcome inertia by using reliable tools built on the pillars of data science and by analysing samples of historical data to predict the future. However, we have shown how disastrous failures may still happen when responses to environmental changes converge, absorbing environmental dynamism in the process. This in turn generates inertia, albeit dynamically, ultimately preventing organizations from appropriately responding to environmental changes.

CONCLUSION

Organizations face environmental changes that can generate negative consequences. Scholars have highlighted the cognitive and structural nature of inertia, but our findings reveal how algorithmic routines can produce organizational inertia dynamically. We hope our sociomaterial explanation inspires additional research to help organizations...
understand how to expose elements of inertia and effectively adapt to environmental changes. By radically retheorizing, departing from existing assumptions, reflexively interro-gating representations of the environment and future outlooks, and facilitating conversations across areas of expertise, organizations can avoid producing dynamic inertia, which, as we have shown, may lead to disaster.
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NOTES

[1] A FICO score is a credit score created by the Fair Isaac Corporation (FICO).
[2] Moody’s, Standard & Poor’s (S&P), and Fitch Group are the largest credit rating agencies (i.e., the Big Three) in the United States.
[3] Credit enhancements are risk-reduction techniques designed to reduce the default risk or increase the credit profile of structured financial products. Tranching, or establishing a risk hierarchy, is one of the most popular techniques for credit enhancement. Subordinate tranches function as protective layers for more senior tranches. The tranche with the highest seniority has the first rights to cash flow, whereas the distribution of losses rises from the bottom. The subordinated tranches are, therefore, perceived to carry greater risk and pay higher yields.
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