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Abstract—This article addresses the crucial requirements in spacecraft attitude control: prescribed performance guarantees under actuator saturation and real-time cost optimization. As an application-oriented study, an approximate optimal prescribed performance attitude control scheme is proposed for this objective. To be specific, the prescribed performance constraint is converted into the system dynamics and merged into the adaptive dynamic programming design philosophy. Subsequently, the online learning law is designed based on a special saturated HJB error, in which a dynamical scale is introduced to adjust the learning gain by measured data. It enhances learning efficiency and applicability. Then, uniformly ultimately bounded stability of the whole system is achieved with guaranteed convergence of the system's performance, and then transform the motion state into the feedback error with respect to performance. Zhou et al. [9] design a robust prescribed performance attitude controller for rigid spacecraft in the presence of uncertainties and disturbances. A finite-time PPC method is devised for rigid spacecraft attitude control in the case of actuator fault and input saturation. Note that these novel results mainly focus on the stability of system and specific requirements for transient performance. Under the aforementioned design framework, it is inaccessible to consider control cost optimization, while this capability is critical for the efficiency and economy of spacecraft systems.

To minimize the on-orbit control cost, the explicit form of the optimized controller can be derived in case of the special simple case [14]. However, taking account of some complex situations, the analytical form of control torque cannot be worked out anymore. Facing these circumstances, a good deal of outstanding results are presented via solving optimization problem. To list a few, Lee et al. [15] propose a geometrical optimization method for attitude control considering pointing and reaction wheel constraints. In [16], a switch geometrical method control scheme is derived for energy-optimal reorientation under input saturation. Addressing the power limitation of CubeSat, a constrained optimal attitude control problem can be solved aiding by the IPOPT solver [17]. It can be noted that the above-considered constraints are static, and numerical optimization algorithms are still awkward to cope with them while satisfying real-time computation, not to mention the guarantee of prescribed performance (a dynamical system behavioral bound). As a consequence, there is few
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I. INTRODUCTION

Rigid bodies attitude maneuver has elicited increasing attention among academics scholars and industry engineers, owing to its great significance in aerospace missions, robotic systems, and underwater exploration. Various elegant efforts, such as proportional-derivative control [1], [2], sliding mode control [3], [4], $H_{\infty}$ control [5], backstepping control [6], etc., have been devoted to this field. However, designing an attitude control scheme for the aforementioned mechanical systems that can achieve desired performance
results address the optimal prescribed performance control via the traditional optimization method.

Therefore, the incompatibility between real-time cost optimization and the guarantee of prescribed performance has become a major impediment to the development of spacecraft attitude control systems. Fortunately, the adaptive/approximate dynamic programming (ADP) technique provides an effective way to tackle the optimal control problem. The basic principle of ADP is to enhance the control scheme by suitably valuing state feedback from the environment, in which the Hamilton–Jacobi–Bellman (HJB) equations are approximately solved in real-time to achieve near-optimal control. This powerful technique has aroused significant research interest recently in robotic systems. Therefore, a question spontaneously arises here: Can we develop an optimal prescribed performance control scheme for spacecraft reorientation based on this technique? In this regard, a constrained approximate optimal attitude controller is designed for spacecraft reorientation, in which both pointing and angular velocity constraints are handled by barrier function type reward shaping. This approach is unsuitable for the processing of dynamic performance constraints. Besides, the magnitude of torque can only be restrained by raising the weight. In the ADP technique, the ADP technique is introduced to achieve prescribed performance attitude tracking and formation flying under actuator saturation, respectively. It is noted that both of them use the ADP method as a supplementary of the traditional control scheme. Strictly speaking, such a manner is conservative and partial in optimization, unable to optimize the overall cost. Therefore, it needs to further investigate how to optimize the overall control cost while satisfying real-time computation in the design of prescribed performance controller under actuator saturation.

Motivated by the above discussion, this article seeks to remove technical barriers of real-time overall cost optimization and transient-state performance guarantee under actuator saturation simultaneously in spacecraft attitude control. Aiming at this objective, an approximate optimal prescribed performance attitude control scheme is proposed for actuator saturated spacecraft. By utilizing the mechanism of ADP, the controller achieves online improvement driven by the measured motion state. Then the bounded stability and optimality of the whole attitude system are guaranteed via Lyapunov-based method analysis. Per practical application concerns, a typical hardware-in-the-loop (HITL) experimental validation is presented on a satellite attitude control semi-physical test system to evaluate the effectiveness and practicality. To be specific, the major contributions of this paper can be summarized as follows:

1) Dispose of the incompatibility between real-time cost optimization and the guarantee of prescribed performance in the spacecraft control system. By merging the prescribed performance function design into the ADP design philosophies, the proposed method achieves that the prescribed performance controller has the capability of real-time optimizing the overall control cost.

2) The current and previous motion data are compositely utilized in the learning law design, which enables a simple controller to be improved to the desired characteristics controller. In this design, the online learning scheme is designed based on the special saturated HJB error, in which a variable scale is introduced to dynamically adjust the learning gain and release the persistent excitation (PE) condition dependence, warranting the convergence and efficiency of learning.

In the rest of this article, we introduce the mathematical preliminaries and formulate the attitude control problem in Sec. II. Subsequently, the data-driven prescribed performance control scheme is developed in Sec. III with related discussion and analysis. After that, the typical numerical examples and experimental demonstrations are illustrated in Sec. IV. Finally, this article is concluded in Sec. V.

II. Preliminaries and Problem Formulation

Notation: Throughout this paper, $\mathbb{R}^{n \times m}$ presents the set of $n \times m$ real matrix. For a vector $a \triangleq [a_1, a_2, a_3]^T \in \mathbb{R}^3$, the tangent function of it is defined as $\tanh(a) \triangleq [\tanh(a_1), \tanh(a_2), \tanh(a_3)]^T$, and $a \times \triangleq [0, -a_3, a_2; a_3, 0, -a_1; -a_2, a_1, 0] \in \mathbb{R}^{3 \times 3}$ denotes the cross product matrix. Let $\| \cdot \|$ to be the Euclidean norm of a vector and its induced norm of matrix. Given any square matrix $X$, $\lambda_{\text{min}}(X)$ denotes its minimum eigenvalues. Matrix $I_n$ represents the $n$-dimensional identity matrix, $n \times m$ matrix with all elements are one and zeros are denoted by $1_{n \times m}$ and $0_{n \times m}$, respectively.

A. Attitude Dynamics of Rigid Spacecraft

The attitude stabilization problem of a rigid spacecraft is considered in this section. Assume that full-motion information (both attitude and angular velocity of spacecraft) can be directly measured by the onboard sensors.

Then, the dynamics of rigid spacecraft can be represented in term of modified Rodriguez parameters (MRP) [24]:

$$\dot{\sigma} = H(\sigma)\omega$$

$$J\dot{\omega} = -\omega \times J\omega + \tau;$$

in which, $\sigma \triangleq [\sigma_1, \sigma_2, \sigma_3]^T \in \mathbb{R}^3$ denotes the MRP, $\Phi \in \mathbb{R}$ denotes Euler angle, $n \in \mathbb{R}^3$ the Euler axis, $\omega \triangleq [\omega_1, \omega_2, \omega_3]^T \in \mathbb{R}^3$ is the angular velocity, $J \in \mathbb{R}^{3 \times 3}$ represents moment of inertia, $\tau \triangleq [\tau_1, \tau_2, \tau_3]^T \in \mathbb{R}^3$ is the output torque from actuators, and $H(\sigma)$ is given by

$$H(\sigma) \triangleq \frac{1 + \sigma^T \sigma}{4} I_3 - \frac{1}{2} \sigma \times + \frac{1}{2} \sigma \times \sigma \times$$

In addition, using the geometric properties of MRP, it can map the MRP vector $\sigma$ whenever $\|\sigma\| > 1$ to its corresponding counterpart $\sigma^*$ through [25]:

$$\sigma^* = -\frac{\sigma}{\sigma^T \sigma}$$

Therefore, the above mapping can guarantee that MRP vector $\sigma$ remains bounded within a unit sphere ($\|\sigma\| \leq 1$).
B. Actuator Saturation

In practical mission, the actuators equipped on spacecraft (e.g., reaction wheel (RW), magnetic torquer, control moment gyro (CMG), reaction thruster) always have their physical limitation [25]. This may imply that the control torque command should not large than the maximum output of the actuators $k_i$. This characteristic can be illustrated by chart of “command - actuator output” as shown in Fig. 1.

Fig. 1. Saturation characteristic of the actuators

This constraint can be represented as:

$$\|\tau_i\| \leq k_i, \quad i = 1, 2, 3$$  \hspace{1cm} (5)

Thus, the control torque’s constraint can be compactly rewritten by vector inequality:

$$-k_i 1_{3\times1} \leq \tau \leq k_i 1_{3\times1}$$  \hspace{1cm} (6)

C. Prescribed Performance Constraint and Augment State Transformation

In accordance with the design principle of prescribed performance function (PPF), this paper takes advantage of a typical continuous transformation function $\rho \triangleq [\rho_1, \rho_2, \rho_3]^T \in \mathbb{R}^3$ to restrict the attitude state $\sigma$, which is defined as:

$$\rho_i(t) \triangleq \rho_{Li} + (\rho_{Hi} - \rho_{Li}) \exp(-k_{\rho} t), \quad i = 1, 2, 3$$  \hspace{1cm} (7)

where $k_{\rho}$ is constants, $\rho_{Hi}$ and $\rho_{Li}$ are the $i^{th}$ element of $\rho_{Hi}$ and $\rho_{Li}$, with $0 < \rho_{Li} < \rho_{Hi}$ and $\|\sigma_i(0)\| < \|\rho_{Hi}\|$. The attitude state $\sigma_i$ should satisfy that:

$$(s_i(\alpha_\rho - 1) - \alpha_\rho) \rho_i(t) \leq \sigma_i(t) \leq (1 + s_i(\alpha_\rho - 1)) \rho_i(t)$$ \hspace{1cm} (8)

in which, $\alpha_\rho \in (0, 1]$ is a constant, and $s_i$, defined in (9), is utilized to represent the sign of the initial attitude $\sigma(0)$.

$$s_i = \begin{cases} 0, & \text{if } \sigma_i(0) \geq 0, \\ 1, & \text{if } \sigma_i(0) < 0 \end{cases}, \quad i = 1, 2, 3$$ \hspace{1cm} (9)

Note that, the inequation formulated in (8) depicts the admissible region for spacecraft’s attitude $\sigma$, as shown in Fig. 2.

According to the prescribed performance function (PPF), the argument state transformation is defined as:

$$e_i \triangleq \log \frac{\alpha_\rho + (s_i(\alpha_\rho - 1) + 1)z_i}{\alpha_\rho + (s_i(\alpha_\rho - 1) - \alpha_\rho)z_i}, \quad i = 1, 2, 3$$ \hspace{1cm} (10)

where $z_i \triangleq \sigma_i(t)/\rho_i(t)$, $e_i$ denotes the $i^{th}$ element of augment state $e$. Then, calculating the time derivative of (10), one has

$$\dot{e}_i = \psi_i(\sigma_i - z_i \dot{\rho}_i)$$ \hspace{1cm} (11)

with $\psi_i = (\alpha_\rho + \alpha_\rho^2)/(\alpha_\rho + (s_i(\alpha_\rho - 1) + 1)z_i)(\alpha_\rho + (s_i(\alpha_\rho - 1) - \alpha_\rho)z_i)\rho_i$. Recalling the attitude dynamics (1), Then, the augment state can be formulated by:

$$\dot{e} = \Upsilon(H(\sigma)\omega - \Gamma \sigma)$$ \hspace{1cm} (12)

with

$$\Upsilon \triangleq \begin{bmatrix} \psi_1 \\ \psi_2 \\ \psi_3 \end{bmatrix}, \quad \Gamma \triangleq \begin{bmatrix} \dot{\rho}_1 \\ \dot{\rho}_2 \\ \dot{\rho}_3 \end{bmatrix}$$

D. Control Problem Statement

Formally, the main problem addressed in this paper reads as follows:

**Problem 1.** Consider the rigid spacecraft attitude dynamics defined by (1), (2), design a real-time saturated torque control scheme $\tau$ to satisfy the convergence of prescribed performance (8) and the following optimization of specific control cost index (13).

$$J = \int_0^\infty \underbrace{\Omega}_{\text{motion term}} + \underbrace{\Phi}_{\text{torque term}} \, dt$$ \hspace{1cm} (13)

III. DATA-DRIVEN OPTIMAL PRESCRIBED PERFORMANCE CONTROLLER DESIGN

A. Optimal Control Formulation and Cost Function Shaping

To formulate the above-mentioned optimal control problem, we reorganize (1), (2), (7), (12) as the following compact formulation:

$$\dot{\chi} = F(\chi) + G(\chi)\tau$$ \hspace{1cm} (14)
in which, $\chi \triangleq [\sigma^T, (J\omega)^T, e^T, \rho^T]^T \in \mathbb{R}^{12}$, and

$$
F(\chi) \triangleq 
\begin{bmatrix}
H(\sigma) \omega \\
-\omega^T J \omega \\
\Upsilon(\sigma) \omega - \Gamma \sigma \\
-\kappa_\rho \exp(-k_\rho t)(\rho_H - \rho_L)
\end{bmatrix},
G(\chi) \triangleq 
\begin{bmatrix}
0_{4 \times 3} \\
I_3 \\
0_{3 \times 3} \\
0_{3 \times 3}
\end{bmatrix}.
$$

Then, based on the cost index (15), the following cost-to-go function is defined to formulation the cost from the current time instant:

$$
V = \int_{t}^{\infty} \Omega(\chi) + \mu(\tau) dt
$$

where the cost related to state and torque are designed as the following form:

$$
\Omega(\chi) = e^T Q_e e + \sigma^T Q_\sigma \sigma + \omega^T Q_\omega \omega
$$

$$
\mu(\tau) = 2k_\tau \int_{0}^{\tau} \tanh^{-1}(\frac{u}{k_\tau}) du
$$

in which, the weight matrices $Q_e, Q_\sigma, Q_\omega \in \mathbb{R}^{3 \times 3}$ are used to balance the cost. Matrix $\Omega$ is positive definite, $\Omega = 0$ only when $\sigma = 0_{3 \times 1}$ and $\omega = 0_{3 \times 1}$ rad/s. If the attitude state $\sigma$ close to the prescribe performance boundary, $Q_\sigma$ will approach infinity. Note that, the argument state $\sigma$ relates to both desired attitude and prescribed performance constraint, so the weight of it should be appropriately set. By such a cost shaping, the state constraint can be soft handled in the optimal control framework.

Then, the optimal control torque is defined by $\tau^*$, and $V^*$ represents the corresponding cost function. After that, the optimal cost $V^*$ satisfies the following Hamiltonian function:

$$
\mathcal{H}(\chi, \tau, \nabla_\chi V) \triangleq \nabla^T_\chi V(F(\chi) + G(\chi) \tau) + \Omega(\chi) + \mu(\tau)
$$

By taking the partial differential for (18), the explicit expression for optimal control scheme can be obtained as follows:

$$
\tau^* = -k_\tau \tanh(\frac{\mu^*}{k_\tau})
$$

in which, $\mu^* \triangleq [\mu_1^*, \mu_2^*, \mu_3^*] \triangleq \frac{1}{2} G^T(\chi) \nabla_\chi V^*$. Substituting (19) into (18), then the HJB equation in presentation of $\nabla_\chi V^*$ can be reformulated as:

$$
\mathcal{H}(\chi, \tau^*, \nabla_\chi V^*) = \nabla^T_\chi V^* F(\chi) - 2k_\tau^2 (\mu^*)^T \tanh(\frac{\mu^*}{k_\tau})
$$

$$
+ \Omega(\chi) + 2k_\tau \int_{0}^{-k_\tau \tanh(\frac{\mu^*}{k_\tau})} \tanh^{-1}(\frac{u}{k_\tau}) du = 0
$$

Then using the property of inverse hyperbolic function [27] that

$$
2k_\tau \int_{0}^{-k_\tau \tanh(\frac{\mu^*}{k_\tau})} \tanh^{-1}(\frac{u}{k_\tau}) du
$$

$$
= 2k_\tau \sum_{i=1}^{3} \int_{0}^{-k_\tau \tanh(\frac{\mu^*}{k_\tau})} \tanh^{-1}(\frac{u_i}{k_\tau}) du_i
$$

$$
= 2k_\tau^2 \mu^T \tanh(\mu^*) + k_\tau^2 \sum_{i=1}^{3} \log(1 - \tanh^2(\mu_i^*))
$$

Then, the HJB equation (20) can be simplified as follows:

$$
\Omega(\chi) + \nabla^T_\chi V^* F(\chi) + k_\tau^2 \sum_{i=1}^{3} \log(1 - \tanh^2(\mu_i^*)) = 0
$$

It can be seen that although the form of (22) is much more concise than (20), it is still difficult to solve an analytical solution.

### B. Data-Driven Approximation Solution

Conventional methods is hard to analytically solve the optimal control torque $\tau^*$. Therefore, the ADP-framework provides an efficient way to handle this challenge by approximation method.

A neural network, which contains sufficient basis functions (neural function), can be used to approximate the optimal cost $V^*$ [28]. Then, we employ following approximation to express $V^*$ in a compact set $X \subset \mathbb{R}^9$

$$
V^*(\chi) = w^T \alpha(\chi) + \epsilon(\chi)
$$

where $\alpha(\chi) \triangleq [\alpha_1(\chi), \cdots, \alpha_m(\chi)]^T \in \mathbb{R}^{m \times 12}$ is the network’s basis function ($m$ denotes the basis number), satisfies that:

$$
\alpha_i(0_{12 \times 1}) = 0; \quad i = 1, 2, \cdots, m
$$

Constant vector $w \in \mathbb{R}^m$ is the optimal weight but we are unable to know the value of it. The reconstruction error $\epsilon(\chi) \in \mathbb{R}$ is bounded [28]. Substituting (23) into (19), the explicit expression of $\tau^*$ can be reformulated as:

$$
\tau^* = -k_\tau \tanh(\frac{\mu^*}{k_\tau})
$$

with

$$
\phi(\chi) \triangleq \nabla_\chi \alpha(\chi), \quad \epsilon(\chi) \triangleq \nabla_\chi \epsilon(\chi)
$$

Because the optimal approximation weight is unknown, the vector $\hat{w}$ is utilized to estimate the value of $w$. Accordingly, the approximation expression of (23) and (19) can be expressed by (25) and (26),

$$
V(\chi) = \hat{w}^T \alpha(\chi)
$$

$$
\tau = -k_\tau \tanh(\frac{\mu}{k_\tau})
$$

where $\mu = \frac{1}{2} G^T(\chi) \phi(\chi) \hat{w}$. If the attitude maneuver achieves the (sub)optimal scheme, the estimated weight $\hat{w}$ should converge to the best value $w$ during the attitude maneuver. Then, the online learning law of estimated weight $\hat{w}$ is going to be introduced in the following part.
C. Online Learning Scheme Design

Consider the following Bellman error:
\[
\Delta_b = w^T \Phi(\chi)(F(\chi) + G(\chi)\tau) + \Omega(\chi) + \Omega(\tau) \tag{27}
\]
Further substitute (25), (26) into (27), and combine (20) with (27), yield:
\[
\Delta_b = w^T \Phi(\chi)(F(\chi) + G(\chi)\tau) + \Omega(\chi) + \Omega(\tau) - H(\chi, \tau^*, \nabla_\chi \nu^*) \\
= \Omega(\chi) + w^T \Phi(\chi) + k^2 \sum_{i=1}^3 \log(1 - \tanh^2(\mu_i)) \tag{28}
\]
\[
= H(\chi, \tau^*, \nabla_\chi \nu^*) \\
= \nu^T \Delta w + \epsilon \Delta
\]

For easy expression, we define \( \nu \equiv \Phi^T(\chi)(F(\chi) + k^2 G(\chi)\text{sgn}(\mu)) \), in which \( \text{sgn}(\cdot) \) is sign function. The estimated error and the bounded induced reconstruction error are denoted by \( \Delta w = \hat{w} - w \) and \( \epsilon \Delta \), respectively.

Before the learning law design, two necessary assumptions are listed as follows.

**Assumption 1.** There exist \( T > 0 \) and \( c_{L1}, c_{L2}, c_{L3} \geq 0 \) satisfy the following finite excitation (FE) conditions:
\[
c_{L1} I_m \leq \int_t^{t+T} \frac{\nu^T}{(\nu^T \nu + 1)^2} dt, \forall t > 0 \tag{29}
\]
\[
c_{L2} \leq \inf_{\nu > 0} \left( \int_t^{t+T} \nu^T \nu \left( \frac{\nu^T + 1}{\nu^T \nu + 1} \right)^2 \right) \tag{30}
\]
\[
c_{L3} \leq \int_t^{t+T} \left( \frac{\nu^T + 1}{\nu^T \nu + 1} \right)^2 dt, \forall t > 0 \tag{31}
\]

**Assumption 2.** For \( \chi \in \mathbb{X} (\mathbb{X} \text{ is a compact set}) \), there exist positive constants \( b_0, b_r, b_e, \text{ and } b_{\Delta} \), satisfy that \( \|\Phi\| \leq b_0 \), \( \|\nu\| \leq b_r \), \( \|\epsilon\| \leq b_e \), and \( \epsilon \Delta \leq b_{\Delta} \).

Note that, the Assumption 2 is a standard assumption (21), (28), and the initial policy is able to restrict the motion states of attitude system in a compact set.

It is worth noticing that the estimated weight error is contained within Eq. (28). Thereby, the online learning law is designed in term of the \( \Delta_b \) as:
\[
\dot{\Delta} w = -c_1 \gamma_n \frac{\nu^T}{(\nu^T \nu + 1)^2} - c_2 \Psi \tag{32}
\]

where constant \( c_1, c_2 > 0 \), \( \Psi \) is defined as:
\[
\Psi = \sum_{k=1}^p \frac{\nu^T (\nu^T + 1)}{\nu^T (\nu^T + 1)} \tag{33}
\]
\[
= \Theta \nu + \epsilon \Theta
\]

in which, \( \Theta = 2 \sum_{k=1}^p \frac{\nu^T (\nu^T + 1)}{\nu^T (\nu^T + 1)} \), and \( \epsilon \Theta \) is the bounded residual error.

The gain \( \gamma \) in (32) is a time varying value, and its update law is shown as the following equation:
\[
\dot{\gamma} = -g_2 \gamma + \gamma^2 c_1 \frac{\|\nu^T\|}{(\nu^T \nu + 1)^2} + \gamma^2 c_2 \lambda_{\min}(\Theta) \tag{34}
\]
in which, \( g_2 \) is a positive constant, initial value of \( \gamma \) is denoted by \( \gamma_0 > 0 \).

**Remark 1.** Note that \( \Psi \) is an experience stack, which contains the motion information at previous time instants \( t_1, t_2, \ldots, t_p \).

In order to satisfy the FE condition, the experience stack recording algorithm, similar to (29), (30), is developed to maximize the minimum singular value of \( \sum_{k=1}^p \nu(t_k) \nu^T(t_k) \) by swapping the current data with every data in the stack and then comparing the corresponding minimum eigenvalues. The detailed procedure is introduced by Algorithm 7.

**Algorithm 1 Experience Stack Recording Algorithm**

1. Set \( k = 1, \nu_{\text{stock}} = 0_{m \times p}, w_{\text{stock}} = 0_{m \times p}, \Omega_{\text{stock}} = 0_{1 \times p}, \nu_{\text{stock}} = 0_{1 \times p}, s_{\text{flag}} = 0 \).
2. if \( k \leq p \) then
3. \( \nu_{\text{stock}}(:, k) = \nu, w_{\text{stock}}(:, k) = w, \Omega_{\text{stock}}(:, k) = \Omega, \nu_{\text{stock}}(:, k) = \Omega \)
4. else
5. \( T_{\text{stock}} = \nu_{\text{stock}}, S_{\text{min}} = \lambda_{\text{min}}(\sum_{k=1}^N \nu(t_k) \nu^T(t_k)) \)
6. for \( i = 1 \) to \( p \) do
7. \( \nu_{\text{stock}}(:, j) = \nu, \Omega_{\text{stock}}(:, j) = \Omega, \nu_{\text{stock}}(:, j) = \Omega \)
8. \( T_{\text{stock}} = \nu_{\text{stock}}, S_{\text{temp}} = \lambda_{\text{min}}(\sum_{k=1}^N \nu(t_k) \nu^T(t_k)) \)
9. if \( S_{\text{temp}} < S_{\text{min}} \) then
10. \( S_{\text{min}} = S_{\text{temp}}, s_{\text{flag}} = i \)
11. end if
12. end for
13. if \( s_{\text{flag}} = 0 \) then
14. \( \nu_{\text{stock}}(:, s_{\text{flag}}) = \nu, w_{\text{stock}}(:, s_{\text{flag}}) = w, \Omega_{\text{stock}}(:, s_{\text{flag}}) = \Omega, \nu_{\text{stock}}(:, s_{\text{flag}}) = \Omega \)
15. end if
16. end if
17. Calculate \( \Psi \) by (33)

D. Discussion and Analysis

This part presents the relevant analysis and discussion. The following lemma establishing upper and lower bounds of the update gain \( \gamma \) for subsequent stability and convergence analysis.

**Lemma 1.** The update law given in (34), there exist two constants \( \gamma_1, \gamma_2 \) such that gain satisfies \( 0 \leq \gamma_1 \leq \gamma \leq \gamma_2 \) under Assumption 7.

**Proof.** The proof procedures closely follow that in (31). Divide both sides of the update law (34) by \( -\gamma^2 \) can be rewritten as:
\[
\frac{\partial \gamma^{-1}}{\partial t} = -\gamma^2 - g_2 \gamma + c_1 \left( \frac{\|\nu^T\|}{(\nu^T \nu + 1)} \right) + c_2 \lambda_{\text{min}}(\Theta) \tag{35}
\]

Hence,
\[
\gamma^{-1} = \exp(-g_2 \gamma + c_1 \int_0^t \exp(-g_2 (t - \epsilon)) \left( \frac{\|\nu^T\|}{(\nu^T \nu + 1)} \right) d\epsilon + c_2 \int_0^t -g_2 (t - \epsilon) \lambda_{\text{min}}(\Theta) d\epsilon \tag{36}
\]
When $t < T$, one has:
\[
\gamma^{-1} \geq \exp(-g_r t)\gamma_0^{-1}
\]

If $t \geq T$, using Assumption 1
\[
\gamma^{-1} \geq \exp(-g_r T)(c_1 \int_{-T}^{t} \frac{\|\nu^T\|}{(\nu^T \nu + 1)^2} \, dt + c_2 \int_{-T}^{t} \lambda_{\text{min}}(\Theta) \, dt) \\
\geq \exp(-g_r T)c_1c_{L1} + 2c_2 \max\{c_{L2}T, c_{L3}\}
\]

Furthermore, using the facts that $\|\nu^T\|/(\nu^T \nu + 1)^2 \leq \frac{1}{2}$, one has:
\[
\gamma^{-1} \leq \int_{0}^{t} \exp(-g_r(t - \iota))(\frac{1}{2}c_1 + c_2p) \, dt + \exp(-g_r t)\gamma_0^{-1} \\
\leq \gamma_0^{-1} + \frac{c_1 + 2c_2p}{2g_r}
\]

Therefore, through the above analysis, the upper bound $\gamma = (\exp(-g_r T) \min\{\gamma_0^{-1}, c_1c_{L1} + 2c_2 \max\{c_{L2}T, c_{L3}\}\})^{-1}$, and the lower bound $\gamma = (\gamma_0^{-1} + \frac{c_1 + 2c_2p}{2g_r})^{-1}$. The proof is complete.

Theorem 1. Consider the attitude reorientation model with the prescribed performance error presented in (14), and the controller in (25)-(26). Design the online learning law (32)-(34). Then, under the Assumption 2, $\chi$ and $\bar{w}$ are uniformly ultimately bounded.

Proof. Consider the following candidate Lyapunov function:
\[
\mathcal{L} = V^*(\chi) + \frac{\beta}{2\gamma} \bar{w}^T \bar{w}
\]
where $\beta > 0$ is positive constant which is introduced just for the sake of analysis. Obviously, the candidate Lyapunov function is positive definite. Then analyze the time derivative of it and recall (22), yield.
\[
\dot{\mathcal{L}} = \nabla^T \mathcal{V}^* \left( F + G \dot{\chi} \right) + \frac{\beta}{\gamma} \bar{w}^T \dot{\bar{w}} - \frac{\beta^2}{2\gamma^2} \bar{w}^T \bar{w}
\]
\[
= -\Omega - k_r^2 \sum_{i=1}^{3} \log(1 - \tanh^2(\mu_i^*)) - 2k_r^2 \frac{\mu^T}{k_r} \tanh(\frac{\mu}{k_r}) - k_r \bar{w}^T \dot{\phi} G \tanh(\frac{\mu}{k_r}) + \frac{\beta}{\gamma} \bar{w}^T \dot{\bar{w}} \\
- \frac{\beta^2}{2\gamma^2} \bar{w}^T \bar{w}
\]

Then, substitute (32)-(34) into (41), then employing the facts that $(\frac{\mu}{k_r})^T \tanh(\frac{\mu}{k_r}) \geq \tanh(\frac{\mu}{k_r}) \tanh(\frac{\mu}{k_r})$ and arithmetico-geometric average inequality, it can deduce that:
\[
\dot{\mathcal{L}} \leq -\Omega - k_r^2 \sum_{i=1}^{3} \log(1 - \tanh^2(\mu_i^*)) - 2k_r^2 \frac{\mu^T}{k_r} \tanh(\frac{\mu}{k_r}) \\
+ k_r \bar{w}^T \dot{\phi} G \tanh(\frac{\mu}{k_r}) + k_r \bar{w}^T \dot{\phi} G \tanh(\frac{\mu}{k_r}) + \frac{\beta}{\gamma} \bar{w}^T \dot{\bar{w}} \\
+ \frac{\beta^2}{2\gamma^2} \bar{w}^T \bar{w}
\]

\[
\leq -\epsilon^T Q_e e - \sigma^T Q_e \sigma - \omega^T Q_e \omega - \bar{w}^T D \dot{\bar{w}} + \epsilon_L
\]

where $D = \frac{\beta c_1}{2} I_m - \frac{1}{2} \phi^T G \dot{\phi}$, and recall Assumption 2, $\epsilon_L$ is defined to be the upper bound of $\frac{1}{2} k_2^2 + \frac{\beta c_1}{2} k_2^2 + \frac{\beta^2}{2} c_1^2 \epsilon_0$. Therefore, by appropriately setting the auxiliary parameters $\beta$ to satisfy
\[
\beta \geq \frac{\pi k_2^2}{2g_r}
\]

the ultimate boundedness of $\bar{w}$ and $\chi$ are guaranteed.

Remark 2. The proof of Theorem 1 shows $e \in L_\infty$, which indicates that the prescribed performance of the attitude can be satisfied. What’s more, the boundedness of $\bar{w}$ implies that the control scheme ultimately achieves the near-optimal controller. Hence, the stability and optimality can be guaranteed.

Remark 3. Compared with the existing learning-based prescribed performance spacecraft control methods [22], [23], the ADP-based controller merely plays as a supplementary of the traditional control scheme. In view of optimization, this design is conservative and partial, which cannot optimize the overall cost. Conversely, our design achieves the overall controller’s cost optimization.

According to the aforementioned design and analysis, the whole system’s major framework of information flow is concluded in Fig. 3 to intuitively illustrate the proposed method.

IV. NUMERICAL SIMULATION AND EXPERIMENTAL VERIFICATION

A. Scenario Description

The scenario considered in this paper is a rigid body satellite, which is demanded to observe a specific target. The detection instrument is installed aligned with its Z-axis. The mission required to point the sightline of instrument to the target under preset convergence performance.

The detailed information of the rigid body satellite is given as: the inertial matrix $J = [20.0, 1.2, 0.9; 1.2, 17.0, 1.4; 0.9, 1.4, 15.0]$ kg m², the initial motion states $\sigma(0) = [0.76, 0.12, -0.31]^T$ and $\omega(0) = [0.0, 0.0, 0.0]^T$ rad/s, respectively. The maximum output torque of actuators set to be $k_r = 0.1$Nm. The parameters of prescribed performance are listed in Table 1.
can be reconstructed as:

\[
\hat{\alpha} = \alpha_c \\
\hat{\sigma} = \sigma_c \\
\hat{w} = w_c
\]

and corresponding initial weight are chosen as: \( \alpha_c = 1 \), \( \sigma_c = 0.2 \), \( \rho_{Lc} = 1.0 \times 10^{-4} \), and \( \gamma_0 = 1 \). The weight matrices follows: \( Q_e = 0.01I_3 \), \( Q_{\sigma} = I_3 \), \( Q_{\omega} = 5I_3 \). The basis function and initial weight can be reconstructed as:

\[
\tau = -0.1 \tanh\left( \frac{0.1\sigma + 5\omega}{0.1} \right)
\]

which ensures the initial stability of the attitude system.

Based on the above configurations, the time responses curves of control input and attitude system states under the proposed control method are shown in Figs. 4-7.

The numerical results present that the proposed control method achieves the attitude reorientation objective with the attitude accuracy is better than \( 1.0 \times 10^{-4} \) under the actuators’ constraint. In Fig. 4 the argument state converges to zero, which implies the controller meets the prescribed performance specification. Besides, Figs. 7-8 also verify this result. It can be seen from Fig. 8 it gives four screenshots of the Z-axis pointing admissible region (colored by green), which becomes gradually smaller with time (corresponds to the varying of the prescribed performance constraint) until the desired orientation. Meanwhile, it can be noted that the projection of the direction of Z-axis on the unit sphere is always located in the admissible region, which means that the prescribed performance constraint can be guaranteed.

The online learning results of the proposed method are given in Figs. 9-10. Since the optimal weight is unknown, we can employ the \( \Delta_5 \) to evaluate the learning effectiveness. It can be observed that the Bellman error tends to zero, and the weight estimation also tends to be stable, correspondingly. Therefore, the control scheme improves to the near-optimal
scheme from an initial controller. The related cost comparison with the initial controller is demonstrated in Fig. 11. For fair comparison, the performance index is employed as: 
\[ r_{\text{comp}} = \int_0^t \left( \sigma^T Q \sigma + \omega^T Q \omega + \tau^T \tau \right) dt. \]
From the bar charts in Fig. 11, the proposed method presents a better performance and renders a lower overall cost. This also demonstrates the effectiveness of data-driven online improvement.

C. Experiment Validations

A practical experimental studies are conducted on a professional spacecraft attitude control HITL experimental system, as presented in Fig. 12, to validate the practicality of the proposed method. The HITL experimental system is composed of fiber-optic gyroscopes (FOGs), a three-axis turntable, reaction wheels assembly (RWA), and a real-time simulation computer. For more detailed introduction of this experimental system can be found in [32].

The experiment scenario is similar to the numerical simulation. Inevitably, the disturbances of control signals, and the measurement noise of motion state (angular velocity \( \omega \) and attitude \( \sigma \)) will be introduced into the control-loop. Besides, the time duration is set to be 150s in order to improve experimental efficiency.

The HITL experimental results are given in Figs. 13-15.
Fig. 10. Estimation of the weight $\mathbf{\hat{w}}$.

Fig. 11. Overall cost comparison.

Fig. 12. Structure diagram of the spacecraft attitude control HITL experiment platform.

Fig. 13. Experiment result of $\sigma$ with prescribed performance function.

Fig. 14. Experiment result of $\omega$ and $\tau$. 
As shown in these figures, the HITL experiment demonstrates the proposed method is able to achieve the mission objective. The general trend of the experimental curves are similar to that in the simulation, which means that the proposed method generally arrives the performance of the simulation in the experiment. Note that, there is a remarkable feature in Fig. 14 that the visible fluctuations appears on the control torque curves. It is attributable to the hardware hardware characteristics of reaction wheels, its actual output torque is with irreducible disturbances. This feature also affects the reduction of learning accuracy in Fig.15 compared to the simulation results.

In general, both numerical example and HITL experiment results demonstrate that the data-driven controller proposed in this paper has the capability to simultaneously achieve the approximate optimal prescribed performance control under torque saturation.

V. Conclusion

A data-driven optimal prescribed performance controller is devoted to spacecraft attitude maneuvering under the actuator saturation. Specially, the nontrivial update law is presented, achieving real-time scheme improvement by utilizing the online measurable information. Then, the critical requirements in aerospace missions that prescribed performance guarantees, actuator saturation, and cost optimization can be simultaneously satisfied. In terms of theory, the ultimately bounded stability of the whole system and the convergence of optimization are proven by the Lyapunov-based method.

Notably, from the view of practical implementation, the representative numerical simulation and HITL experiment are carried out to evaluate the application value of the proposed method. It would be interesting to conduct in-depth practical research in real space-engineering systems in future work.
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