Is Seasonal Heteroscedasticity Real? An International Perspective

Ilias Tsiakas
Is Seasonal Heteroscedasticity Real?
An International Perspective

Ilias Tsiakas*
Warwick Business School, UK

July 23, 2004

Abstract
This letter demonstrates that, surprisingly, there is a substantially higher number of statistically significant calendar effects in volatility than in expected returns. Using daily returns data from ten international stock indices, we document the size and statistical significance of the day of the week, month of the year, and holiday seasonal effects in both expected returns and volatility. We assess the significance of these calendar effects by conducting formal hypothesis testing using bootstrapping.
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1 Introduction

There has been overwhelming evidence for decades that there are statistically significant seasonal abnormalities in expected stock returns in the form of day of the week, month of the year and holiday effects (Lakonishok and Smidt (1988)). More recently, there have also been methodological contributions in assessing the statistical significance of calendar effects, which point to the same conclusion. Specifically, Hansen and Lunde (2003) propose a new test, which verifies that many calendar effects are statistically significant in expected returns.1 Furthermore, Sullivan et al. (2001) conclude that calendar trading rules have significant predictive superiority over a simple buy and hold strategy, unless we explicitly account for the distortions on statistical inference induced by data mining. Notably, there is no study to date, which provides a comprehensive analysis of the statistical significance of seasonality in volatility (seasonal heteroscedasticity).

This investigation documents the evidence on the seasonality of expected returns and volatility using daily data from ten international stock indices. More importantly, using bootstrap-based hypothesis testing, we demonstrate that overall there is considerably more seasonality in volatility than in expected returns; at least 20% more day, month and holiday effects are statistically significant in volatility compared to expected returns. Further, we find that Monday and September are the most significant effects in expected returns, whereas in volatility Monday, Friday, Holiday, and especially June (surprisingly) and October are overwhelmingly strong calendar effects. The evidence on the significance of the well-known January abnormality in expected returns is rather weak. Finally, we comparatively assess the seasonality in the two prominent US indices, the Dow Jones Industrial Average (DJIA) and the S&P 500, and show that the S&P 500 is one of the least seasonal indices, especially in expected returns. None of the bootstrapping results is driven by the October 1987 Crash or the 9/11 outliers.

The letter is organized as follows. Section 2 briefly discusses the international stock index data on which we apply the bootstrap-based hypothesis tests we present in Section 3. Section 4 discusses the results and concludes.

2 International Index Returns Data

In this letter, we examine the statistical significance of the seasonal periodicity of expected daily returns. More importantly, we document the seasonal heteroscedasticity of the average daily absolute returns, which are a model-free proxy to daily volatility. We use daily returns data from the 10 international stock indices presented in Tables 1 and 2. The names of the indices, the start date of the samples, and the number of observations are all shown in the

---

1 The Hansen and Lunde (2003) test exploits the correlation between the returns of (for example) Monday and January due to the intersection of their elements (i.e. some January days are Mondays). As we will see, our hypothesis is constructed in a way that avoids this issue.
tables. The sample size of the daily returns ranges from 53 years in the case of the Nikkei 225 and the DJIA (about 13,000 observations) to just 11 years for Italy’s MIB 30 (about 2700 observations). The end date for all indices is December 31, 2003. For ease of identification, we will be referring to the indices by their country name, except for the United States for which we examine both the DJIA and the S&P 500. The source of the data is Datastream.

Let \( P_t \) denote the daily closing value of each international price index. Then, the continuously compounded percent returns are constructed simply as

\[
R_t = 100 \log \frac{P_t}{P_{t-1}}
\]  

(2.1)

The three sets of calendar effects are captured by isolating the daily returns of each day (Monday to Friday), each month (January to December), and the holidays. The holiday effect is defined as the return from the pre-holiday close to the post-holiday close. In other words, the holiday returns are the daily returns for a trading weekday which follows a non-trading weekday.

3 Hypothesis Testing using Bootstrapping

Our key contribution is that we comparatively assess the statistical significance of the calendar effects we observe in both expected returns and volatility. Specifically, we form hypothesis tests for evaluating whether each day, month and holiday is statistically different to its complement. For example, we define the complement of the Monday expected return as the average return of all days which are not Mondays. Similarly, the complement of the January volatility is the volatility of the eleven months February to December.\(^2\) This setup is motivated by a simple question: do Monday (or October) expected returns and volatility need to be modelled separately from the rest of the days (or months)? In other words, is there clear misspecification in assuming that the volatility of all days and months persists around the same mean? If indeed the answer to this question is yes, we should be modelling the seasonality in daily returns and volatility by employing a periodic specification, such as the periodic GARCH model (Bollerslev and Ghysels (1996)) or the periodic stochastic volatility model (Tsiakas (2004)).

Our methodology is based on bootstrapping. The tools described below can be applied to the investigation of seasonality in both expected returns (by focusing on average daily returns) and volatility (by analyzing average daily absolute returns). Our formal hypotheses are all one-sided. Since we can determine whether each calendar effect is higher or lower than its complement, we wish to test the statistical significance of that difference only in the direction it is actually observed.

We test the one-sided hypothesis

\(^2\)Our hypothesis test assesses the significance of each calendar effect separately and thus avoids the issues discussed in Hansen and Lunde (2003). See also footnote 1.
\[ H_0 : \theta_1 = \theta_2 \quad \text{or} \quad \theta_1 - \theta_2 = 0 \]  
\[ H_1 : \theta_1 < \theta_2 \quad \text{or} \quad \theta_1 - \theta_2 < 0 \]  

at size \( \alpha \). We construct the test statistic

\[ T = \frac{\hat{\theta}_1 - \hat{\theta}_2}{s(\hat{\theta}_1 - \hat{\theta}_2)} \]  

and reject in favour of \( H_1 \) if \( T < c \). The standard error in testing for the difference between two sample means for unequal sample sizes \((N_1 \text{ and } N_2)\), different population variances \((\sigma_1 \text{ and } \sigma_2)\), and independent groups is computed as

\[ s(\hat{\theta}_1 - \hat{\theta}_2) = \sqrt{\frac{\hat{\sigma}_1^2}{N_1 - 1} + \frac{\hat{\sigma}_2^2}{N_2 - 1}} \]  

The critical value \( c \) is selected so that \( \Pr(T < c) = \alpha \) or \( c = q_\alpha \), where \( q_\alpha \) is the quantile of the empirical distribution of the test statistic \( T \) at the significance level \( \alpha \). Since \( q_\alpha \) is unknown, a bootstrap test replaces it with the bootstrap estimate \( q_\alpha^B \). Similarly, if the alternative is \( H_1 : \theta_1 > \theta_2 \) or \( \theta_1 - \theta_2 > 0 \), the bootstrap test rejects if \( T > q_{1-\alpha}^B \).

Computationally, the critical value can be estimated from a bootstrap simulation by sorting the bootstrap \( t \)-statistics

\[ T = \frac{(\hat{\theta}_{1,b}^* - \hat{\theta}_{2,b}^*) - (\hat{\theta}_1 - \hat{\theta}_2)}{s(\hat{\theta}_1 - \hat{\theta}_2)} \]  

where \( \hat{\theta}_{1,b}^* \) is the sample mean of \( \theta_1 \) in the \( b \)‘th of a total of \( B \) bootstrap samples. It is important to note that the bootstrap test statistic is centered at the estimate \( \hat{\theta}_1 - \hat{\theta}_2 \), and the standard error \( s(\hat{\theta}_1^* - \hat{\theta}_2^*) \) is calculated on the bootstrap samples as

\[ s(\hat{\theta}_1^* - \hat{\theta}_2^*) = \sqrt{\frac{1}{B} \sum_{b=1}^{B} \left\{ (\hat{\theta}_{1,b}^* - \hat{\theta}_{2,b}^*) - (\bar{\theta}_1^* - \bar{\theta}_2^*) \right\}^2} \]  

where \( \bar{\theta}_1^* \) is the average of the bootstrap means across all the \( B \) bootstrap samples. Note that even though we generate the same number of bootstrap samples \( B \) for both variables, \( \hat{\theta}_1 \) and \( \hat{\theta}_2 \) (and hence \( \hat{\theta}_{1,b}^* - \hat{\theta}_{2,b}^* \)) are constructed using different original sample sizes \((N_1 \neq N_2)\). We set \( B = 10,000 \) bootstrap samples. These \( t \)-statistics are then sorted to find the estimated quantiles \( q_\alpha^B \) or \( q_{1-\alpha}^B \).

\(^3\)For more details on hypothesis testing using bootstrapping see Hansen (2004).
In discussing our results, we report on the statistical significance of a set of adjusted samples, which have excluded the daily returns data for the two full weeks encompassing the October 1987 Crash and the 9/11 attacks.\footnote{With the single exception of Hong Kong, we exclude the daily returns for the dates of October 19-23, 1987 and September 10-14, 2001. For Hong Kong only, we also exclude the week of October 26-30, 1987. The Hong Kong market was closed after the Crash on Oct 20–23, 1987. In fact, the following Monday, October 26, 1987, the Hang Seng index experienced a massive 40% daily drop.} This ensures that any seasonality we uncover is not the direct effect of extreme non-seasonal outliers. Excluding these two weeks eliminates the minima for 9 out of the 10 indices and the maxima for half of them. For the average daily returns, average absolute returns, and the quantiles of both, which we present in the tables, we have used the original samples that include the outliers. We exclude the outliers only for the purpose of assessing statistical significance.

4 Results and Discussion

The results are summarized in Tables 1 and 2. Specifically, Table 1 displays the size and statistical significance of all day of the week, month of the year, and holiday seasonal effects in the average daily returns of the ten international stock indices. Table 2 presents the results for the daily absolute returns. This section presents four sets of results, which shed light in (i) assessing the relative strength (size and statistical significance) of seasonality in expected returns versus volatility across all indices; (ii) documenting the evidence for each individual country; (iii) analyzing the significance of each seasonal effect across all countries; and, finally, (iv) providing a comparative assessment of the seasonality in the two prominent US indices, the DJIA and the S&P 500.

First, by examining the evidence across all indices, we determine that the seasonal heteroscedasticity in volatility is substantially stronger than the seasonal periodicity of expected returns. In volatility, 54% of the day of the week effects, 45% of the month of the year effects, and 70% of the holiday effects are statistically different to their complements with at least 95% confidence. This compares very favourably to expected returns, for which only 38% of the days, 26% of the months, and 20% of the holidays are significant with the same confidence. In more detail, for the three levels of confidence of 90%, 95% and 99%, the average number of significant days in expected returns is 2.6, 1.9, and 1.3 out of the 5 days, respectively. The same numbers for volatility are 3.1, 2.7, and 1.8 days. Similarly, for the same three levels of confidence, the average number of significant months in expected returns is 4.6, 3.1, and 0.7 out of the 12 months, respectively. The same numbers for volatility are 6.8, 5.4, and 3.2 months. Finally, the number of significant holiday effects in expected returns is for 3, 2, and 0 countries, respectively. The same numbers for volatility are for 7, 7, and 3 countries.

The second set of results concerns the significance of the calendar effects for each individual country. In expected returns, Hong Kong has the highest number of statistically significant seasonal effects with 95% confidence, with the Dow Jones and Canada tied at second. The
least seasonality in expected returns is observed in Italy, followed by both the S&P 500 and Japan in a tie. In volatility, Japan has the most seasonality with 95% confidence, with the Dow Jones, Hong Kong and Italy tied at second. The least seasonality in volatility is observed in Australia, the UK and the S&P 500 all in a tie.

More importantly, the third set of results focuses on the strength of each seasonal effect across all countries. In expected returns, the strongest day of the week effect is Monday, which is statistically significant in 8 countries, except in Australia (for which there is a significant Tuesday effect) and Italy. The second strongest day of the week effect is Friday, which is significant in 6 countries. The strongest month of the year effect in expected returns is by far September, being significant in 9 countries, with the single exception of Australia.\(^5\) Surprisingly, the much discussed January effect is significant in the expected returns of only half of the ten countries.

In volatility, there is a substantially higher number of significant effects. The strongest day of the week effect is still Monday, which is statistically significant in 9 countries, all with 99% confidence. The only exception to the Monday volatility effect is Canada. The second strongest day of the week effect is still Friday, which is significant in 8 countries, all with at least 95% confidence. The two exceptions to the Friday volatility effect are the UK and the S&P 500. Interestingly, even though Australia has a Tuesday effect in expected returns, it still has a Monday effect in volatility. Among the month of the year volatility effects, October (as expected) and June (quite surprisingly) are significant in all 10 countries. The holiday volatility effect is significant in 7 of the 10 countries. It is important to recall that the strong September mean effect and the even stronger October volatility effect cannot be the product of the outliers due to the 9/11 attacks and the October 1987 Crash, respectively, since in assessing statistical significance we have excluded the two relevant weeks of data.

Many of the results in the literature are based on the seasonal behaviour of the DJIA because there is a larger sample of daily data available for this index (Lakonishok and Smidt (1988)). In addition, Tsiakas (2004) has found that there is very little seasonality in the expected returns of the S&P 500. It would, therefore, be interesting to conclude with the fourth set of results, which provides a comparative assessment of the seasonality in these two US indices. Not surprisingly, in expected returns, the Dow Jones has almost three times as many significant seasonal effects (11) compared to the S&P 500 (4). In volatility, the Dow Jones has 13 significant seasonal effects as opposed to 8 for the S&P 500. In short, all the calendar effects that are significant in the S&P 500 are also significant in the Dow Jones, but not vice versa.

---

\(^5\)This is not surprising as Australia is in the southern hemisphere.
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<table>
<thead>
<tr>
<th>Start</th>
<th>Obs (T)</th>
<th>Australia (ASX all ord.)</th>
<th>Canada (TSX Comp)</th>
<th>France (CAC 40)</th>
<th>Germany (DAX 30)</th>
<th>Hong Kong (Hang Seng)</th>
<th>Italy (MIIB 30)</th>
<th>Japan (Nikkei 225)</th>
<th>UK (FTSE 100)</th>
<th>USA (DJI A)</th>
<th>USA (S&amp;P 500)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/1/1980</td>
<td>6043</td>
<td>0.031 (0.011)</td>
<td>0.023 (0.008)</td>
<td>0.031 (0.006)</td>
<td>0.022 (0.004)</td>
<td>0.052 (0.007)</td>
<td>0.036 (0.005)</td>
<td>0.030 (0.005)</td>
<td>0.028 (0.004)</td>
<td>0.027 (0.004)</td>
<td></td>
</tr>
<tr>
<td>1/1/1989</td>
<td>9131</td>
<td>0.041 (0.014)</td>
<td>0.026 (0.009)</td>
<td>0.065 (0.008)</td>
<td>0.060 (0.007)</td>
<td>0.025 (0.005)</td>
<td>0.040 (0.005)</td>
<td>0.023 (0.005)</td>
<td>0.046 (0.005)</td>
<td>0.041 (0.005)</td>
<td></td>
</tr>
<tr>
<td>1/1/1998</td>
<td>4014</td>
<td>0.041 (0.014)</td>
<td>0.026 (0.009)</td>
<td>0.065 (0.008)</td>
<td>0.060 (0.007)</td>
<td>0.025 (0.005)</td>
<td>0.040 (0.005)</td>
<td>0.023 (0.005)</td>
<td>0.046 (0.005)</td>
<td>0.041 (0.005)</td>
<td></td>
</tr>
<tr>
<td>1/1/1995</td>
<td>9746</td>
<td>0.040 (0.014)</td>
<td>0.025 (0.009)</td>
<td>0.063 (0.008)</td>
<td>0.059 (0.007)</td>
<td>0.019 (0.005)</td>
<td>0.038 (0.005)</td>
<td>0.017 (0.005)</td>
<td>0.045 (0.005)</td>
<td>0.039 (0.005)</td>
<td></td>
</tr>
<tr>
<td>1/1/1994</td>
<td>8424</td>
<td>0.040 (0.014)</td>
<td>0.025 (0.009)</td>
<td>0.063 (0.008)</td>
<td>0.059 (0.007)</td>
<td>0.019 (0.005)</td>
<td>0.038 (0.005)</td>
<td>0.017 (0.005)</td>
<td>0.045 (0.005)</td>
<td>0.039 (0.005)</td>
<td></td>
</tr>
<tr>
<td>1/1/1993</td>
<td>7811</td>
<td>0.040 (0.014)</td>
<td>0.025 (0.009)</td>
<td>0.063 (0.008)</td>
<td>0.059 (0.007)</td>
<td>0.019 (0.005)</td>
<td>0.038 (0.005)</td>
<td>0.017 (0.005)</td>
<td>0.045 (0.005)</td>
<td>0.039 (0.005)</td>
<td></td>
</tr>
<tr>
<td>1/1/1992</td>
<td>7131</td>
<td>0.039 (0.014)</td>
<td>0.024 (0.009)</td>
<td>0.061 (0.008)</td>
<td>0.057 (0.007)</td>
<td>0.016 (0.005)</td>
<td>0.035 (0.005)</td>
<td>0.014 (0.005)</td>
<td>0.044 (0.005)</td>
<td>0.038 (0.005)</td>
<td></td>
</tr>
<tr>
<td>1/1/1991</td>
<td>6421</td>
<td>0.039 (0.014)</td>
<td>0.024 (0.009)</td>
<td>0.061 (0.008)</td>
<td>0.057 (0.007)</td>
<td>0.016 (0.005)</td>
<td>0.035 (0.005)</td>
<td>0.014 (0.005)</td>
<td>0.044 (0.005)</td>
<td>0.038 (0.005)</td>
<td></td>
</tr>
<tr>
<td>1/1/1990</td>
<td>5761</td>
<td>0.039 (0.014)</td>
<td>0.024 (0.009)</td>
<td>0.061 (0.008)</td>
<td>0.057 (0.007)</td>
<td>0.016 (0.005)</td>
<td>0.035 (0.005)</td>
<td>0.014 (0.005)</td>
<td>0.044 (0.005)</td>
<td>0.038 (0.005)</td>
<td></td>
</tr>
</tbody>
</table>

The entries are the means of the daily percent returns $R_t$. The numbers in parenthesis are the 5% and 95% quantiles for the means generated by 10,000 bootstrap samples. The superscripts *, **, and *** indicate that the relevant one-sided null hypothesis is rejected at significance level $\alpha = 10\%$, $\alpha = 5\%$, and $\alpha = 1\%$, respectively. The end date for all indices is December 31, 2003.
Table 2
Seasonality in Volatility

<table>
<thead>
<tr>
<th></th>
<th>Australia</th>
<th>Canada</th>
<th>France</th>
<th>Germany</th>
<th>Hong Kong</th>
<th>Italy</th>
<th>Japan</th>
<th>UK</th>
<th>USA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(ASX all ord.)</td>
<td>(TSX Comp)</td>
<td>(CAC 40)</td>
<td>(DAX 30)</td>
<td>(Hang Seng)</td>
<td>(MI/B 30)</td>
<td>(Nikkei 225)</td>
<td>(FTSE 100)</td>
<td>(D/JIA)</td>
</tr>
<tr>
<td>Obs (T)</td>
<td>6043</td>
<td>9131</td>
<td>4014</td>
<td>9746</td>
<td>8424</td>
<td>2761</td>
<td>13149</td>
<td>5040</td>
<td>13272</td>
</tr>
<tr>
<td>ALL</td>
<td>0.652</td>
<td>0.579</td>
<td>1.092</td>
<td>0.848</td>
<td>1.276</td>
<td>1.153</td>
<td>0.779</td>
<td>0.775</td>
<td>0.646</td>
</tr>
<tr>
<td>MON</td>
<td>0.717***</td>
<td>0.590</td>
<td>1.093***</td>
<td>0.922***</td>
<td>1.550***</td>
<td>1.327***</td>
<td>0.942***</td>
<td>0.830***</td>
<td>0.709***</td>
</tr>
<tr>
<td>TUE</td>
<td>0.649</td>
<td>0.596</td>
<td>0.953**</td>
<td>0.844</td>
<td>1.197***</td>
<td>1.133</td>
<td>0.730***</td>
<td>0.769</td>
<td>0.652</td>
</tr>
<tr>
<td>WED</td>
<td>0.649</td>
<td>0.581</td>
<td>0.980</td>
<td>0.852</td>
<td>1.206**</td>
<td>1.096*</td>
<td>0.766</td>
<td>0.744**</td>
<td>0.632*</td>
</tr>
<tr>
<td>THU</td>
<td>0.632</td>
<td>0.576</td>
<td>1.039*</td>
<td>0.815**</td>
<td>1.235*</td>
<td>1.127</td>
<td>0.747**</td>
<td>0.768</td>
<td>0.620***</td>
</tr>
<tr>
<td>FRI</td>
<td>0.617***</td>
<td>0.545***</td>
<td>0.947***</td>
<td>0.808***</td>
<td>1.199***</td>
<td>1.086**</td>
<td>0.711***</td>
<td>0.770</td>
<td>0.621**</td>
</tr>
<tr>
<td>JAN</td>
<td>0.677***</td>
<td>0.638***</td>
<td>1.074*</td>
<td>0.907***</td>
<td>1.205</td>
<td>1.228</td>
<td>0.812*</td>
<td>0.779</td>
<td>0.667*</td>
</tr>
<tr>
<td>FEB</td>
<td>0.690**</td>
<td>0.538*</td>
<td>1.016</td>
<td>0.844</td>
<td>1.319</td>
<td>1.130</td>
<td>0.683***</td>
<td>0.732</td>
<td>0.619*</td>
</tr>
<tr>
<td>MAR</td>
<td>0.671</td>
<td>0.555</td>
<td>1.016</td>
<td>0.825</td>
<td>1.326</td>
<td>1.261**</td>
<td>0.826**</td>
<td>0.803</td>
<td>0.623</td>
</tr>
<tr>
<td>APR</td>
<td>0.663</td>
<td>0.521***</td>
<td>0.945</td>
<td>0.747***</td>
<td>1.257</td>
<td>1.221</td>
<td>0.804</td>
<td>0.713***</td>
<td>0.632</td>
</tr>
<tr>
<td>MAY</td>
<td>0.607**</td>
<td>0.569</td>
<td>0.878***</td>
<td>0.790**</td>
<td>1.186**</td>
<td>0.987***</td>
<td>0.696**</td>
<td>0.714**</td>
<td>0.627</td>
</tr>
<tr>
<td>JUNE</td>
<td>0.544***</td>
<td>0.491***</td>
<td>0.897*</td>
<td>0.767***</td>
<td>1.153**</td>
<td>0.982***</td>
<td>0.735**</td>
<td>0.694***</td>
<td>0.620***</td>
</tr>
<tr>
<td>JULY</td>
<td>0.616*</td>
<td>0.554</td>
<td>0.980</td>
<td>0.830</td>
<td>1.148**</td>
<td>1.045**</td>
<td>0.738**</td>
<td>0.790</td>
<td>0.612**</td>
</tr>
<tr>
<td>AUG</td>
<td>0.616*</td>
<td>0.543*</td>
<td>1.080*</td>
<td>0.835</td>
<td>1.198*</td>
<td>1.050*</td>
<td>0.763</td>
<td>0.635</td>
<td>0.715</td>
</tr>
<tr>
<td>SEP</td>
<td>0.644</td>
<td>0.600</td>
<td>1.112*</td>
<td>0.883</td>
<td>1.315</td>
<td>1.413**</td>
<td>0.792</td>
<td>0.851*</td>
<td>0.683**</td>
</tr>
<tr>
<td>OCT</td>
<td>0.844***</td>
<td>0.750***</td>
<td>1.191*</td>
<td>1.013**</td>
<td>1.498**</td>
<td>1.133**</td>
<td>0.876**</td>
<td>0.994**</td>
<td>0.772**</td>
</tr>
<tr>
<td>NOV</td>
<td>0.662</td>
<td>0.634***</td>
<td>0.907**</td>
<td>0.880</td>
<td>1.370**</td>
<td>1.046**</td>
<td>0.828**</td>
<td>0.730</td>
<td>0.695***</td>
</tr>
<tr>
<td>DEC</td>
<td>0.586***</td>
<td>0.550</td>
<td>0.896**</td>
<td>0.829</td>
<td>1.253</td>
<td>1.124</td>
<td>0.785</td>
<td>0.715**</td>
<td>0.592***</td>
</tr>
<tr>
<td>HOL</td>
<td>0.682</td>
<td>0.748***</td>
<td>1.021</td>
<td>0.944</td>
<td>1.755</td>
<td>1.423**</td>
<td>0.976</td>
<td>0.861</td>
<td>0.703**</td>
</tr>
</tbody>
</table>

The entries are the means of the daily absolute percent returns $|R_t|$. The numbers in parenthesis are the 5% and 95% quantiles for the means generated by 10,000 bootstrap samples. The superscripts *, **, and *** indicate that the relevant one-sided null hypothesis is rejected at significance level $\alpha = 0.10$, $\alpha = 0.05$, and $\alpha = 0.01$, respectively. The end date for all indices is December 31, 2003.
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