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Abstract

The thesis describes the development of various novel emitbershé
production of gaseous ions from solutions of non-volatile, thermallyelabi

samples for the purposes of mass spectrometry.

Nano-electrospray emitters each containing two separated chauneisg
throughout the length of the emitter were fabricated and evaluatezse
emitters were made from “theta-shaped” borosilicatelleaipis, employing a
number of different coating procedures. Loading of different solutiatostihe
channels demonstrated the possibility of studying solute interaciionstra-
short timescales. It is proposed that interactions took placesirareed Taylor
cone. The formation of specific adducts from vancomycin and gldegsyl-

d-alanyl-d-alanine was observed by mass spectrometry. Frondemi®n of
the extent of H/D exchange between vancomycin and deuterated wanit,oitn

was concluded that the interaction times were of the afdEd® s.

Underlying theoretical considerations, design and fabrication fesboa
nanotubes (CNTSs) of emitters for field desorption and fiehilziation ion

sources are described and discussed. The emitters fabneadeduse of arrays

of vertically aligned multi-walled CNTs with in most essan average length

and radius of 15m and 35 nm respectively. Emitters using dense coverings of
nanotubes and emitters with nanotubes selectively grown stinéhiagight of

each nanotube was twice its separation from its nearngsthoeir were
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investigated. Characterisation of the CNTs by fieldted@cemission confirmed
their effectiveness as field emitters. Fowler-Nordheinsplodicated fields of
6.14x10 +/- 0.72x18 V/m at a potential of 700 V. Field ionization of He, Ar,
Xe, methane and acetone was achieved with these sam& G&ither the inert
gases nor methane have been field ionised with conventiadhaltad-wire
emitters. The fields generally accepted to be requirefieldrionisation of He

and Ar are of the order of severaft49/m.

To create emitters which would not need to be removed froouvabetween
experiments, a means of injecting both liquids and gaseous salirplaby to
the bottom of the CNTs was devised. This involved drilkg m diameter
holes through the silicon substrate between intended sitesatfube growth,
but before actually growing the CNTs. It was discoveredthiepresence of the
holes led to surface migration of the nickel catalystsatirig CNT growth.
Experiments undertaken to achieve mass spectrometric measusavith the

arrays of CNTs as emitters are described and discussed.
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1. Introduction to Mass Spectrometry

1.1 Early mass spectrometry. — From the electron to the atn bomb

The origin of mass spectrometry can be traced back tatha ¥ century, a

time at which the present-day image of atoms and moledidetot exist.
Scientists of the day were fascinated by the question df wd.occurring

inside a discharge tube. Slightly earlier in the century\dlliam Robert

Grove had brought to the attention of scientific communitieddct that a gas
at a certain pressure would produce a light or discharge whdecarice

potential was applied across.itThe solution to this phenomenon was pursued
by a number of scientists and these endeavours would eventudlly ldee

discovery of both the electron and ionised species.

In 1886 a German physicist called Eugene Goldstein coined thédathode
rays’ to represent the emissions from the cathode withincaatige tube. From
his own studies with discharge tubes he discovered theeséof a second
type of ray, travelling in the opposite direction within thectiarge tube. He
named these rays kanalstrahlen or canal rays afteraypéevdiscovered them
emerging through channels at the back of a perforated cathagmsitive step
towards determining the nature of cathode rays was made tyée@n when
he identified that cathode rays consisted of negativelygeldagparticles, by
using a magnetic field to bend the rays into a faraday.cTipe English
physicist J.J. Thomson repeated the experiments conducted byaPerwent

on to prove that at low pressure cathode rays could also be bdattice



fields. J.J. Thomson also conducted experiments designed to gumetiimuch

a cathode ray would be bent in a magnetic field and how moeigy this ray
would carry. From this data he found that the mass-to-chatigeof a species
was directly related to the amount the species wasctiedldy a magnetic field.
He was therefore able to calculate roughlyrtte of the mass of a particle to
its electric chargen/z). From these experiments Thomson concluded that the
cathode rays consisted of negatively charged partislleisii he called
corpuscles) and that these particles are constituents afamé. With these
experiments Thomson had discovered the negative particle now lasotiva

electron.

Experiments to determine the nature of canal rays were egpoytWilhelm
Wien in 1898. He discovered that in comparison to cathode rays a miggT la
magnetic field was required to deflect them. The deflestihowever, were
opposite in nature to cathode rays, and so Wien concludethéisat tays
consisted of positively charged patrticles. To investigadsd rays further he
constructed a device that utilised both electric and magfineltis to separate
the positive rays according to their mass-to-charge ratimg.this apparatus he
was able to find that the mass-to-charge ratio dependdteayas in the

discharge tube.

During the first decade of the 2@entury, J. J Thomson also turned his
attention to the nature of positive ray8. The experiment constructed by Wein
can be accredited with laying the first foundations for nspsstrometry for it

is on his equipment that J.J. Thomson based his first expgsnighomson’s



phenomenological development culminated in 1913 when he repoetéidsth
example of a mass spectrometry experiment in action detfeemination of two
isotopes of neoh In Thomson’s experiment a channelled stream of ionized
neon was introduced through a magnetic and an electric fielthard®flection
measured by placing a photographic plate in the beam’spathpatches of
light could be observed and on the basis of mathematical tnetatfriis and
the fields involved Thomson was able to determine the atomic oh#ss ions.
This led to the conclusion that neon gas was composedrogaif two different
atomic masses (neon-20 and neon-22). Thomson saw the potential of this
technique and with the publication of his book in 1913 he issebdlienge to

his peers to investigate the technique further:

‘| have described at some length the application of Positiwe Rachemical
analysis; one of the main reasons for writing this book was thethapé
might induce others, and especially chemists, to try this meftaadhlysis. |
feel sure that there are many problems in chemistry, which ¢euswlved with
far greater ease by this than any other method. The method is sugfyisi
sensitive — more so than even that of spectrum analysis, reguaires
infinitesimal amount of material, and does not require this to beapec
purified; the technique is not difficult if appliances for producinghhiacua

are available.’

Several of Thomson’s peers took up his challenge including iicylart F.W.
Aston in the UK and A.J. Dempster in the USA. Aston workét wJ.

Thompson as an assistant during his early career so hadgirt ing the



intricacies of the technique. Shortly after World War Itohsbuilt the first of
several mass spectrograﬁh§his instrument consisted of a discharge bulb (ion
source), magnet and ion optics to create both velocity aadtidinal focusing
of ions. With this apparatus Aston was able to confirm Thomsapsriments
regarding the existence of two isotopes of neand went on to investigate the
isotopic composition of other elements including chlorine and metfur
During the same period Dempster had also built a mass@peph instrument
" that utilised a slightly different ionisation method. A saenphs heated on a
metallic plate and then bombarded with electrons from a btdlrfilament.
With this Dempster had devised the first electron impacsource. Dempster
used his mass spectrographs to determine the isotopic abundbat®aents
such as magnesium and his research eventually led himdcstowery of the

uranium isotopéU in 193672

The field of isotopic separation held much of interest ¢ogdneral chemist at
the time of the first mass spectrographs. It is therefotesurprising that once
mass spectrographs were found to be capable of the precisssramalysis of
an element’s isotopes, this interest sustained the remitpie’s development
through the early 1930s. The ability to separate isotopes usirigpatagnetic
fields took a significant twist in the early 1940s when masstsggraphs called
Calutrons played a key part in the Manhattan Projectut@als, which
consisted of an ion source, magnetic sector and collectiomeup,used in the
production of industrial amounts of tHé°U isotope, destined for use in the

Atomic bomb ‘Little Boy’ which was dropped on Hiroshirtfa



While some mass spectrometry pioneers believed that one¢ethental
composition of all known elements were identified the techniquediuaxe
run its course, others believed that there was scope to imfitexaccuracy and
expand the technique beyond isotopic analysis. In hindsight, thisfltheught
has subsequently opened the door to the development of the ahabygldhat

is now crucial for most scientific research and industry.

1.2 Mass analysers

1.2.1 Sector mass-analysers

1.2.1.1 Magnetic sectors

The early mass spectrometers or spectrographs construchetooyand

Dempster relied on a magnetic field to deflect a bearonsf by different

amounts according to their masses. lons created in the swraeass

spectrograph will have an inherent kinetic endgggt the source exit,

(equation 1.1)

=qV. Equation. 1.1

An ion has a mass m and chagg@nd is accelerated through a potential

differenceVs to a velocityv. lons entering the magnetic sector will experience a



force Fy perpendicular to the velocity, as defined by equation 1.2, aad in

direction according with Fleming'’s left-hand rule.
F, =qvB Equation. 1.2

B is the magnetic field. This fordg, causes the ions to enter a circular
trajectory with a radius so that the centrifugal force equilibrates with the

magnetic force as shown in equation 1.3
qu=ﬁ or mv=gBr Equation 1.3
r

Combining equations 1.2 and 1.3 shows that vlhandV; are held constant,
the ion trajectory radius is directly proportional to the squaweof the mass-

to-charge ratio (see equations 1.4 and 1.5).

2.2
m_ Bz\/r Equatiod 1.
q s
r :% 2\/,5m Equation 1.5
q

lons of different masses but the same charge in the issmbeam will therefore
have different radii as they pass through the magnetic fieldyaintherefore
have different positions as they exit the magnetic fielchéncase of Thomson

and Aston’s instruments, ions would hit a photographic plate andrite i



position on this plate would then be assigned a mass accordimgamount of
deflection. A second method of operation that is used in modém magnetic-
sector mass analysers is to change the magnetic fialuastion of time. If the
magnetic sector flight tube is defined to allow only a smaaibe of ion radii (in
effect fixingr) then, as can be seen in equation 1.4, for a given vaBemy a
corresponding mass over charge m/q ratio will go through the analyser
Changing the magnetic field over time allows successiamassover the entire

mass-to-charge range of the ions present.

1.2.1.2 Electric sectors

Electric fields can be used to deflect ions by differenb@amts according to
their kinetic energy. Electric sectors typically consisa oadial electric field
applied across two parallel curved plates. As ions entdreldehey experience
a force causing them to adopt a curved trajectory with a rafliuas defined by

equation 1.6,

— 2Ek

Equation 1.6
gqE

E is the electric field strengthy,the charge of the ion arkithe ion’s kinetic
energy. The equation shows that the radius of the circajactory that the ion
adopts through the sector is proportional to the kinetic energjhihadn has as
it enters the sector. This means that ions with a largeikieeergy will be

deflected less by the electric field than ions with lowekimenergies and



therefore ions of the same mass but different energiébenvdeparated by the

electric sector.

Electric sectors are normally used in conjunction with a magsettor to
correct for kinetic energy aberrations of same-mass ions. ‘Ast@ss
spectrograph from 1919 is an early example of an electritbigihg used in
this way. In Aston’s instrument an electrostatic condenseiggous to an
electric sector) was placed just ahead of a magnelit fibe purpose of the
condenser was to separate ions with different velocitiéisasaons with large
velocities would experience less of the following magrfegid than those with
lower velocities. This would create a focal point beyond thgnatic field at
which ions with the same mass and a range of differentitiecould be
measured at the same point on a photographic plate. This focusicig®f

called velocity focusing.

1.2.1.3 Double focusing analysers - combinations of magnedicd electric

sectors

Both magnetic and electric sectors focus ions spatiallyiphs.entering the
field perpendicular to the field edge and at an angtethe perpendicular ion

will converge as they exit the sectors as shown in figure 1.



Figure 1.1. Spatial focusing in A) a magnetic seatal B) an electric sector

The ideal operation of magnetic sectors assumes that ioims sdme mass will
have the same kinetic energy. In reality this is raitedycase, and the resolution
that a single magnetic sector can achieve is typicatligdd by the energy

spread of the ions.

Aston’s early attempt at velocity focusing proved to be thet&eplving this
problem: combining a magnetic sector with an electric s@ttohich the
kinetic energy dispersion of one sector compensates for ttiz¢ other. Placed
in series, the energy dispersion of the first sector shoutdiected by a
convergence effect of the second sector (figure 1.2). Gimbination of sectors
with matching kinetic energy distributions gives rise to gret“double

focusing”, because ions are focused both spatially and by #leuity.



Herzog was the first to find a solution for the paths airgld particles through
electric and magnetic fielda/hich allowed the first double-focusing mass
spectrometer that could account for kinetic energy aberratidyes ¢onstructed
by Herzog and Mattauch in 193% Later in 1953 Nier and Johnson developed
a double-focusing sector mass spectrometer that could account fdirdiaihd

second-order spatial aberratidfis

10
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Figure 1.2 Combination of magnetic and electridamsc The energy dispersion from the first
sector is noted agvs andq(Vst V). This is corrected upon exiting the second sedtarfacal

point X
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1.2.1.4 The magnetic-sector time-of-flight (magTOF) instrurant.

1.2.1.4.1 Introduction.

The combination of two mass analysers, or tandem massapetty, is used
to analyse fragment ions created by processes such amnedhiduced
dissociation (CID). Scanning mass-analysis techniques sucmagnetic
sector are very useful when selecting a precursor ion, hovibegrare not
ideally suited to the role of the second mass-analyserodihe technique’s
inherent low sensitivity. The combination of a magnetic-sesitbr a time-of-

flight analyser as the second stage aims to resolve skeséivity issues.

The magTOF, a double-focusing time-of-flight mass spectrormseat in these
studies, was built and designed with these considerationméh'mThe
instrument consisted of a double- focusing mass spectromelteNigit-
Johnson type geometry as the first stage of mass analysascprdiratic-field
ion mirror as the second stage. An ion buncher and collisiomveedl installed
between the two analysers. A schematic of the instrumehiown in figure

1.3. Experiments in this study conducted with the magTOFedilisly the
source and linear time-of-flight analyser, so only thepects of the instrument

are discussed in any detail.
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Linear TOF detector

Electric
sector
Gas
buncher line

Power supplies

9 © O

Quadratic reflectron / |_|
(ion mirror) Source chamber with ion

source and optics

Figure 1.3 Schematic of the magTOF instrument

1.2.1.4.2 lon source and the linear time-of-flight analyser

The source assembly was mounted on a grounded stainless-stieelfioed to
the inside of the source housing using two stainless-stesVscrhis cradle
was designed to support all the source components and to defirmtoptical
axis. Source components were attached to the cradle udiagmietal or
insulating PEEK spacers depending on their electrical requitsmEmallow
transmission through the cradle a 12 mm hole was drilled imitiethe source
exit. The source exit was an adjustable slit with glitedf about 7 mm and a
width which could be adjusted from 0-256. For measurements with the
linear TOF detector, this adjustable slit was usually rexddo leave a 12 mm

source exit hole. Access to the source was via a hinged doorfairthef the

13



source. A Viton O-ring set into the door provided the vacuum Beg&ntials
could be applied to the source components via three electecihfeughs
situated on both sides and the top of the source housing, Wheran ion gauge

on the side of the source housing.

The original source housing had been designed with adaptabilityét’rand
there were a number of redundant feedthroughs on the side of the sour
chamber. One of these was adapted to allow a supply aftgake source. A
PTFE tube was used to deliver gas inside the source indirtime cradle; the
tube was connected to the feedthrough using a swagelok fittingn va|vie
(Negretti valve division) was connected using swagelakdstto the exterior
of the feedthrough to allow control of the amount of gas blgedhe source

system.

The electric sector had been modified to allow lineaetofiflight

measurements when the sector was grounded. The field-fiea t#ghe linear
TOF had been achieved by drilling holes in the larger radits ated the

vacuum chamber of the electric sector in line with theojatical axis of the
source, and welding a stainless-steel tube onto the outside ahalyser’s
vacuum chamber. These modifications created a field-fggerrérom source

exit to detector of approximately 65 cm. To detect the T&3Blved ions an
electron multiplier (ETP, Australia) with a multiplicatidactor of

approximately 1dwas used. A custom-made power supply was used to supply
the high voltage required to operate the multiphephotograph of the

modifications to the electric sector are shown in figure 1.4
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The MagTOF instrumeht *®was used in these studies to characterise carbon

nanotube emitters.

Figure 1.4. Modifications to the electrostatic asal to allow linear time-of-flight

measurements.

1.2.2 Time-of-flight mass analysers

1.2.2.1 Linear time-of-flight mass analysers

Time-of-flight (TOF) mass spectrometry was first ddsedi in 1946 by W.E.

Stephen$. He believed that the technique would offer many advantages ov

the sector instruments used at the time, including, increased aperhich a
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mass spectrum could be collected, removal of the need foy magnets and
for stabilisation equipment and a resolution that did not depefichibimg
factors such as slit size. Linear time-of-flight (TG$pased on a fairly simple
principle: the velocity-induced separation of mono-energetis &snthey travel
through a field-free region. A continuous beam of ions from anaarcs is
stored and then, as ion pulses, accelerated by a polyt@in a flight tube
for a distancel; before reaching a detector. lons of different masses but the
same total charge q = have the same kinetic enerdy)and therefore

different velocities\), (see equation 1.7).

——=qV, =ze\[ =E, Equation 1.7

The mass-to-charge ratio is determined by measuring tleeatmion takes to
move through the field-free region between source and detectobidiogm

equations 1.8 and 1.7 gives equation 1.9 for the flight. time

d, :
t=— Equation 1.8
v
d 2
gz =M o Equation 1.9
z Ne
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Equation 1.9 shows that, assuming all factors such as theclenetrgy and
charge are equal; ions of smaller mass will travel fastd reach the detector
first. There are several problems with factors limiting performance of a
linear TOF. Firstly, ions in an ion packet will travel yastightly different
distances. Some will be closer to the detector at the dfdhe packet, and ions
at the rear of the ion packet will travel slightly longéstances. This is a spatial
error. Secondly there is no guarantee that ions with the saseand charge
will have exactly the same initial kinetic energy, anddlis an energy

dispersion aberration.

In 1955, Wiley and McLareff proposed a focusing technique, called time-lag
focusing, that would reduce the magnitude of each aberration:-l&gne
focusing employs a time delay between the formation of ion$hed
extraction. During the time lag the ions experience a field-fegion located
just after the ion source. lons of the same mass- to-chatly&inetic energy
differences, such as different initial velocities or theeinetic energy but
travelling along different trajectories, travel differenttaieces within the field-
free region. Once the time lag period ends, an accelgabtential is applied
across the previously field-free region. lons experience diffanagnitudes of
field at different places within the former field-free @uwi lons that had larger
initial velocities will be closer to the exit of the regiand experience less of a
potential drop than those ions with a smaller initial veloledye not penetrated
through the region as far. The ions that experience more of tetipbdrop

catch up with the initially faster ions at a focal point.tByoring the potential
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gradient it is possible to create a focal point at thectimtéor same mass-to-
charge ratio ions that is independent of their initial kinetiergy. Time-lag
focusing, later known as ‘delayed pulse extraction’ was foumntttease
substantially the resolution of the linear time-of-flight masalysers. Wiley
and McLaren’s prototype mass spectrometer design was lateopegehto the
first commercially available TOF mass spectrometeikatad by the Bendix

corporatiort.

1.2.2.2 lon reflectron in time-of-flight mass spectrometry

In the first few decades of commercial TOF, massluti®n proved to be a
sticking point that restricted applications. While delayetdaetion increased
resolution, it was not until the development of the reflecinat973* when the
attainable resolution was sufficiently high to attract dewffield of interest. The
concept of what the reflectron is and what it is able koeae is fairly simple.
Normally comprised of a number of shaped ring- electradeseflectron
creates a field that slows and eventually rebounds the ionsrteatit back
down the flight tube. In a comparison with a linear TOF amajythe reflectron
would be placed just before the position of the linear TOFctletand so ions
that reach the reflectron would have already undergone aedefjT®F
separation. The degree to which each ion penetrates ltheffighe reflectron is
related to its kinetic energy. lons with more energy vehgtrate the field
further and spend more time in the reflectron compared to idos/er energy.

This delay causes ions of the same mass but differentesnésgocus after

18



they exit the reflectron as shown in figure 1.5. In otdenove this focal point
to a reflectron detector, the correct flight length, reftacelectric field and

source acceleration potential must be chosen.

2" potential gradient

e \ ‘ ‘ ‘ ‘ \ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
‘ \
\

.

1*' potential gradient

Detector

Figure 1.5. Double-stage reflectron TOF showirgftitusing of 3 ions with the same mass but

different kinetic energies.

Single-stage reflectrons have a uniform field and allow-&irder velocity
focusing. Double-stage reflectrons introduce a second potential iyragiech
allows a further order of velocity focusing. This reasoninglmataken further:
a reflectron with an infinite number of potential gradiestisuld eliminate all
orders of aberration. This would completely remove an iogfeddence on

initial velocity and so the TOF would depend only on the Aasharge ratio.
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Quadratic reflectron® can achieve this effect by utilising a field in whitle t
field strength varies in the axial direction of the reflec and there is a

guadratic dependence of potential with distance.

1.2.2.3 Orthogonal acceleration in time-of-flight mass spectroatry

Pulsed ionisation techniques can be coupled directly with ar&¥s analyser
Continuous beam ionisation techniques, however, require an intermstdgde
where the beam can be stored and ejected as ion packetap@noach to
creating ion packets is to pulse part of the source ion optitsas a deflector.
The ion beam is deflected away from the source exit unsktdime intervals,
the deflection voltage is relaxed and a pulse of ions is atldwough.
Although beam modulation has some advant&gtss method is not an ideal

way of creating ion packets as most of the ions from thedorcs are lost.

A slightly more sophisticated method of creating ion packetsveg
introducing a storage stage to the source ion optics. Thigetdevice might
be a multipole (hexapole, quadrupole) capped at both ends with trapping
electrodes and operated in the following way. lons would fiaa the
multipole, become trapped and are stored for a defined amotimieoivhile
more ions fill the multipole. Once lons have been collectethiodesired
amount of time, a potential is applied to the multipole geoto eject all the

ions as one ion packet, this process is repeated in ord@ntic a pulsed

20



source. In principle an ion storage device as outlined ensaea large

percentage of the ions produced in the source are used.

Orthogonal acceleration time-of-flight (oa-TOF) mass spenttry takes the
method of ion storage one step further with significant ages. In oa-TOF,
ions are ejected in a direction orthogonal to the ion beamThasseparation of
the TOF and source axes leads to a number of advantageavditage initial
velocity component in the TOF direction is reduced to zerolandpread of
velocity components is reduced. Spatial errors created bgeailn packet are
almost eliminated as the ions are ejected perpendicullae fength of the
packet. These advantage lead to a significant increassatution to around
250063, which is a far cry from the several 100 obtained by itisetime-of-

flight mass spectrometers.

1.2.2.4 The BioTOF instrument

1.2.2.4.1 Introduction

Instruments that use a combination of time-of-flight (T@Rss analysis and
electrospray ionisation have become very popular for biochéanedysis. This
can be attributed to several factors, most instrumentsoan@atible with
techniques such as liquid chromatography, the technique is stddablérge

percentage of the mass spectrometry species of intéresine it takes to
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produce a mass spectrum is relatively short and the resohdimeved is
normally reasonable. While much larger, the BioTOF instruroantperhaps be
considered as an early forerunner to the TOF bench-top insttsithat are a

common site in laboratories today.

The Bruker BioTOF | mass spectrometer used in these si{Bligdser
Daltonics, Billerica USA) consisted of a 120 cm long flighamber equipped
with a double-stage reflectrmoupled with an electrospray ion source
(Analytica, Branford CT USA) and orthogonal accelerator. Thgral source
optics had been replaced with a homemade ion-focusing dealied the ion

conveyof”. Figure 1.6 shows a schematic and picture of the instrument.
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Figure 1.6. a) Schematic and b) photograph of tb& ®F | mass spectrometer.
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1.2.2.4.2 The lon conveyor

The ion conveyor is a home-built ion-focusing device designegtacethe
transfer optics and multipoles common in most electrospray sddrtes
transfer optics and multipoles in an electrospray source arafiydmcated in
several vacuum regions, which are necessary to creagéssupe differential
between the electrospray needle and flight tube. A large proparf the
available ionisation current is normally lost in these regauesto the necessity
to restrict the conductance between different vacuum regiomlging
electrodes, otherwise known as skimmers, with small aperflinesprimary
function of the ion conveyor in the BioTOF was to provide a metliod o
focusing and collimating an ion beam so that the passage thioagh t

conductance restrictions did not lead to such losses in iomturre

Figure 1.7. Photo of an ion conveyor, a 1 pence oincluded for size comparison.

24



Each ion conveyor in the BioTOF consisted of a series of teajredes (see
figure 1.7) which were supplied with a series of 4 sinupoigntials phase-
shifted 90 °© with respect to each other. The combinafitmecfour waveforms
could be thought of as creating a travelling wave reproducee ielétric field
within the electrode structure. This would create a seriegesfinked ‘Paul’
traps® that, in essence, would trap and focus (with the essent@Vément of
ion-neutral collisions) the ions in a series of pseudo potentid that
propagated along the axis of the conveyor. lon-neutral collisibichvake
place frequently in high-pressure regions are thought to plaglaale in the
operation of the conveyor by cooling the ions. Cooler ions haseslergy to
escape from the pseudo potential wells. A more in-depth exgaraitthe

principle of operation can be found in ion conveyor papers by Colbuai‘et

26

The BioTOF’s source consisted of two neighbouring vacuum regiolagad

by an electrode with a 1 mm aperture. The ion conveyobéad installed on
the ion optical axis in each vacuum chamber so that theéwices operated in
sequence. The first conveyor was located directly afeeelifctrospray source
glass capillary in this region of relatively high pressuwifelfe order of 1 mbar).
The second conveyor utilised the dividing plate between thedasoum
regions as its entry electrode and was aligned with thenole. Typically the
vacuum in the second region was of the order of Exibar. The second
conveyor was used to accumulate ions before ejecting therthentwthogonal
accelerator. The waveforms and other potentials usec¢incesmveyor were

controlled using a home-built power supply and a TG 550 function @ner
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(Thurlby Thandar Instruments Ltd, Huntingdon, Cambridgeshire, UK). The
extract potential used to pulse ion packets out of the second conway
controlled using the BioTOF-lite acquisition and control softwArechematic

of the source and ion conveyors is shown in figure 1.8.

Figure 1.8. Schematic illustrating the positiortted ion conveyors in the BioTOF's source
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1.2.2.4.3 The orthogonal accelerator and detector

The orthogonal accelerator consisted of an extraction regioglleegand multi-
deflector. A schematic of these components along with thédocaf the TOF
detector is shown in figure 1.9. Upon extraction from the ionepmy a packet
of ions was transferred to the acceleration region obttiegonal accelerator.
When the packet filled the region, and after a pre-deterniransfer delay, a
high voltage pulse was applied to the repeller. The high patemiielerated the
ion packet out of the extraction region orthogonally and at tine $iane
prevented any more ions from entering the extraction regionmtittedeflector
was used to correct the sideways velocity component tnenohs’ original
motion and thus ensure that the trajectory of ions leavingcttedeaator

matched the axis of the flight tube.

Figure 1.9. Schematic of the orthogonal acceleragialled in the BioTOF instruments.
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The BioTOF’s double-stage reflectron was coupled with aatefla lens, which
was used for ion collimation. lons emitted from the reftactravelled back
down the flight tube and entered the orthogonal acceleraticontethe
steering potential and acceleration potential applied by thedeilgctor and
repeller respectively were switched off according toreed delay to allow the
passage of ions through to a detector. The potentials appliedddhbgonal
accelerator and reflectron arrangement were controlled usi®jdfR©F-lite

acquisition and control software.

1.2.2.4.5 The vacuum system

The BioTOF Instrument was pumped by two rotary backing pumpshaee t
turbomolecular pumps (Edwards, Crawley, West Sussex, UK)ciéuwna of
1x10° mbar as indicated by an Edwards metal-sealed activeéaveragnetron
gauge and controller was normally achieved in the flight. tAlqjgressure in the
flight tube of no higher than 5xT@mbar was required in order to engage a
pressure interlock fitted to the high-voltage supplies foottieogonal
accelerator and reflectron. The pressure in the source Bidh®©F was
maintained by a backir@8 nt/hr) and turbomolecular pump (250 1)sThe
first conveyor operated at a pressure of roughly 1mbar, whiclsugained by
the backing pump. The second conveyor required a lower pressuch, wds
maintained by the turbomolecular pump. A gate valve wasl fitt¢he source
turbomolecular pump in order that the pressure in the secondmaegion

could be varied. The pressures in the first and second regioasneasured by
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a thermovac and ionivac vacuum gauge (Leybold Gmbh, AlzenamaB&g)

respectively.

1.2.3 Fourier transform ion cyclotron resonance (FTICR) mass alysers

1.2.3.1 Principle of ion cyclotron resonance

The principle of ion cyclotron resonance (ICR)was first usesithieve mass
spectrometric measurements by the omegatron mass spectropetsed in
1951 by Sommer, Thomas, and HippleAn ICR mass spectrometer was later
commercially produced by Varian in 19881t was not until 1974 that Fourier
transform methods were applied to the principle of ICR tecrgdhe technique

Fourier transform ion cyclotron resonance mass spectrofiietry

In Fourier transform mass spectrometry (FTMS), ions aretegaato an ICR
cell, which is located under high vacuum in a very strong niaxgfreld. When
injected the ions experience ion cyclotron resonance whiatsdrism
interactions with the magnetic field. lons are bent inta@utar motion in a
plane perpendicular to the field by the Lorentz or centrifetaé given by the

following equation 1.10:

F =qvB Equation 1.10
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F is the Lorentz force experienced by the ion in the magfielitB; v is the
velocity of the ion and q is the ion’s charge. The trajediway the ion takes is
defined by a balance of the centripetal force with the ifegal force that the

ion experiences, (equations 1.11 and 1.12)

F'=—— Equation 1.11

F=F'=gqB=— Equation 1.12

F' is the centrifugal force, r the radius of thedcapry and m the mass of the
ion. The ions inside the cell are confined by tvapping plates, which have a
low potential applied to them to help prevent itnasn proceeding out of the
cell along the ion optical axis. Two excitationtpleiand two detector plates
complete the ICR cellThe frequency of rotation (cyclotron frequency)oé

ions is related to them/zratio as shown in Equation 1.13.

fo="T—=— Equation 1.13

m_ Equation 1.14
f.2

< |
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fc is the induced cyclotron frequency amds the mass of the ioifhe induced
cyclotron frequency is related to the angular viéyoc ¢) of the ion by a factor
of 2 . The angular velocity therefore depends on the (gfm) B and is
independent of the ion’s velocity. The radius afdctory taken by a given ion

increases proportionally to the velocity as defibgaquation 1.15:

=<

=9gp Equation 1.15
m

Initially the radius of motion is too small to betdcted and so no signal is
observed. An RF pulse is swept across the exaitai@tes in order to excite the
ions into larger radii of rotatioreach individual ion has its own excitation
frequency). Once in a higher orbit, the ions indaoealternating current
between the detector plates. This process isrititesd in figure 1.10he
frequency of this current is the same as the cymdrequency of the ions and
the intensity is proportional to the number of iohke RF pulse can be
considered as exciting all of the ions at the same, and so all of the different
ions (including isotopomers) will induce a diffete@urrent simultaneously.
This results in the measurement of all the ionsne go producing a complex
currentvs.time spectrum containing all the signals calledtthasient or
Fourier induction decay (FID) signal. The transiesin be unravelled by
applying Fourier transform methods producing adegyvs intensity
spectrum, which is then converted to the mass/ehaxrgntensity spectrum

according to equation 1.14.
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Figure 1.10. Schematic of A) a cylindrical FTIC8land B) The ICR process where green
represents ions just entering the cell, red the amthey are excited by an RF pulse and blue the

ions at a stable orbit.
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1.2.3.2 The Bruker Bio APEX - 9.4 T FT-ICR mass spectroater

1.2.3.2.1 Introduction

The Bruker BioAPEX — 94e FT-ICRmass spectrometer used in these studies
(Bruker Daltonics, Billerica USA) consisted of aspavely shielded 9.4 T

central field NBSn superconducting magnet (Magnex Ltd, Yarnton,
Oxfordshire, UK) coupled with a 6 cm diameter,n6 long cylindrical

INFINITY ICR cell *! and interchangeable electrospray and nano-elecaps

ion sources (Analytica, Branford CT USA). Figure$lh and b show
respectively a photograph and general schematlweanstrument, applications

of which have been describ&d*
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Figure 1.11. Photo (a) and schematic (b) of thekBrBioAPEX 9.4 T FT-ICR.
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1.2.3.2.2 Electrospray and Nano-electrospray ionisation souree

The electrospray source consisted of a metal spraglle connected to a
syringe pump to supply a constant flow of sample dé¢sired rate and an inlet
glass-capillary that hosts the first pressure-diffiéial from atmosphere to about
102 Torr. This region at about TOrorr was limited by a skimmer situated
directly after the exit end of the inlet capilla®dn RF hexapole was located
partially after the skimmer in a separate vacuuamdber. The length of the
hexapole extended beyond the hexapole chambentmd third vacuum
chamber kept at a pressure of Ibrr. lons could be trapped and stored in the
hexapole using a trapping potential. The skimmé&zdias one of the trapping
plates and a plate immediately after the hexapoth@second. After a desired
time ions could be ejected from the hexapole ingttansfer optics by applying

an extraction potential.

To swap between sources, the front end of therelgmtay source (including the
metal capillary and syringe pump), was replaceti @inanospray metal coated
glass capillary and holder. A good alignment betweanospray needle and
inlet capillary was found to be a very importartdtéa in achieving good spectra
and so the needle holder had been designed tgusadale in the x,y and z
axis. To help achieve fine alignments a microsasae mounted at a slight
angle above the inlet hole. Due to the close prayiof the nano-electrospray
source to the inlet capillary, a small-aperturéengtas steel cap was placed over
the inlet capillary in order to protect it from &bental damage. Figure 1.12

shows a photograph of the ionisation source wighn&inospray front-end fitted.
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Figure 1.12 Photograph showing the nano-electrgdprasation source.

Sample was loaded into the metal-coated glass e@eidir to securing in the
holder and aligning with the capillary inlet. Oresitioned and grounded, the
spray process from open-ended nanospray emittensgtmade metal-coated
glass needles) would be initiated by applying a&ptil to the inlet capillary
end cap. No other modification to the ESI source weguired. If the sample
was found not to spray easily, a flow of nitrogexs gvould be supplied to the
rear of the glass needle in order to encourageay sphe gas was supplied at a
pressure between 5-10 psi. Commercial nanosprajleseproduced by
Proxeon Biosystems were supplied with sealed tipsreeed to be broken
before use. Once placed in the nanospray holdergédle tip was carefully

broken against the inlet capillary end cap, usimgrhicroscope to aid accuracy.

36



1.2.3.2.3 Transfer optics

Once a sufficient number of ions were accumulatedinvthe trapping
hexapole they would be ejected into a series ofremsfer optics by an
accelerating potential. These transfer optics abdia series of lenses and
deflectors, designed to optimise the ion beam leatantered the ICR cell.
Collimating the ion beam along the instrument’ssaaid preserving the kinetic
energy of the ions is considered to be importaettd the magnetic mirror

effect that the ions encounter before entering@e cell

The magnetic

mirror effect can be explained in the following pimterms: a beam of ions that
is not in line with the field lines created by thd T magnet will experience a
slight deflection according to Fleming’s left hande. This in turn creates a
self-replicating effect where a slight deflecticauses the ions to deflect even
further and eventually be completely repulsed. khias are not in line with the

field lines and have larger kinetic energies trdueher into the field before the

magnetic mirror effect will significantly alter tiidrajectory.

A schematic of the ion transfer optics is showfigare 1.13 The optics consist
of several ring and tube electrodes (PL1, FOCLLB &d FOCL 2) in series
with deflectors (XDFL and YDFL) and electrodes thatlld be used to add an

element of focusing with deflection (PL2 and PL4).
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Figure 1.13. Transfer optics used in the 9.4 T ERi
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1.2.3.2.4 The ICR cell

The INFINITY cell® was a cylindrical geometry ICR cell that consistéa

pair of curved plates used for detection and, otige90 , a second pair was
used to introduce the radio frequency excitatioisgsi Two plates with small
central circular apertures capped either end o€étleduring experiments small
potentials were typically applied to these platesdmplete the trap. To
increase trapping efficiency the cell was equippét the SIDEKICK ion
accumulation systefif. This works by giving the ions in the ICR cell aan
radial velocity, and the resulting magnetron motiefiects the ions from
following an optical axis and so therefore prevehesn from exiting out of

holes in the trapping platé%.

The instrument was controlled using a Silicon Grepindy workstation
running XMASS 5.0.10 (Bruker Daltonics, BilleriddA). Data from the ICR
cell was acquired using a digitiser and then tremestl to the Indy workstation

using a dedicated Ethernet cable.

1.2.3.2.5 The vacuum system

The vacuum system of the 9.4T FT-ICR consistedhiede cryogenic pumps, a
turbomolecular pump and 2 rotary pumps all supphgd&Edwards (Crawley,
West Sussex, UK). As mentioned before, the pressithen the ESI/nano-ESI
source at the capillary-skimmer region was arouh@?®Jorr. A rotary pump,

pumping at 10 L/s maintained this pressure. Thewacchamber containing
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the front end of the hexapole was backed by theesatary pump but to
achieve a pressure of about®IDorr the turbomolecular pump was required
(220 L/s). The first cryogenic (800 L/s) pumped tbgion at the rear of the
hexapole and maintained a pressure of ~Térr. Both the tube containing the
transfer optics and the ICR cell had their own datdid cryogenic pumps,
pumping at 220 L/s and 800 L/s respectively. Thesgure above these pumps

was typically of the order of 10rorr.

A gate valve was located in the ion-transfer opiicdetween the deflectors
and FOCL1-FOCL 2 lens region. This allowed acceshe source region and
transfer optics without having to vent the ICR cAllvacuum valve was also
fitted to the source cryogenic pump in order tospre overloading the charcoal
plates, within the pump, by exposing them to atrhesp. The cryogenic pumps
were periodically baked by wrapping heating cabteiad the exterior of the
pump. This removed the build-up of species on tieaoal plates and restored

their pumping efficiency.
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1.3 lonisation techniques

In order to analyse a sample it must first be fiemesd into the gas phase and
ionised before its mass can be measured by amedéthniques mentioned
above. The development of ionisation techniqueeibaps almost as important
as the development of mass analysis techniqueaubedt has opened the door
to an ever increasing range of subject compouratsctm be analysed using
mass spectrometry. A number of problems have dtiverdevelopment of
ionisation sources since discharge tubes and Den'gpsiectron impact
ionisation were utilised in the first mass specttens. The first and most
important problem is applicability of the ionisatitechnique. A mass
spectrometer is limited in what it can analyse Iwatithe ionisation source can
ionise. The first ionisation techniques such astad@ impact ionisation (El)
and its successor chemical ionisation CWyvere only capable of analysing
volatile low-molecular-mass compounds. A furtheslgem is preserving the
compound through its transfer into the gas phadaanisation. Charging a
sample can create unstable sample ions that magrgméragmentation
processes. While some fragmentation can be uddahé identity of the analyte
is unknown, too much can lead to the molecule-ieakpdisappearing

completely.

The development of “soft” ionisation techniquestsas field desorption
decreased the degree of fragmentation by redubggrmount of energy
conveyed into the analyte. This was coupled witinarease in the range of

compounds that could be ionised. Techniques sueleasospray ionisation

41



and matrix-assisted laser desorption ionisatidarther expanded the range of
compounds that could be analysed. A perfect ioisgtrocess would be able
to preserve a compound from solution into the dese and while “soft”
ionisation techniques will not (unless desired)ssamuch fragmentation,
weakly bound non-covalent complexes that are aftenterest in proteomics
research may not be preserved into the gas pha#igsiway, as the range of

compounds that can be analysed is increased, fystbblems are discovered.

The most recent ionisation source developments asiclesorption electrospray
ionisation (DESI) and direct analysis in real titBART) > “°have raised the
possibility of almost completely eliminating thengale preparation stage in
mass spectrometry. Despite these developmentsrrentipnisation technique

can ionise every class of analyte and yield cossibt good mass spectra.

1.3.1 Field lonisation

Field ionisation (FI) is the process by which atang molecules are ionized
when they are subjected to a high electric fieldegated at a field emitter, and
it can be traced back to the discovery of the fietdmicroscope by Erwin
Muller in 1951* . Muller was working with field emission microsgopnd

made his discovery when he found that if the ptlani the field was reversed
and applied to a metal tip, gaseous atoms intratlinte the vacuum chamber
of the microscope would be ionized. These ions didel repelled away from
the surface of the tip in a direction related t® sarface curvature thus allowing

an image of the tip to be collected. It was notldr#t54 that a field ion
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microscope was adapted so that it could be usad am source for mass

spectrometry?.

Theoretical treatment of the mechanism of fieldzation has been given by
Inghram and Gomé¥, Muller and Bahadut’ and by Becke{* to name but a
few. The theory developed by these authors, iolizdty electron tunnelling,
can be discussed with the aid of the potentialggndiagrams shown in figure
1.14. The diagram uses an ideally smooth metahsaro represent a field
emitter. The potential energy of a valence electifoan atom is drawn as a
function of the distance from this surface with avithout a potential applied to
the emitter. Electrons in the metal surface atediup to the Fermi level ( the
highest occupied energy level). Valence electrérasgaseous atom a distance
x away from the metal surface are assumed to r@site electronic ground
state as shown in figure 1.5a.is the work function of the emitter angd the
ionisation potential of the atom. In the case wtikege is not a strong field
applied to the emitter, the atom’s valence electiam not escape its potential
well.  When a field is applied to the emitter tragntial of a ground state
electron is effectively shifted up relative to tinetal and the potential well
distorted so that at a minimum distance from théase, the energy of the
valence electron differs very little from the Fedmiel of the metal surface
(figure 1.14b). This process is not due to eledtrencitation of the electrof?
rather the ground state is in a sense shifted ur¥his occurs there exists a
probability that the valence electron will quantarachanically tunnel through
the walls of its potential well to the matched Felewel of the emitter, thus

ionising the atom.
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Figure 1.14. Potential energy diagrams showingl@nea electron from an analyte atom in A)

the absence of an electric field and B) the presefa high electric field.

44



Field ionisation is a relatively soft ionizatiorctenique and was therefore an
appealing technique at the time of its developrasrit would provide
complimentary results to the more energeticall\shalectron impact ionization
method*®. The technique suffered from several major disathges: The
sample compound used in FI must be thermally Jelatiough to be
transferred into the gas phase before it is fietdzed and during this process
the sample must be stable enough to withstand tiletetomposition. This
coupled with the problem that the field generatedhe field emitters was not
strong enough to ionize every range of compourslficted the number of
compounds that could be ionized to the low masgaamprovements in field
emitter technology such as changing the emittepesioa introducing emitters
with field-enhancing carbon microstructures (sesptér 3) increased field
strength and therefore the range of compoundscthadd be ionized. It was not
until field desorption was applied to mass specewynin 1969’ that some of

the thermal problems were solved.

1.3.2 Field Desorption

Field lonization is considered to be the precudddield desorption (FD), with
the distinguishing feature that in field desorpt@éhquid sample directly coats
the field emitter. The theoretical treatment ofdidesorption is somewhat more
complicated than that of field ionisation. Sevetiffierent theories have been
put forward to explain the mechanism of field dgsion. There is not one set

mechanism that explains the ionisation and evajporaf every field
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desorption analyte. There are three different detsens of ion production in

field desorption generally discussed.

1.3.2.1 Field-induced electron tunnelling

One model of ionization in field desorption invadva natural theoretical
progression from the method of ionization usedetdfionization electron
tunnelling. The mathematical treatment considesetbller “ and then Gomer
“9 considers atoms on a clean metal surface. Thetmltenergy diagrams as
shown by McKinstry® (reproduced in figure 1.15) show the curve foagom
on the metal surface (atomic) and also the casarfoon on a metal surface

with and without the presence of an external aleé#ld (ionic).

<
<

Figure 1.15. Potential energy diagrams for A) des& atom, B) a surface ion and C) a surface

ion in the presence of a high electric field.

46



The energy required to remove the atom from thiasar the desorption
energy, is given by the depth of the atomic pogntell ( ). The energy
required to ionise an atom already removed fronsthréace is given by the
term Ipnwhere the charge of the ion is given by nq grdslthe nth ionisation
energy. The difference between the zero leveh@fidnic curve and the zero
level of the atomic curve is given by,-n . Applying a positive electric field
(E) causes the ion to experience a repelling farq&). Superimposing the
atomic and ionic curves gives rise to several thffié situations describing
ionization and evaporation. This can be measurégrins of the magnitude of
ionisation energy and the metal's work functidg.-n . Figure 1.16 shows the
potential energy diagrams (McKinstry) of three eliéint cases. Part (a) depicts
the case when the termk,, and n are of a similar magnitude. The difference
is small enough that no intersection between tbm@tand ionic curves takes

place.

Fig 1.16 Parts (b) and (c) both depict the caseevhig,-n is large and the
field causes an intersection between the atomida@md curve. When there is
an intersection, it is expected that ionization cacur™®. Two competing
theories have been put forward to explain the serpief ionization and
evaporation in terms of the magnitude of the feghpplied and distance from the
surface. The image hump mod&shown in (b) describes the case when
intersection occurs in the potential well of thei@curve. The removal of an
electron causes forces to draw the ion into therimt of the metal. The ion
must therefore have enough energy to overcomeump lfimage hump or

schottky saddle) in the ionic curve before evaponatan follow ionisation —
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evaporation is the rate determining step. The sktweory (shown by part c)
called the intersection mod&lassumes that intersection occurs past the image
hump of the ionic curve. Forces acting on a newtyied ion will repel it from

the metal surface and so desorption immediatelgvi@ ionisation. In this case
overcoming the ionisation energy is the rate deit@ng step of the process.
McKinstry presents in his paper arguments as tavgah model should be

used.

>

Sl NF
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Figure 1.16. Three possible evaporation models Sijple ionic bounding, (B) evaporation
over the image hump after transition from the atotaiionic state and (C) ionization

followed by immediate evaporation.
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In generalelectron tunnelling will produce ions of the fon{™ and upon
subsequent reaction their protonated equivaleritisoAgh in theory multiply
charged ions can be produced according to the aibodels, a postionization
mechanism has been introducétb try and account for the production of more
highly charged ions. In simple terms the model jgtedhat ions that are

accelerated away from the surface can be furtmésed by electron tunnelling.

1.3.2.2 Field-induced extraction: desolvation and ion evaporation

A second mechanism of ion formation and desorptmmsiders the field-
induced extraction of preformed sample ions froir@antaining solutions or
electrolyted?. lonisation is considered to occur via protonatian attachment

in the solution phase. Applying a field to the Fiitter causes the ions to
charge separate: In the case of a positive emitggrative ions would be
attracted towards the emitter surface and be rsada Positive ions on the
other hand are repelled away from the emitter serfand accumulate at the
sample surface. This charge separation causeaithgesto bulge outwards and
form fine protrusions of sample with high surfacevblume ratios. Evaporation
of solvent from these projections can cause thmdtion of a condensed glass-
like phase at the surface layer of the projecti@igare 1.17)°2 It is thought

that the field strength at the tips of these psatms will become high enough to
cause the rearrangement of the ions at the suafatteause extraction of ions
by rupture of intermolecular bonds. Geissmann &aak studied this
desolvation process using optical microscdiipr several analytes. Wong et al

took this one step further and have put forwardhesnatic representation of the
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extraction and desolvation proc&3sThe same authors also postulate that in the
presence of activated emitters the field may kngtenough to cause

extraction without the formation of sample protons.

Condensed region

o0 o0 © Poo
oy b

[Charge neutralisation processes

Figure 1.17. Schematic showing the charge separatithe desolvation model of field

desorption

A model of field-assisted evaporation introduceesplain the field desorption
process shares many similarities with the desawaatethod outlined above. In
ion evaporation, ionisation and desorption are @gaen considered separately.
The theoretical model supposes that ionization kgcby cation attachment,
creating an ion comprising of the original catiow at least one sample
molecule. The evaporation process is envisagedllasvk. The repulsion
between neighbouring cations would normally bedfabce with the attractive

force between neutral molecules that restrainsa@asipn. The application of a
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high potential and heating shifts this balance dysing the interactions
between analyte molecules to weaken while not affg¢he repulsive cation-
cation forces. Due to ascendancy of the repulgiveef an ion (cation, attached
sample molecules and solvation shell) may staoutge out of the surface and
form a protrusion containing the ion. As the repalSorce increases it will
eventually overcome the surface tension of therpsain and the cation and
attached molecule will be expelled. This procesxamined quantitatively and
the mechanism illustrated by Davis etsnd Colburn et af. Figure 1.18
illustrates the model for protuberance growth &s@nted in these papers. The
obvious difference between the field-assisted eratjmm and desolvation
model is the scale of protrusion formed. The foraeals with single-ion
protrusions, while with the latter the protrusi@esitain many ions. It may be
the case that the production of large protrusisrassociated with lower field
strengths and the evaporation from these protrasivay be described by the

field-assisted evaporation modél

desorbed cation and
attached species
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bulk liquid surface
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Figure 1.18. Schematic showing the protuberancettyo field-assisted evaporation.
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1.3.2.3 Thermally induced ionization

Thermal energy plays an important role in the medéfield desorption
mentioned. Experimentally it is hard to achievédfi@esorption mass spectra
without an element of heating. The possibility gfuaely thermal field
desorption process has garnered much debate atrdvarsy. A thermal

PP’ however, some

ionisation mechanism was outlined in 1976 by Halleha
flaws in the experimentation designed to suppastttieory were pointed out
and the mechanism was not generally accepted bypbers. In 1978 the
thermionic emission of metal ions was reported Witle dependence on field
strength at temperatures greater than 809 K a review of mass spectrometry
in 1980%, the authors stated that in their opinions ‘thexkic field is not

merely essential but the dominating factor in RIotter et af® designed
experiments to prove that cationized moleculessaale cations from non-
volatile organic salts could be formed in a “fielesorption process” that was
entirely thermally induced. They were successfyrimducing a number of
thermal desorption spectra and concluded thataleeof thermally induced
mechanisms could not be dismissed. It seems ltkallyfor most compounds of
a large masses there is no role for a thermal nmésrina This would be
particularly true in the case of larger mass mdeswhere the increase in
thermal energy could cause the molecule to unditrgronal degradation. In the

case of low-mass inorganic and organic salts, hewelesorption may be

possible without a dependence on electric fiéld
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1.3.2.4 Discussion of Field Desorption

Identifying which mechanism to adopt to descrilzgven field-desorption (FD)
experiment can be difficult. According to Giessmahi is possible to
differentiate between low-field and high-field pesses. At high fields (>
mY) it is proposed that field ionisation processelstake place and so electron
tunnelling is the appropriate mechanism of ion@atin order to generate the
high fields required for this type of ionisatioretamitter must be activated by
the growth of micro needles (see chaptet@)isation is likely to occur at the
tips of these micro needles. This raises the gbattthe tips of the micro
needles make up a very small percentage of aragéethemitter and so there
must be supply processes in action to provide satopthe tips. The most
probable method of supply appears to be eitherteclgagas-phase proce@sor
a surface-diffusion proces$ At lower field strengths 70- 1¢ V mt it is
thought that the ion- extraction methods of desomnpivould apply. Due to the
lower field strengths required it is possible thiage this kind of desorption
using unactivated emittef& In addition to the strength of field, distinct®n
between the different methods of FD can be achibyddoking at what form
of molecule ion is present in the mass spectrumekample, field ionisation is
the obvious process to form a molecular iofi,Mhile ions of the form [M +
alkali]” are likely to be produced by desolvation and/arégaporation. A table
showing a list of different ions and possible meusims of formation is shown

in appendix 1a

Field desorption (FD) was introduced at a time wakectron impact and

chemical ionization were the prevalent mass-spewtoy ionisation-
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techniqueslt became a key technique in providing mass spewdtric data of
involatile and thermally unstable compounds. Wik technique was perhaps
not as easy to operate as other second-generatibniques such as fast atom
bombardment and secondary ion mass spectrometryashe first ionization
technique really to open the door for the analg§iarger mass biological

sample$® *

Compared to ESI and MALDI, FD has several majoadisntages. FD is not
continuous: emitters must be removed from vacuudhcaated with sample
between runs. This is not only labour intensivedisib a time-consuming
process and so unlike ESI, FD can not be readiplea with high-
performance liquid chromatography for high throymh-analysis. Secondly,
FD has not had as great a success in analysing ciotine much larger proteins
that are now routinely studied with ESI and MALDhis may be due to
currently available emitters not producing thersgtla of field necessary for
ionisation by electron tunnelling. The introductioina liquid-injection field-
desorption technique that delivers a continuous t sample directly to the
emitter has been a good step towards reducingnteeand labour required to
run field desorption experimerfts ¢ The problems associated with applying

FD to larger biological compounds remain unsolemyever.
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1.3.3 Electrospray lonisation

Electrospray ionisation (ESI) appears deceptivelye a very different method
of ionising and transferring sample into the gagsghcompared to FDI.
Malcolm Dole and colleagues first recognised thesgulity of using an
electrospray to create gaseous ions and in théB papef’ he and his
colleagues describe an electrospray techniquetosedise and transfer large
polystyrene molecules intact into the gas phaseale/ghbsequent research has
suggested that their ions were still heavily s@d&t, this experiment provided
the inspiration for John Fenn and colleagues t@ldgvelectrospray into the
technique which is familiar today. Dole et al's wamn electrospray first came
to Fenn et al's attention when they were workinglaneffect of leaks in
vacuum systems and the supersonic jets creatduelfjotv of gas into these
leaks®®. This work enabled Fenn to see a way of impro@oie’s ideas by
introducing a jet of warm gas in the counter digcto the electrospray which
would encourage full desolvation of the subjecsidfenn et al took
electrospray a step further by then interfacingtéobnique with a mass
analyserwhich enabled them to record the first accuratesngpectra as a result
of electrospray® © Fenn and his colleagues went on to use electpgpriook
at peptides and polymers where they observed &meydor electrospray to
produce multiply charged ions. This would become ohthe main facets of
electrospray allowing users of the technique tdyaeamolecules that exceed
the upper limits of their mass analyser for singigrged ions. This work
culminated with the publication in 1989 of the mapsctra of large

biomolecules obtained using electrospray
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In electrospray ionization a liquid sample is pustigough a small metal
needle/capillary held at a high potential by atnhese pressure. The liquid
sample will normally contain the analyte of intéres well as solvent, and for
biological samples possibly aqueous buffer. Thepdamelivered to the tip of
the electrospray capillary will experience a stretegtric field. lonisation of

the sample occurs when charged species such @sédted through the
oxidation of water) or Na K" or CI (that originate from salts) stabilise by
adding onto the sample. The field causes the ctagmple to accumulate at
the liquid suface at the end of the capillary lipghe potential applied to the
needle is positive, it is the positive ions thall accumulate towards the liquid
surface due to charge repulsion. Any negative pyasent in the sample will be
attracted towards the walls of the capillary. Atlpotentials this charge
accumulation causes the liquid meniscus to bulgeands. Slightly larger
potentials can cause the meniscus to adopt a dahiape that reflects a perfect
balance between the electrostatic force createdébgiccumlation of charged
particles and the surface tension of the liquidsTheniscus is normally
referred to as a Taylor cone. If the potentiahis@ased even further, the Taylor
cone will be drawn to a filament and droplet entisdrom this filiment will
occur when the electrostatic foregceeds the surface tension. It is in this
process that similarities with FD can be strongweh — the effect of the strong
electric field on the liquid sample at the tip bétcapillary is reminiscent of the
effect of the strong field generated at the tip&iedfl emitters in field
desorption. A schematic illustrating the effecpotential on the liquid surface

at the tip of an ESI capillary is shown in figura 4
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Figure 1.19. Schematic showing the effect of pa#on the meniscus at the tip of an
electrospray needle. A) The case where therehisreét small or no potential applied. B) What
occurs when a higher potential is applied whereetigea balance between the charge repulsion

and surface tension of the meniscus. C) The orisespray of droplets created when the

potential is increased further.

The fine spray emitted from the Taylor cone is tieged to produce gaseous
ions often with the help of a neutral drying galsefe are two competing
descriptions of how this is achieved. The dropéetstted from the Taylor cone

contain a high density of charged molecules. Evatpur of solvent from the
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initially formed droplets will occur as they tragera pressure gradient towards
the analyser of the mass spectrometer. This evaponaill cause the droplet to
shrink and bring the charges held within closeetbgr. In the charge residue
model (CRM)®’, as evaporation of the droplet continues theraareint at
which the repelling Coulombic force between thergha are large enough to
destabilise and overcome the surface tension hpttlie droplet together. The
point at which a charged droplet becomes unstatkteown as the Rayleigh
limit. Fission of the droplet produces several sematharge-containing droplets.
It is envisaged that the evaporation and fissiatg@ss continue until the ions
are completely desolvatetihe ion evaporation model (IEMj differs from the
CRM in what occurs when the droplet evaporatestedlensity of charge
increases. In the IEM, as the droplet shrinkscthdombic repulsion increases
causing an ion to be ejected from the droplet. dhmurs because the repulsive
force acting on an ion at the droplet edge exct#ezl®n’s adhesion to the
droplet surface. The ejection of the ion will stesei the droplet by temporarily
reducing the electrostatic force counteractingstiméace tension of the droplet.
In this model the solvent from the droplet contmte evaporate causing more
and more ions to be ejected. Which of the two mobtekt describes the ion’s
transition into the gas phase is a point of deliaitit seems likely that both
models may have their place in describing the eleptay process fully. It is
also worth taking note that the formation of thgl®dacone has certain
mechanistic parallels to the ion extraction methafdgeld desorption. The
field-desorption ion evaporation process in paldicgeems near-identical to
how ions are evaporated in the IEM model. Theraraary different reviews

outlining the electrospray proce&%.”> 7
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ESI, like field desorption, is characteristicallysaft” ionization process and so
consequently very little fragmentation is produdeatge as well as small
molecules can be transferred into the gas phasetiabhd weak interactions
from the solution phase can be preserved. The ptaiuof multiply charged
ions has already been mentioned. These charaesupled with a very high
sensitivity (high femtomole to low picomole) ane thbility to couple with
high-pressure liquid chromatography (HPLC) equiptiers driven ESI to

become a crucial tool in the analysis of biologsainples™ "

1.3.4 Nanoelectrospray ionisation

Nanoelectrospray ionization (nanoESI) is a variait the conventional
electrospray ionization technique described abdv&lanoESI operates in the
same way as normal ESI, except on a much smale.sTypical nanoESI tip
apertures range from 1-5n in diameter, with 2 m being the size reported to
give the most reproducible resulfs As a consequence of the smaller needles,
smaller sample flow rates are used. Droplets preddmm a nanospray tip are
often an order of magnitude smaller than those ymwed with ESI. The time
required to desolvate completely the droplets @siced in comparison to ESI,
which allows the nanospray needles to be placedroloser to the capillary or
other inlet of the mass spectrometer. This in tegiuces the number of ions
that hit the counter electrode and surface entrahtke capillary and so using
nanospray a larger percentage of ions are traresinitirough the source.
Nanospray has been found to have a much lower satoplsumption and to be

more sensitive than ESI. These are factors thatimapertant, particularly in
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proteomics where often only small amounts of sammee available’.
NanoESI has also been found to have a higher taleratoward salt
contamination and analyte suppression effects vdoempared to conventional

ESI®,

1.4 Simion 8 ion optic simulations

1.4.1 Introduction

The ability to simulate the behaviour of ions iratic and magnetic fields
under vacuum is very important when constructirggrirmentation for mass
spectrometry. Simulation programs such as SifiBcientific instrument
services, Ringoes, New Jersey, USA) allow an insighb how charged species
would behave in a piece of instrumentation befbi® built and can be used to
guide the development of the piece of instrumemtafiom the initial desigfif.
Complete instruments have been designed and optiniising Simion prior to

fabrication® 83

Simion uses potential arrays to define the geonwdtglectrodes as well as the
potentials both on the electrodes and in the empdige between the electrodes.
A potential array consists of a number of equgbigced grid points (the number
can be defined by the user). Each grid point i;ddfeither as an electrode or
as no electrode. The groups of electrode pointemakthe electrode that the
user wants to simulate and groups of non-electpaites make up the empty

spaces between electrodes. The potentials applieddh electrode are defined
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by the user and the potentials between electragesadculated by Simion by
solving the Laplace equation with the electrodesmga@s boundary conditions.
The solution of the Laplace equation can be thoogint a physical sense as
being similar to the surface of a rubber sheetdiezl between electrodes,
where the height of the electrode correspondsa@kbctrostatic potential. The
behaviour of a marble on this sheet yields a resderapproximation to that of
an ion in an electrostatic field. In a similar w&pmion uses potential energy
surfaces to make the behaviour of ions in an a@stidtic field more intuitive.
Figure 1.20 shows an example of the potential gnsugface of a simple Einzel

lens.

Figure 1.20. Simion 8 simulation showing the pdtrgnergy surface in three dimensions of a
simple Einzel lens. Electrodes 1 and 3 have zetenpial, a voltage of 1500 V is applied to the

second electrode.
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1.4.2 Creation of array and geometry files

There are two approaches a user can take to tdekigroblem of building a
piece of instrumentation with the help of SimioheTirst approach, which is
usually only useful for simple arrays, involves malty filling in the grid points
on a potential array to create the desired eleetsbdicture. This would create a
two-dimensional (2D) array that could be expandegpketding on whether it
had cylindrical or planar geometry. If the arrag tlae former it could be
projected to create a volume of revolution aboutés. In contrast, 2D-planar
geometry assumes that the array itself is one lafyan infinite number of
layers in the z axis. In addition to this, eaghetpf array can be mirrored to
create a symmetrical electrode structure, whiahwadla much smaller array to
be used to model a larger area (cylindrical geoyreatiays already mirror). This
is particularly important when the processing powfeihe computer used to
simulate the instrumentation is taken into accdath point in the array
requires 10 bytes of RAM, so a very small arrayststing of 100 by 100 by
100 would use 10 megabytes of RAM. Large arraysefbes, may require
anything up to several gigabytes of RAM. This &z which unless upgraded
many commercially available computers would noabke to offer, and so if

the design permits, the value of mirroring the yaisaclear.

The second approach, which can be used as a dtarelraethod or in
conjugation with the manual modify method mentioabdve, involves
geometry files. Geometry files are typically usediuilding complex three-

dimensional (3D) geometries and incorporate thagsland cylindrical
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geometries as well as mirroring. A geometry filamsASCII file with a .GEM
extension that uses a 3D solid-geometry modellamgriage to define the
desired electrode array geometry via a seriedl@ordinates and other
instructions. Simion reads the selected geomdgafid constructs the
geometry in a user-defined potential array. An eplanof a geometry file used
to build a simple Einzel lens is shown in Appentlix Simion uses a variety of
different geometry instructions to build the shapa piece of instrumentation
A list of the different instructions can be foumdtihe Simion version 8 user
manual (pages 110- 128). Potentially this wouldwaila designer to build the
entire piece of instrumentation in 3D in the arfagcause of the problems with
available RAM, however, it is sensible to use nmimg where possible. It is
also possible to match two different geometry filmgether in Simion’s
workbench. This allows less complicated areas sifumentation to be
simulated using the minimum array size (mirroriagindrical geometry),
while still maintaining the option to have comptied 3D areas. However, this
is only advisable if the files are matched at adefined grounded area (as
field-free as possible). Due to the change betvdiféerent geometries or unit
sizes, ions may not be simulated accurately ifitte are matched in a region

of high field.

Before a simulation can be conducted, the poteatraly (whether created by
the modify or gem-file method) must be refined.iRiefy uses the potentials of
electrode array points to estimate the potentialkenon-electrode array
points. This is achieved using Simion’s finite di#énce technique to solve the

Laplace equation. In simple terms, Simion usestfeage potential of the
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nearest neighbour points to estimate the poteoitiéach non-electrode point in
the array. The entire array is scanned point-byipamnd the estimated potential
of each non-electrode point is updated using tleesme of its nearest points.
One scan through the array is called an iteramion will continue to scan
through the array (multiple iterations) until theesy comes into an equilibrium
where no point in the array changes by more thaseaset potential. Once this
convergence limit is reached, Simion will haverastions for the potentials at
all non-electrode points. The accuracy of thisnestion depends on several
factors including the convergence limit potentiadlahe number of points in the

array.

A process called fast adjusting is necessary befier@otentials applied to the
electrodes in a refined file can be adjusted. Siniast adjusts by proportional
scaling. Each point in the array is multiplied bgcaling factor related to the
new potential applied to the electrode. Fast aigshust be completed each
time a potential is changed. For simulations iniajvions, an ion definition file
must also be created. This involves defining arfsiomass, charge, starting
kinetic energy, time of birth, starting locationdainitial angle, as well as
defining whether the ion is flown in a group oriwidually. Simion computes
an ions trajectory by assessing how the ion intenaith the potential estimated

for each non-electrode grid point.
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1.4.3 Field and ion trajectory simulations

Simulation packages like Simion are capable ofeachg quite complicated
goals. In terms of this project Simion was usethio main ways to further

development:

Simion was firstly used to simulate the fields gaed at the tips of field
ionisation/desorption field emitters in an effartaid the understanding of what
properties would be desirable to create a stragld.fiThis helped identify the
likely locations of ionisation sites on an emitt8imilar simulations were also
used to compare different arrangements of fieldtensiin order to ascertain
which would be the most suitable for achieving mgssctrometric
measurements. These simulations were conducted geometry files to define
a 2D slice of the emitter. Once refined and fagtrstdd the simulated local
field strengths were recorded at a small potedifédrence away from the tip
(0.1 V). With the exception of difficulties in exading the maximum workable
size of potential array, these simulations werdyfgimple to create as no ions
were required in the simulation. An example of sheulations conducted,

which are discussed in much more detail in chagtes shown in figure 1.21a.

Simion was also put to a more conventional useghato aid the development
of ion transfer optics via ion trajectory simulatso The potential arrays used in
these simulations were also built using geomeleg fihowever, 3D simulations
were required. In order to build the entire setrahsfer optics, both cylindrical

and planar geometries were put into use and in s@ses combined to
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minimise the total size of potential arrays usedc®©refined, the effect of each
electrode could be investigated and the opticsdcbeloptimised to give a
rough idea of the potentials required to yield Bimmated beam and/or
maximum transmission. Simulations of this natureenmnducted at nearly
every stage of instrumentation development tortexstifications and to help
infer what was required to move the design forwam example of an ion

trajectory simulation is shown in figure 1.21b.
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Figure 1.21 Simion 8 simulations showing examplehe simulation conducted in order to a)
model the fields generated by applying a potedigdhe CNTs and b) model the trajectories of

ions through the source and transfer optics.
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1.5 Objectives of the thesis

The development of new mass spectrometry ionisaimhanalysis techniques
continues. For analysis techniques it is desirablee sensitive to very small
amounts of material, produce spectra with high-nesslution over short
periods of time and keep the instrument fairly danpith a small laboratory
footprint. FT-ICR mass spectrometry boasts the dstjlobtainable mass
resolution but also has a fairly slow turn-aroupdesd, requires large amounts
of space and a reasonably high level of competemoperate. The
development of recent instrumentation such as Tbelestron’s orbitra* and
Bruker’'s maXis®® take significant steps towards achieving FTICR:-lik

resolution without its main disadvantages.

For ionisation techniques the goals are variedraation and higher levels of
integration with the mass spectrometer and miarwhit technology has shown
to be desirable with the advent of the robotic ‘oraate”®®. The fundamental
processes behind some of the ionisation techniduoegever, are still not well
understood. New techniques such as D¥&hd DART* enhance the
possibility of using mass spectrometry in placepudilic security to detect
trace samples of dangerous chemicals such as esgdam the clothes and
luggage of the general public. In the laboratorycsisation source that can
softly ionise any class of analyte remains a vesirdble goal. This would open
the door to a very flexible instrument that coudddombined with both gas and

liquid chromatography systems.
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The work in this thesis describes studies of iawrs® instrumentation that aim
to contribute towards some of the goals mentioEn/@ The development of a
continuous-flow field desorption/ionisation soumkich uses arrays of
vertically aligned carbon nanotubes as field emstie discussed and explored.
The structures of the vertically aligned carbonatabes have been
characterised and their properties as field ersittéelectrons investigated. A
source has been constructed potentially to allowsation of samples in both
gas and liquid phases and also theoretically ap& 6f sample. A dual
channelled nanospray emitter is described, whishtima potential to yield
further information on the nanospray process amté&en field-desorption
processes in liquids. It is demonstrated that thed dhannelled emitter makes

possible the study of biological reactions oveast time scale.

1.6 References

Grove, W. RAbstracts of the Papers Communicated to the Rayaks of
London (1843-1854)852 6, 168-169.

Svec, H. Jinternational Journal of Mass Spectrometry and Rymcesses
1985 66, 3-29.

Perrin, JComptes rendus de I'Academie des scieh86§ 121, 1130-1134.
Thomson, J. Philosophical Magazine, 44, 293 (189897, 44, 293.
Thomson, J. Philosophical Magazine Seriesl®07, 13, 561-575.
Thomson, J. Philosophical Magazine Seriesl®1Q 20, 752-767.
Thomson, J. Rays of Positive Electricity and their ApplicatitmChemical
Analysis Longmans, Green and Co. Ltd.: London, 1913.

Aston, F. WPhilosophical Magaziné919 38.

Aston, F. WNature1919 104, 334.

Aston, F. WNature192Q 105, 617-619.

Dempster, A. Physics Revie@w918 11, 316-325.

Dempster, A. Nature1936 138 120.

Parkins, W. EPhysics Todag005 58, 45-51.

Bauer, S. Hlournal of the American Society of Mass Spectron2€01 12,
975-988.

Mattauch, J.; Herzog, Reitschrift fur Physik1934 89, 786-795.
Johnson, E. G.; Nier, A. ®hysics RevieW953 91, 10-17.

69



(17)

(18)

(19)
(20)

(21)
(22)

(23)
(24)

(25)
(26)

(27)
(28)
(29)
(30)
(31)
(32)
(33)
(34)
(35)

(36)
(37)

(38)
(39)
(40)
(41)
(42)
(43)
(44)

(45)

Andersen, U. N.; Colburn, A. W.; Makarov, A.; Raptakis, E. N.; Reynolds,
D. J.; Derrick, P. J.; Davis, S. C.; Hoffman, A; Dhomson, SReview of
Scientific Instrument4.998 69, 1650-1660.

Colburn, A. W.; Giannakopulos, A. E.; Derriék, J.; Von Raumer, M.
European Journal of Mass Spectrome20Q 6, 523-530.

Stephens, W. Physical Review 946 69, 691.

Wiley, W. C.; McLaren, |. HThe Review of Scientific Instrumea855 26,
1150-1157.

Mamyrin, B. A.; Karataev, V. I.; Shmikk, D. MZagulin, V. A.Sov. Phys.
JETP,1973 37. 45

Yefchak, G. E.; Schultz, G. A.; Allison, Jnle, C. G.; Holland, J. Bournal
of the American Society of Mass Spectromd@®9Q 1, 440-447.

Boyle, J. G.; Whitehouse, C. Mnal. Chem1992 64, 2084-2089.

Colburn, A. W.; Giannakopulos, A. E.; Derriék, J.European Journal of
Mass Spectrometr3004 10, 149-154.

Paul, WReview of Modern Physid99Q 62, 531-540.

Colburn, A. W.; Barrow, M. P.; Gill, M. C.; @nnakopulos, A. E.; Derrick, P.
J.Physics Procedi2008 1, 51-60.

Sommer, H.; Thomas, H. A.; Hipple, J.Aysical Review 951, 82, 697-702.
Baldeschwieler, J. [Bciencel 968 159, 263 - 273.

Comisarow, M. B.; Marshall, A. @hemical Physics Lettef974 25, 282-
283.

Palmblad, M.; Hakansson, K.; Hakansson, mgFX.; Cooper, H. J.;
Giannakopulos, A. E.; Green, P. S.; Derrick, EEutopean Journal of Mass
Spectrometr00Q 6, 267-275.

P. Caravatti, M. AOrganic Mass Spectrometiy991 26, 514-518.

Barrow, M. P.; McDonnell, L. A.; Feng, X.; Wi, J.; Derrick, P. JAnal.
Chem.2003 75, 860-866.

Barrow, M. P.; Feng, X.; Wallace, J. |.; Bdiha, O. V.; Taylor, R.; Derrick,
P. J.; Drewello, TChemical Physics Lette2)0Q 330, 267-274.

Hill, T. J.; Lafitte, D.; Wallace, J. |.; Coep H. J.; Tsvetkov, P. O.; Derrick,
P. J.Biochemistry200Q 39, 7284-7290.

Marshall, A. G.; Schweikhard, International Journal of Mass Spectrometry
and lon Processel992 118 37-70.

Caravatti, P.; Patent., U. S., Ed., 1990.; ¥#24,089.

Munson, M. S. B.; Field, F. Hournal of the American Chemical Society
1966 88, 2621-2630.

Karas, M.; Bachmann, D.; Hillenkamp,Analytical Chemistry1985 57,
2935-2939.

Cody, R. B.; Laramee, J. A.; Durst, H.Ahalytical Chemistry2005 77,
2297-2302.

Takats, Z.; Wiseman, J. M.; Gologan, B.; CodksG.Science2004 306,
471-473.

Muller, E. W.Annual Review of Physical Chemisti§67, 18, 35-56.
Inghram, M.; Gomer, Rournal of Chemical Physid®954 22, 1279-1281.
Muller, E. W.; Bahadur, KPhysical Review956 102 624-631.

Beckey, H. DPrinciples of Field lonization and Field Desorptidfass
SpctrometryFirst ed.; Pergamon Press: Oxford, 1977.

Beckey, H. D.; Hey, H.; Heising, H.; Metzingét. G.Advances in Mass
Spectrometrn1 968 4, 817-831.

7C



(46) Beckey, H. DResearch/Developmeh®69 20, 26-29.

(47) Beckey, H. DJournal of Mass Spectrometry and lon Phy4i889 2, 495-
500.

(48) Muller, E. W.Physical Review956 102 618-624.

(49) Gomer, RJournal of Chemical Physid®959 31, 341-345.

(50) Mckinstry, D.Surface Scienc#972 29, 37-59.

(51) Haydock, R.; Kingham, D. Rhysical Review Lettet980, 44, 1520-1523.

(52) Prokai, LField Desorption Mass Spectrometiarcel Dekker INC: New
York, 1990.

(53) Giessmann, U.; Rollgen, F. Witernational Journal of Mass Spectrometry
and lon Physic4981, 38, 267-279.

(54) Wong, S. S.; Giessmann, U.; Karas, M.; RolldgenV.International Journal
of Mass Spectrometry and lon Proces4€84 56, 139-150.

(55) Dauvis, S. C.; Natoli, V.; Neumann, G. M.; Dekt P. J.International Journal
of Mass Spectrometry and lon Processes, 78 (19B8p1987, 78, 17-35.

(56) Colburn, A. W.; Davis, S. C.; Derrick, P.lJovanger, Sweden. 1989; John
Wiley and Sons; 145-155.

(57) Holland, J. F.; Soltmann, B.; Sweeley, CBi@medical Mass Spectromtry
1976 3, 340-345.

(58) Rollgen, F. W.; Giessmann, U.; Heinen, HB&ckey, H. DUltramicroscopy
1979 4, 375-376.

(59) Burlingame, A. L.; Balllie, T. A.; Derrick, B.; Chizhov, O. SAnalytical
Chemistry198Q 52, 214R-258R.

(60) Cotter, R. J.; Yergey, A. [Analytical chemistry1982 53, 1306-1307.

(61) Okuyama, F.; Shen, G. khiternational Journal of Mass Spectrometry and lon
Physics1981, 39, 327-337

(62) Rollgen, F. W.; Giessmann, U.; Heinen, HR&ddy, S. Jinternational
Journal of Mass Spectrometry and lon Phy4i@g7, 24, 235-238.

(63) Winkler, H. U.; Beckey, H. DBiochemical and Biophysical Research
Communicationd972 46, 391-398.

(64) Beckey, H. D.; Schulten, H. Rngewandte Chemie International Edition in
English1975 14, 403-415.

(65) Linden, H. BEuropean Journal of Mass Spectrome2fp4 10, 459-468.

(66) Schaub, T. B.; Linden, H. B.; HendricksonLC.Marshal, A. GRapid
communications in Mass Spectrome2fp4 18, 1641-1644.

(67) Dole, M.; Mack, L. L.; Hines, R. L.; Mobley,.IE.; Ferguson, L. D.; Alice,
M. B. Journal of Chemical Physid€®68 49, 2240-2249.

(68) Fenn, J. Blournal of Biomolecular TechniqueX)02 13, 101-118.

(69) Yamashita, M.; Fenn, J. Bournal of Physical chemist4984 88, 4451-

4459.

(70)  Yamashita, M.; Fenn, J. Bournal of Physical Chemist4984 88, 4671-
4675.

(71) Fenn, J. B.; Mann, M.; Meng, C. K.; Wong, S.Whitehouse, C. MScience
1989 246 64.

(72) Iribarne, J. V.; Thomson, B. A. Chem. Phyd 976 64, 2287-2294.

(73) Rohner, T. C.; Lion, N.; Girault, H. Bhysical Chemistry Chemical Physics
2004 6, 3056 — 3068.

(74) Gaskell, S. Journal of Mass spectromethp97, 32, 677-688.

(75) Yates lll, J. RJournal of mass spectromett99§ 33, 1-19.

(76) Mano, N.; Goto, JAnalytical Science2003 19, 3-14.

71



(77)
(78)

(79)
(80)

(81)
(82)
(83)
(84)

(85)
(86)

Wilm, M. S.; Mann, MInternational Journal of Mass Spe-ctrometry and lon
Processesl 994 136, 167-180.

Zampronio, C. G.; Giannakopulos, A. E.; ZelMr; Bitziou, E.; Macpherson,
J. V.; J., D. PAnalytical Chemistr2004 76, 5172-5179.

Wilm, M.; Mann, M.Analytical Chemistry1996 68, 1-8.

Schmidt, A.; Karas, M.; Dulcks, Journal of the American Society of Mass
Spectrometr003 14, 492-500.

Dahl, D. A.; Delmore, J. E.; Appelhans, A.Review of Scientific
Instruments199Q 61, 607-609.

Austin, D. E.; Cruz, D.; Blain, M. Gournal of the American Society for
Mass Spectrometr3006 17, 430-441.

Sun, W.; May, J. C.; Russell, D. Kternational Journal of Mass
Spectrometry007, 259, 79-86.

Hu, Q.; Noll, R. J.; Li, H.; Makarov, A.; Hamthnc, M.; Cooks, R. Glournal
of Mass Spectromet005 40, 430-443.

Bruker InConference of the British Mass spectrometry Sac¥ityk, 2008.
Kim, S.; Rodgers, R. P.; Blakney, G. T.; Hackkon, C. L.; Marshall, A. G.
Journal of the American Society for Mass Spectromet

2009 20, 263-268.

72



2. A dual-channelled nano-electrospray source for ass

spectrometry

2.1 Introduction.

The development of electrospray ionization (E&Hd nano-electrospray (nano-
ESIY has permitted the study of many biological andbhémical problems
using mass spectrometry. One important exampleeisharacterization of non-
covalent complexes involving proteins or peptideSl and nano-ESI are
capable of releasing a non-covalent complex fremdtive solution state into
the gas phase in the form of multiply charged @mmd has allowed the detection
of complexes for a number of protein-proténd protein-ligand interactions.
Since such interactions are essential for an grdeniction of a cell, their study

is of crucial importance.

Despite the large amount of research concerninga&Inano-ESI,
fundamental details at the molecular level arewet understood. The two
competing theories proposed for the mechanism bER&h explain some ESI
characteristics, but neither accounts for all expental observations. Salient
guestions which remain unanswered are the influehtemperature, pressure
and extraneous substances such as salts and déteee continuation of
research concerning the nature of ESI and nanasE®iportant in order to
allow a greater understanding of the analyte iotevas studied using these
ionisation techniques. In this chapter the fabraraaind testing of nano-

electrospray emitters that have two channels rgntiroughout the length of
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the emitters is described. Such a dual-channeitatter is illustrated in Figure

2.1

Dual-channelled emitters could provide insight itite details of the
electrospray process as well as fundamental infooman physical and
chemical processes occurring within the solutiohg8enspraying. This study
deals with the fabrication of dual-channelled eenéif and evaluation of their
suitability as electrospray emitters. Some of thgabilities of these emitters
have been investigated by spraying two differehitgms one from each

channel.

Figure 2.1. Theta-shaped profile of glass capilléy sketch of the distal end and (b) electron

micrograph of the very tip (c) electron microgragtthe side of the emitter.
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The dual-channelled emitters could be regardedeasrespray-coupled
microfluidic devices® in which the mixing volume has been reduced to.zer
Both channels run the length of a dual-channelfeiter and mixing of the
contents of the two channels would be expectee teestricted to the shared
Taylor cone. Results with vancomycin are presefaethe dual-channelled
emitters. Vancomycin belongs to the glycopeptidmugrof antibiotics, which
are characterised by a macrocyclic backbone wilarsmoieties attached at
various sites. Its usefulness as an antibiotic &ofmoen its ability to inhibit
bacterial biosynthesis by binding to peptidoglyga@cursors terminating in the
sequencel-Ala-d-Alaon the immature cell wall of gram positive bactéfi
Vancomycin is often referred to as the “antibiatidast resort”, because
bacteria have become resistant to so many othgsdrwith reports of
vancomycin resistant strains of bacteria, invesitigehow vancomycin interacts
with cell wall mimics such agi-N-acetyl-I-Lys-d-Ala-d-AlgdKAA) has become

of even greater interest.

Glycopeptide antibiotics such as vancomycin werseolled many years ago to
aggregate in aqueous solutifmNMR-experiments with similar peptidoglycan
antibiotics, ristocetin and eremomycin, showed thair complexes with their
corresponding cell-wall precursor mimics form hygn-bonded dimers!,*?
The hydrogen bond interactions are said to be fdrbeween the ‘back’ faces
of two antibiotic molecules, meaning, the facesdictly involved in ligand
binding. It has been proposed that the dimerizgtiags an important role in
the effectiveness of the antibiotic and thus islioagped in the physiological

mode of action of these antibiotits.
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2.2 Nano-electrospray emitter fabrication.

Dual-channelled nano-ESI emitters (needles) wevdymed in the laboratory
from theta-shaped borosilicate glass capillariagy@iberg GmbH, 1.20 mm
0.D., 0.96 mm. I.D., Prod.No. 1402415) using a oteapillary puller (Sutter
Instrument Co., Model P-2000). The microcapillanjigxr operated by using a
carbon dioxide laser to heat the centre of the dilicate capillary, each end of
the capillary was secured in the instrument arath#d to weights. As the glass
was heated it becomes soft and started to flow.faitee applied by the weights
caused the liquid glass to draw out until a lim&swxeached, at which point the
two ends were separated. The puller would thergdfoyduce two smaller
capillaries each with a fine tip. The theta natwiréhe capillary was preserved

to the tips of nearly all of the capillaries proddc

An optical microscope equipped with a calibratiom §Olympus BH2-HLSH)
with accuracy £0.5 um was used to check the tip. #\ztip diameter of 2 um
per channel was produced very consistently, whiiewthole emitter tip had a
diameter of 4.5 um. The diameter produced couldared depending on the
settings used by the puller. Programs designedouge tip diameters below
4.5 um were found to be less consistent. It is kvodting that a diameter of

2 um has been shown to lead to the most reproduspg#ctra in the analysis of
non-covalent complexes when using conventionalsingannelled nano-ESI

needles?
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A platinum coating was prepared using organometpHint ‘bright platinum’
(PBV00158), diluted with a paint thinner (OIL 00Q5Both were purchased
from Johnson Matthey Noble Metals (Stoke-on-Tréli€). Each emitter was
manually painted using a rotating device and heiateth oven at 600 °C for 30
minutes in order to remove excess solvent. A flbaiowas used to purge the
capillaries while the needles were being paintedgs preventing paint from
blocking the capillary opening. It was necessargecheck each emitter with
the optical microscope to make sure that the emitées not damaged during the

preparation process.

For comparison purposes the noble metal coatingatgasproduced by
sputtering in a magnetron (Moorfield, Knutsford, JKputtering was
performed in two steps. In Step 1, the needles weated with a thin (~15 nm)
titanium layer, while a thicker (~100 nm) gold layeas attached in Step'2.
Both steps were time consuming due to the smallbsuraf emitters that could
be sputtered at the same time. After sputteringnéezlles were ready for use.
The effect of sputtering ensured that the metaiqgas were coated all the way
to the edge and even inside the emitter tip. Taishe seen in a comparison

between the tips of emitters coated using both austlshown in Figure 2.2
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Figure 2.2.Electron micrographs of the tip of thet@ped needle coated using (a) hand-

painted method and (b) magnetron sputtering.
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2.3 Investigation of the performance of the nano-electrospragmitters.

2.3.1 Confocal microscopy

Confocal microscopy was used to investigate whetiedual-channelled
emitters would form an electrospray and if so whethere would be a shared
Taylor cone when samples were loaded down bothneianThe confocal
microscope works in a similar fashion to a fluosrsze microscope, in so far as
a laser is used to excite a sample and the fluenescproduced as the sample
returns to its ground state is observed. The cahfmicroscope differs however
because it allows a defined depth of field to lB»wdd rather than a composite
of the fluorescence produced from all depths. Highsolution is obtained by

removing the blur produced by a composfte.

In order to simulate nanospray conditions in thefecal microscope, a holder
was constructed to allow a hanospray emitter tplaeed close to a counter
electrode. The counter electrode represented thidacg entrance of a normal
source and a variable potential could be appliet ithe Taylor cone(s) and
any mixing between the two channels was imagedjusin dyes (rhodamine B
(red) and fluorescein yellow/green) which fluorase different wavelengths.
Using two lasers to excite independently each dykeasame time, the
fluorescence produced from each channel could betared. Overlapping the
images produced by the lasers gave an image whastided information on

the extent of the mixing.
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Images of an emitter loaded with the two dyes wecerded as the potential
applied to the counter electrode was increase&@V7 The potential
difference between the electrode and emitter cnatde increased further than
750 V due to safety reasons. Figure 2.3 showstlages recorded at potential
differences of a) 0 V and b) 750 V (provided by Matv Gill). The formation

of what was taken to be a Taylor cone was obseatvadootential slightly below
750 V. The image (figure 2.3) suggests that a siiiglylor cone was formed,
although it should be noted that the rounded sbéf®e protuberance is
unusual. Enhancing the image (figure 2.3 c) a yettolour can be seen in the
volume where the dyes would mix. The yellow colaas attributed to the
combination of the fluorescence from the two dyes was taken as a clear

indication of mixing of the two dyes from the twbamnnels.

The results from the confocal microscope suggesiadn a real nano-
electrospray experiment a single Taylor cone wadormed and that mixing
would occur within that shared Taylor cone. Thenaed Taylor cone may
indicate that no electrospray was formed and sangiwithin the Taylor cone
may not have occurred over a short timescale. There a few differences
between the parameters of this approximation are@dlanano-electrospray
experiment. The emitter in a real nano-electrospsaeriment would be closer
to the capillary entrance and the emitter wouldefere experience a stronger
field. This difference might explain the rounded/Bba cone observed in the
confocal microscope at a potential difference whiduld produce an

elongated Taylor cone in electrospray experimenta mass spectrometer.
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It seems likely that, if the potential differencethe confocal microscopy could
have been increased beyond 750 V, an elongatedTegthe would have been

observed.

Figure 2.3.Confocal microscope images (provided/lagthew Gill) of a dual channelled
nanospray needle loaded with dyes of different wength fluorescence under a potential

difference of a) 0 V, b) 750 V and c) 750 V (enhetheiew).
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2.3.2 Characterisation of the dual-channelled emitter

Positive nano-ESI FT-ICR was used to investigatethwr viable mass
spectrometric measurements could be made withchainelled emitters
coated by the hand-painting procedure. A solutioveacomycin (Sigma
chemical co.) was prepared using ammonium acetdterl{0.05 M, pH 5.2)
and shaken mechanically for 1 minute in order tonmwte dissolution.
Nanospray emitters were loaded with approximatélyllof sample solution
using a GELoader pipette tip (Eppendorf AG, Hamhurgall experiments, the
emitter was positioned at a distance of 2 mm frobendounter electrode, and a
voltage of between —400 to —900 V was applied wihiéeneedle was grounded.
Carbon dioxide was used as a backing gas at 10lpsicapillary-exit voltage,
the offset, the residence time in the hexapolg &hd the ion injection time in
the cell (4400 us) were maintained constant throughrhe ion source was
operated without desolvation gas at a temperatu2® 6C. Spectra were

acquired as a sum of 64 scans, and each scan gvzedi to 512 K data points.

Figures 2.4(a) and (b) show mass spectra recordbacawdual-channelled
emitter and a conventional emitter purchased froox&on (Odense, DK),
respectively. Mass spectra were obtained with dhahnelled emitters when
one side was loaded with vancomycin solution. Theas little difference in the
mass spectra regardless of whether the vancomglitia was sprayed from
both or just one channel. Comparing the two speaatfagure 2.4 there are no
significant differences. It is concluded that daa&nnelled emitters are well

suited for producing electrospray.
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Figure 2.4. Mass spectra of vancomycin [V] = 1880l/L for (a) a hand-painted dual-

channelled emitter (one side loaded) and (b) aeatonal single-channelled emitter.
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The characteristics of dual-channelled emitterdezby magnetron sputtering
were similar. A spectrum obtained using identicatiument parameters as
above but with a fresh 135n solution of vancomycin is shown in Figure 2.5.
However, in this case, slightly lower voltages lba tounter electrode~-300 to -
500 V were necessary in order to produce a stabdbtrespray. It was assumed
that lower voltages were required because sputtaretiers were coated to the

very tip of the emitter.
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Figure 2.5. Mass spectra of vancomycin [V] = ¥8Bol/L using a sputtered dual-channelled

emitter (one side loaded)
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When compared with a hand-painted needle the spappear differed, in
particular at the low-mass range and in the redatitensities of the major
peaks. These differences were attributed to:

the lower voltage used with the sputtered needles,

different Taylor cone formation due to the sputtiemgetal coating at

the end of the emitter.
Aside from these differences, sputtering of thel@obetal coating provided no
noticeable improvement in the mass spectrometriopeance. Considering
the times required to produce the coated emittensg-painted emitters were

used to investigate further the characteristighefdual-channelled emitters.

The performance achieved with nano-electrospraytersj whether
commercially bought or home-made, was not reprddecCommercially
bought nano-electrospray emitters were found sonestito have high levels of
salt contaminate and when these faulty emittere weed for to form an
electrospray the contamination could be such tietiass spectrometric
measurements were rendered useless. Very higls lef/edproducibility were
not always guaranteed with uncontaminated or ‘goadlio-electrospray
emitters: Experiments conducted using the sameumsintal parameters but
with different emitters could yield slightly diffent peak intensities. This was
found to be true also of dual channelled emittiéiis. possible that differences
in Taylor cone formation may be responsible forrsditferences. It was that
there was not any significant difference found lestw spraying down one

channel as compared to spraying down both channels.
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The durability of dual-channelled nanospray enstigas investigated. A
solution of vancomycin prepared as above was loadedn emitter and using
the same needle parameters sprayed into the FBZRefilling the needle
when the loaded sample ran out, it was possibledord mass spectrometric
measurements with the same needle over large gavidtne. Figure 2.6
compares the mass spectra recorded every 30 mionges period of 1.5
hours. As can be seen a stable signal was achieveg to 1.5 hours. A signal
could be achieved beyond this limit, however, iswat envisaged that a
nanospray measurements would require longer tfahdlurs to complete and
so the experiment was curtailed. Over the timeesoathe experiment there
was little variation among the relative intensitiggpeaks in each spectrum.
There was a slight drop in absolute intensity asetkperiments progressed.
Note that the ion injection time into the cell usedthe durability experiment
was slightly larger than previous experiments (4@88Pand so ions of larger

m/z were more prominent in the mass spectra.
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Figure 2.6. Mass spectra of vancomycin [V] = 1850l/L recorded at 30 minute intervals

using the same dual-channeled emitter.
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2.3.3 Mixing experiments

The dual-channelled emitters were designed witteipectation that different
samples loaded down the two channels would mixshaaed Taylor cone. The
study of their reaction kinetics over a short tinas might then be accessible.
The above experiments gave insight into some oéthigter’'s properties but
they did not answer questions such as whether iffi@reht samples would
spray at the same time, whether different samplghtrfiorm a shared Taylor
cone or whether two individual cones would eveséen. The interaction
between vancomycin and KAA was investigated udiegdual-channelled

emitters to begin to address these questions

2.3.3.1 Vancomycin —KAA

Vancomycin solution was loaded down one channel,aasolution of KAA
(prepared using the same method as for vancomy@s)oaded down the other
channel of a dual-channelled emitter. The emittas wsed to form an
electrospray using the same experimental condiagnsere used for the first

proof of concept experiment in subchapter 2.3.2.

In the spectrum (Figure 2.7a), a peakni&910.82 can be seen which is
attributed to the vancomycin/KAA complex. This obvsgion strongly suggests
that a shared Taylor cone was formed by the tworméla and that mixing
between samples from the two channels took plattethe cone. Different
species of complex were also seen, such as a vgeoomolecule with two

KAA ligands or a vancomycin dimer with two and dG&A, respectively,
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many in various charge states. Other ion signate a&tributed to fragments of
vancomycin. It is noteworthy, considering the pregu physiological mode of
action of vancomycin, that the intensity of the mer-bound complex far
outweighed that of the dimer-bound complex. Previmass spectrometry
based studies of the vancomycin-KAA bonding howekave also failed to

show the levels of dimerization suggested by theR\dtudies of vancomyciH.
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Figure 2.7. Mass spectra of vancomycin (a) [V] = B&®l/L and [KAA] =
135 nmol/L loaded on either side of a dual-channelledttemand (b) a premixed solution of
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In order to estimate the mixing time, the amounb@iind vancomycin (to the
peptide ligand) was taken from mass spectra aateckto the time required to
form this amount on the basis of the kinetic paetars in the literature

(kon = 3.4 x 10).*® The ratio of bound vancomycin was estimated frben t
relative peak intensities as given by Equation Adlin FTICR the signal
increases linearly with ion charge, the sensitifatythe double-charge state
was considered to be twice that of the single-ahatgte™® To correct for this

influence, the intensities of doubly charged spewiere divided by 2.

I[V+KAA+2H]*

[V +KAA _ 5
[V]O |[V+H]+ I[V+2H]2+ + I[V+H+Na]2+ + I[V+KAA+2H]2*
° 2 2 Equation 6.1
1 1
v 1. VKA VG
t= i [\/]O
o Equation 6.2

Following Equation 6.2 a mixing timé) (of 77 + 20.3 s is calculated. The
initial concentration of vancomycin [Y]n the Taylor cone where mixing
occurred is 67.5 pmol/L. The uncertainty in the imgxtime reflects changes
from one needle to another as their dimensions werabsolutely the same
and the effect of the applied electrospray voltdde effect of vancomycin

dimer on the intensity of free Vancomycin was netgld because of its small
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contribution in these experiments. The possibdityurther mixing in shared
droplets was not accounted for.

Comparing the spectrum from the mixing experimerthe spectrum of a pre-
mixed solution prepared four hours prior to masscgpmetric measurements
(Figure 2.7 b), the main difference was the draovage of the doubly charged
complex peak [V+KAA+2H]2+. Complex species involgitwo vancomycin
molecules were also more intense. These variatibiméensity were bigger
than the normal variations found when using nanoESlas considered that for
the vancomycin/KAA binding, complete mixing of ttveo solutions was not
achieved in the timescale available in the shasgdoF cone of the dual-

channel emitter.

2.3.3.2 Vancomycin — deuterated vancomycin

The principle of mixing in a shared Taylor cone wested further using a
sample of isotopically normal vancomycin loaded dawe side of a dual-
channeled emitter and a sample of deuterated vayaiordown the other. Mass
spectra were collected on the FTICR as above exbapthe cell injection-
period was 4000s. Deuterated vancomycin (V-Dx) was prepared thnddd
exchange by dissolving normal vancomycin in heaayew and as such did not
have a defined isotopic composition. Despite thdd,fthe mass shift, evident in
Figure 2.8 a/b, was more than sufficient to distisg the two forms of
vancomycin. At least 6 hydrogen atoms had beenamgdd in all cases, the

average being 12 hydrogen atoms. Due to the higgiuton of the FT-ICR
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mass spectrometer, peaks from deuterated vancoragdithose from the non-

deuterated sodium adducts could be assigned unamsty.
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Figure 2.8. Mass spectra of (a) deuterated vanconfyeD,] = 135 /7mol/L down one side of a
dual-channelled emitter and (b) isotopically normehcomycin [V] = 135mmol/L down one
side of a dual-channelled emitter and (c) deutdraéecomycin [\Vd,] = 135/mol/L on the

one side and on the other side isotopically nonaacomycin [V] = 135mol/L of a dual-

channelled emitter
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The dimer region of mass spectra, where non-ddattteas been loaded on one
side and deuterated vancomycin on the other sitleeadual-channelled
emitter, showed an isotopic envelope between tkielepes of normal and
deuterated vancomycin dimer, respectively. Thisetpe could only be caused
by a heterodimer, formed from one molecule of ndwaacomycin and a
second, deuterated vancomycin molecule. To illtestias, the triply-charged
dimer regions with both deuterated and non-dewgdraancomycin are shown
in comparison to spectra with one species onlyuifei@.8). Additionally, the
monosodiated triply-charged dimer species shovsdmee envelope shape as
the triply protonated ones which is another evigesfcmixing in the Taylor
cone. No mass spectrum with the theoretical intgmatio of 1 : 2 : 1 (light
homodimer : heterodimer : heavy homodimer) wasionbth which was
attributed to spraying discrimination, i.e. onemal was spraying more than

the other.

While for the main part, the mixing effect descdtaove was reproducible, in
certain experiments some cases extreme channehdisation was observed.
In this event no hetero dimer was observed anereitie vancomycin or the
heavily deuterated vancomycin was absent fromgleetsum. For example
Figure 2.9 shows the mass spectrum obtained usi@guch needle with a

heavy channel imbalance.
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Figure 2.9. Mass spectra of (a) isotopically noreaicomycin [V] on one side = 13#nol/L,
(b) deuterated vancomycin {,] = 135 nmol/L on the one side and on the other side
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deuterated vancomycin [3,] = 135 mmol/L down one side of a dual-channelled emitter.
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The spectrum (figure 2.9b) shows a broad distrilbuaf what appears to be
deuterated vancomycin, however, on average onht égdrogens had been
exchanged for deuteriums which was considerablgtdivan with deuterated
vancomycin alone (figure 2.9c). This shows furtheidence of mixing in a
shared Taylor cone even when the supply from oaerél of the dual

channeled emitter was severely limited.

2.4 Conclusion

Nano-ESI FT-ICR experiments with theta-shaped dhahknelled emitters
established their suitability as electrospray esrsttMass spectra of a single
solution were reproducible and similar to mass speasbtained with
conventional single-channelled nano-ESI emittensig experiments where
each of the channels of a dual-channelled emitéex lmaded with a different
solution showed that mixing took place. In expentsevith vancomycin and
diacetyl-lI-Lys-d-Ala-d-Ala a 1:1 complex was formekhe conclusion drawn is
that the complex was formed as a result of mixmthe Taylor cone. From the
results of these experiments it was possible touéate a mixing time which
was of the order of several tens of microseconggements with vancomycin
and deuterated vancomycin provided further eviderficeixing through

formation of a heterodimer when spraying in duasatelled emitters.

The experiments that have been carried out herevallve vancomycin and it

would be of interest to investigate other systesisgithe emitters. The emitter

fabrication process was fairly simple and flexiated it might be possible to

96



fabricate capillaries with further channels. Furtbieannels might complicate
the sample-loading process. The concept of tworgdlarcombined in a single
nano-ESI emitter looks very promising in relatiorstudying liquid interactions

occurring on fast time-scales.
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3. Carbon nanotubes as field emitters

3.1 Introduction

An aim of this study was to investigate how arrafysarbon nanotubes could
be used as field emitters which would enhance pipdicability of mass
spectrometry. Examples of field emitters are disedshere. Of particular
relevance to this project is the multipoint ion mudeveloped by Aberth et’al
This multipoint source (Fig 3.1) consisted of thenugs of 40 m tall cone
shaped metal tips with a typical tip radius of @are of 1x1G pm on a 2 mm
area of gold-plated copper grid. The multipointrseuallowed a flow of

gaseous sample to be fed between the tips.

Figure 3.1 Scanning electron micrograph of a seatf the multipoint emitter of Aberth et‘al

2
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Compared to the tips in the multipoint source, oarbanotubes should be
superior field emitters. The carbon nanotubes uséuis study had smaller
radii of curvature (on average 3.5%1m), could be grown to chosen and
longer lengths and retained a more uniform thickradsng the length of a
protrusion. In combination, these factors shoulémihat a nanotube would
produce a higher field when compared to a singleezhaped tip. It has been
shown that nanotubes have favourable electron @misbaracteristics (15
mA/cn? at an applied field of 14 ) . The field ionization of helium has
also been reporteéd lonisation of helium has typically not been pbsiwith

the types of emitters used to date in field iomgamass spectrometry.

Improving the field that can be generated by arttemis perhaps only half the
battle in terms of bringing field desorption backma par with the current
ionisation techniques of ESI and MALDI. FD will lagpoor choice, whilst it is
necessary to go through the time-consuming stepsnodving an emitter from
vacuum in order to apply a sample. This problembssesn tackled with
conventional field emitters, in the LIFDI ion soarmtroduced by H. B. Linden
®© An aim of the present study was to develop a me&gontinuously
supplying sample to the nanotubes. An analyte waetloaded into a syringe
pump and fed directly to the nanotubes via holékedrthrough the substrate.
This would happen without the need to remove angtifiom vacuum. This
aspect of the study is discussed in much moreldetelnapter 5. It is worth
noting that a continuous method of sample supplylvopen up possibilities

for high-throughput applications.
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3.2 Conventional field emitters

3.2.1 Overview

Field ionisation (FI) emitters have been througmynstages of development. In
the early years, close ties existed with FI micopscand thin metal tips (tip
radius of 1 pm) were used as field emitters fohkethniqued. A natural
progression from the single-tip emitter was to coratseveral of these wire tips
together to make a bundle or multi-tip emitter.sThad the advantage of

increasing the ion-emission area of the emitter.

Types of emitters developed slightly later werdsfaiazor blades and thin wires
89 The use of foils and razor blades proved to bee robust solution
compared to the first platinum-wire emitters, whieére fragile and prone to
rupture when handled. This advantage became |es&rg with the

introduction of emitter-activation processes whbieker more robust tungsten
wires could be used to produce even stronger fidlds base field strength of
these FI emitters prior to activation was insuéittito be really useful for mass
spectrometry. The emitter could be ‘activated’ g growth of micro-needles

on the emitter surface, which enhanced the fielshgth.

The high-temperature activation process as desthipdeckey’ was the most
widely used method of activation. In this activatjgrocess a 10 um tungsten
wire was spot welded to two supports spaced 6 mart apd this was inserted

into a vacuum chamber filled with benzonitrile gas pressure of
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approximately 18 Torr. The wire was heated to about 1500 K by iasirg a
heating current passed through the wire. At abBQ0XK an increase in
resistance and voltage across the wire would bereed, which corresponded
to an exothermic chemical reaction between thestiemyand benzonitrile.
When a high potential was applied to the wire, @Dum long needle-like
structures grew on the wire over a period of 7 -hddrs (Fig 3.2). Other
significant methods of activation and improvemedrase since been developed

by Derrick et al* and Linden et af.

Figure 3.2 Scanning electron microscope image @fcéivated tungsten wire obtained using a

ZEISS SUPRA 55VP-23-99.
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3.2.2 TEM interrogation of field-emitter carbon dendrites

The composition and structure of micro needleseftype shown in figure 3.2
was not known initially. Field ion microscopy usedprobe the surface of the
micro needles indicated a layered structure sindlahat of graphitéB. Ajeian

et al*

concluded from electron microscopy that the stmectorresponded to a
concentric layering of graphite-like domains arotimel axes of the micro
needles. They found using electron diffraction thatlattice spacings of the

1> used

micro needles matched that found for graphite & 3Berrick et a
auger spectroscopy, X-ray diffraction and electroaroscopy to study the
micro needles. They concluded that the needles emmposed solely of
carbon. X-ray diffraction of the micro needles gidl two lattice spacings 3.44
and 2.36 A, which they could not immediately idgnénd so, in contrast to the

previous reports, they concluded that the strucita® not that of graphite but

instead a more ordered form of pyrolytic carbon.

A boom in carbon-based nanotechnology has taker giace these studies
were conducted, and as a result, the exact nattine carbon micro needles
may be easier to identify. The lattice spacingsarhe established carbon

nanostructures are given in Table 3.1.
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Carbon species Multiwalled Diesel soot Carbon Pyrolytic

carbon black carbon
nanotube
Interlayer 3.4-3.9' 3.58-4.087 3.36-3.60"7 3.49-3.62'
spacing (A)
Carbon species Carbon Glass-like  Carbon Graphite
nanoonion carbon nanoloop
Interlayer 3.4% 3.5° 3.7-4.4" 3.35¢
species (A)

Table 3.1 Lattice spacings for carbon nanostrusture

Several carbon structures match the lattice spaxfiBgd4 A found by Derrick

et al, including ordered multi-walled carbon namas. The second weak lattice
spacing of 2.36 A is not evident in any of the ddat structures. Certain
tungsten carbides such as@exhibit a lattice spacing of 2.36 A (Appendix
3a), however, spacings representing the completel@odiffraction file were

not reported. In order to try and determine whetherstructure of the micro
needles was similar to those of established castrostures, high-resolution

TEM was used to probe needles scraped directly &dhin-wire field emitter.

Examination of the TEM images (Figure 3.3) sugg#ssthe structure of the
needles is not uniform. Spherical growths appeahersides of the needles
(Figure 3.3b), these seem to have a more-ordemactste than that of pyrolytic

carbon in the form of carbon black and soot, aless-ordered structure than

104



those of multi-walled fullerenes or nanoonions. Tihe order is disrupted
where the growth attaches to the main body of #ele. Instead of whole
nanoonion-like structures or the multi-walled nénals reported by Nasibulin

et al??

, it seems likely that the growths are highly oedkeproto-stages of the
branching seen throughout the micro needles. Thgas also suggest that
small nanotube-like hollows may exist at the cenfreome of the needles

(Figure 3.3c), however, the total disorder of ttracture is such that these

could not be counted as nanotubes.

In conclusion, the evidence is that carbon micredtes grown on field emitters
have a non-uniform structure that has some arebgbforder, analogous to
other ordered carbon structures, but also aredisofder similar to that found
in pyrolytic carbon. It is possible, that if therpmeters of activation were
changed, more ordered structures and perhaps evetutes might be

produced.
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Figure 3.3 Transmission electron microscope images) A typical branched carbon needle.
B) An example of the structure of the side growtsAn example of the irregular ‘hollows’

found at the centre of some structures.
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3.3 Arrays of carbon nanotubes as field emitters

3.3.1 Overview

It is not surprising that the carbon micro needjesvn to activate field emitters
share some structural similarities with carbon malnes. Perhaps more
surprising is the fact that carbon nanotubes wetédentified before Sumio
lijima’s paper in 19923 A wealth of research into carbon fibers took plac
before the discovery of nanotulféslt is quite possible that nanotubes were
produced but not identified in processes such @setlhised by Smalley, Kroto

and others in the discovery of .

In simple terms, a perfect single-walled carbonobalme can be thought of as a
single graphite sheet rolled into a tube with laafléillerene capping the tube at
either end. Multi-walled carbon nanotubes (MWCN®sist of more than one
rolled sheet capped in a similar way. In termsizé,snanotubes usually have a
diameter of between 1 (single-wall carbon nanot@&&CNTS) and 100 nm
and a length of several hundred nanometers to anfidlimnetres. Their aspect
ratios tend, therefore, to be very high. Nanoturesknown to have remarkable
properties including a tensile strength and Youmgéslulus of 40-50 GPa and
1.25 TPa respectiveR{ 2% both of which far exceed those measured for steel
The observed thermal conductivity of a MWNT is mtivan 3000 W/mK at
room temperature, which is double that observediamond?®. It was,
however, a nanotube’s electrical properties thaterthem particularly

interesting in the context of the aims of this gtud



Single-walled carbon nanotubes have been showxhibieboth metallic and
semi-conducting behaviour, depending on the naestudiructure and chirality.
Considering the graphite sheet, differences irctire arises because there is
more than one way in which the sheet can be rollénl the case of multi-
walled nanotubes, each wall of a multi-walled taba have either a metallic or
a semi-conducting nature. Theoretically, it woudddmssible to have tubes of
each type and some that are mixed. In theory, fali@layers were present in
the multi-walled tube the tube might be expectethke on metallic behaviour,
except that there would be interactions betweee tayers. In the case of
double-layered tubes, Satio eftalculated that interactions between walls
were too weak to affect the electrical propertiea metallic tube. Other
researchi® has indicated that for some double- walled carmmotubes,
interactions can change the nature of the tube @onducting to semi-
conducting. Experiments to determine the natutfd\WCNTs were, until
recently, difficult because only the outside wdltlze tube could be easily
characterised. Methods to connect more than thedmutvall so that each shell
of a MWCNT would contribute to the measured curartying capacity have

since been developetf.

Because of the good electrical-conductance pragectombined with the high
aspect-ratio, electric fields around the tips oflSMre enhanced when
potentials are applied to théfrThe growth of carbon nanotubes on conducting
substrates over a large area is essential for umigédectron-emission required
for most applications of field electron-emissiohelproduction of forest-like

arrays of carbon nanotubes with densities of tad$’® nanotubes/cfwas a
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first step towards fulfilling this requireméftlt is, however, the ability to
pattern arrays of nanotubes, so that the positi@ach vertically aligned
nanotube can be controlled, that has been shoyprothuce arrays with the

most desirable field electron-emission characiesst

The fields generated at the tips of carbon nansthlbee been shown to be
sufficiently high to strip an electron from heliumhich of course is the element
with the highest ionisation enerdyin light of the fact that the field strengths of
currently used activated-wire emitters are notisigfiit to ionise helium, arrays
of carbon nanotubes might prove to be very effediigld emitters for field
desorption/ionisation mass spectrometry. The migihehn field strengths might
facilitate quantum tunnelling of electrons from t@ias and polymers. The
amalgamation of carbon nanotube technology and spesgrometry has
already had some succéssbut the hope was there might be potential to pave
the way for much more significant applications ™13 and field

ionisation/desorption mass spectrometry.

3.3.2 Synthesis of carbon nanotubes

The synthesis of carbon nanotubes has been demtaustrsing at least three
different methods: a) arc discharge between carbds, b) laser ablation of a
carbon substrate and c) chemical vapour depogiGdiD). Of these three
techniques, CVG® including plasma-enhanced chemical vapour depositi

(PECVD) has been used in this study to grow arcéysirbon nanotubes.
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In CVD, a carrier gas such as CO or Argon is useald the transport of a
gaseous carbon feedstock such as ethylene overam substrate treated with a
(normally iron or nickel) catalyst at a temperatareund 750 C. The catalyst is
fundamental to the growth of any carbon nanostrestibeing essential for the
dissociation of the hydrocarbon molecules. Libetat@bon atoms diffuse
through the metal particles and precipitate abhygosite end, hence metal
nanoparticles can often be found incorporatedatithof a nanotube. A
nanotube array produced using this method is @ftete irregular, in that the
nanotubes in the array are not uniform in size. dleetron-emission
characteristics of a vertically aligned CNT arragwn by CVD can also be
quite uneven, and this is generally accepted tdueeto enhanced emission
from tubes that are much longer than the averagghe These tubes stretch out
along the field lines towards the anode and thpgeence a much higher local

field than the rest of the arrd{

3.3.2.1 Dense arrays of vertically aligned carbon nanotubes

For the majority of applications of field electremission, an aligned
homogenous nanotube array is attractivélasma-enhanced chemical vapour
deposition (PECVD) has been used to grow homogenaways of aligned
nanotubes with specific lengths. PECVD differs osiightly from CVD in that
the feedstock gas is introduced with a plasmas s the effect of enhancing
the reaction between feedstock and metal cataliistying lower temperatures
to be employed and offering a degree of control tive nanotube growth.

Morjan et af® have described a PECVD method. Iron catalyst@astiwere
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deposited on a silicon wafer by evaporating a Imoktfilm of iron. Substrates
were attached to a grounded cathode that contaimedter. The film separated
into small iron catalytic islands, once heatedhtgrowth temperature of 700
°C in a low vacuum. After heating, al;/H, feedstock gas was introduced into
the chamber at the same time as a voltage (400a%)applied to the anode. The
height of the nanotube array grown could be colettidby varying the

deposition time. A deposition time of about 30 setgave nanotubes of
length around 5 um, where as a deposition timeahthutes afforded a growth
of up to 170 um. It was reported that for growthds of 5 minutes and above
(corresponding to nanotube lengths of 40 um andebsecondary thorn-like
structures formed at the tips. This is thoughtealbe to the reaction with,C

and GH radicals in the plasma. The growth of secondamnctures on the

longer nanotubes was advantageous, further fidldmrement being observed

as a result.

Iron is not the only metal used as a catalyst i€¥B growth of carbon
nanotubes. Nickel has been put to arguably moeetfe use in this role.
Carpet-like arrays of aligned, wide multi-walledtwan nanotubes (150 nm
outside diameter and 20 um length), which are afsled nanofibers due to
the axial defects observed along the length ofube, have been grown using a
nickel film catalyst’. The method utilised magnetron sputtering to edéin
nickel layer onto a glass substrate. A second gmsseatalyst (NB) was
introduced before the ethylene feedstock gabl{{; at temperatures below 666
°C. It was found that the outside diameter of th' € produced was dependent

on the thickness of the Ni layer used. Plasma regchsing NH for 20 minutes
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prior to acetylene introduction, reduced the di@ngteatly to ~65 nm, and so
NHs; not only has the role of a catalyst but also oéthing agent in this

process.

3.3.2.2 Patterned arrays of vertically aligned carbon nanotubes

Further development of the Ni catalysed methodddetie patterned growth of
freestanding carbon nanotubes, in which a nickedrlaould be photo-
lithographically patterned onto the substrate tonfa design of small nickel
‘nanodots’. CNTs grew only where the catalyst wlasgd and so a patterned
array of CNTs could be growi *2 Merkulov et al [41] have shown that
depending on the size of the nickel nanodot, ergingle or several nanotubes
will grow. This was rationalised by the finding thvéhen the catalyst nanodots
were heated to about 700 C, the dots would splitnto several smaller
droplets and seed the growth of several nanotubess found that for a dot of
size less than 350 nm only one droplet was fornmgidsa only one nanotube

was growrf:,

With this patterned growth, the exact position ate nanotube can be chosen
through the photolithographic patterning. The CNWidth can be kept uniform
by keeping the Ni dots uniform and the height carctdntrolled through the
deposition time. For field electron-emission, ishmeeen shown that the
shielding from closely packed arrays of nanotulsesddverse effects on the
field emission propertie¥. An array in which the individual CNTs are spaced

apart at twice their height has been found to bieleal field emitter.
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3.3.3 Arrays of carbon nanotubes used in field ionisationésorption

experiments

Both densely spaced and the more sparse arrayshic nanotubes were used
in this study. All of the arrays were produced gdine Ni-catalyst based
methods described above, in the Electronic DeacesMaterials Group,

Department of Engineering, University of Cambridge.

3.3.3.1 Arrays of carbon nanotubes used in field ionisatioexperiments

Scanning electron microscopy (SEM) and transmissieatron microscopy
(TEM) were used to examine arrays. Using a Supv@-23-99 scanning
electron microscope, it was determined that thepsasrused primarily as
emitters in the field ionisation experiments cotesisof approximately 3.41x$0
vertically aligned nanotubes per €rithese were considered to be dense arrays
of nanotubes. Figure 3.4 shows typical scanningtele micrographs. The
density was obtained by counting the number of hdres present in a 10 gm
area of an SEM micrograph. The majority of the nabes in these dense arrays
were found to range between 8-15 um in length awe lliameters between 50-
70 nm. Some stunted nanotubes were observed irebrtthe larger tubes. It is
unlikely that these would be helpful for field ef@mn-emission or ionisation due
to the shielding by the surrounding taller tubdse fianotubes appear to be
localised in clumps, suggesting that the nicketdyst particles used in the
growth had split up into smaller nickel particleslahe growth of more than

one nanotube was seeded per original particle. Wassnot necessarily ideal for
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field ionisation experiments, because the tipsoofjgarable-length tubes grown
from the same particle are likely to be in closexpmity with each other and

mutual shielding will reduce the fields generatetha tips.

Figure 3.4 SEM pictures displaying both the side (A) andt@w (B) of the dense array of

vertically aligned carbon nanotubes.
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High-resolution TEM electron microscopy of similanotubes has been used
previously used to show that in some cases nick&bimes totally encapsulated
by the growing nanotub®. Nickel particles, if attached to a nanotube, rhigh
adversely affect the generation of a high fielthattip. In order to establish
whether nickel was still attached to the nanotutiesarray was examined
under the electron microscope using a quadrant-beattering detector
(QBSD) (Appendix 3b). The QBSD collects back-saatieslectrons, the
production of which varies directly with the atormiember of the sample.
Higher atomic-number elements appear brighter kbxarr atomic-number
elements. The QBSD electron micrograph of the nsdbearray showed a
number of bright spots standing out from the dagkexde of the nanotubes.
When this micrograph was compared with a microg@the same area using
a secondary electron (SE2) detector, it could be feat the bright spots were
roughly in line with the tips of the nanotubes. Toaclusion drawn was that

the nickel catalyst was attached to the ends lefaat some of the nanotubes.

Transmission electron microscopy (TEM) was useekamine individual
nanotubes carefully extracted from the nanotubestoiThe axial bamboo-like
defects typical of nanotubes grown using this me:itivere observed. Nickel
particles appeared to be embedded in the end of eamotube, and that each
nickel particle was encapsulated within a thin tagfecarbon (Figure 3.5).
Energy-dispersive X-ray spectroscopy (EDX) was usaghalyse the
encapsulated particles. It was confirmed that Hréigles were composed of
nickel (Appendix 3c). The EDX spectrum also showedes of copper and

silicon. Copper could originate from the grid usednount the nanotubes for
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TEM analysis. The silicon present might be a consage of interactions

between the nickel catalyst and silicon substrate.

Figure 3.5. Transmission electron micrographs showing A) taeboo like structure of the

CNT. B) the encapsulated patrticle.

11€



Later in the study samples of the patterned awméagsarbon nanotubes were
used for field ionisation. These were characterisgdg SEM. The majority of
the nanotubes in these arrays were between 2 pnuib length and had
diameters of about 100 um. The nanotubes were dgiat at roughly twice
their heights with a distance of approximately 5 lpgtween each neighbouring
carbon nanotubes in the array. An average covefiagproximately 6.15x10
vertically aligned nanotubes per tmas obtained by counting nanotubes in a
smaller area as before. SEM micrograph of botrsitie and top of a sample is

shown in Figure 3.6.



Figure 3.6 SEM pictures displaying both the side (A) andv@w (B) of the patterned array of

vertically aligned carbon nanotubes.

11¢€



3.3.3.2 Arrays of Carbon nanotubes used in liquid-injectin experiments.

The arrays of carbon nanotubes used in field désorpxperiments were
distinguished by the presence of arrays of holefiszsissed further in Chapter
5. The holes were drilled prior to the growth of tianotube array, and the
CNTs were expected to grow all the way up to thgesdf the holes. There was
the possibility, however, that strange patterngrofvth might occur near the
holes as a consequence of the changed morphologgxBmple, nanotubes

might grow in the holes themselves.

Scanning electron microscopy (SEM) was used toadearise the two types of
array used in field desorption experiments. Figui'eshows micrographs of a
dense array of carbon nanotubes. The CNTs arentneghbt at the edge of each
hole. In terms of the nanotube growth, there appebe no irregularities near
or in the holes. The rest of the array appeardairto the samples of dense
forest grown in the absence of holes for field saion experiments with a
similar density of covering. The nanotubes in tkask arrays were found to
range between 6 and 10 um in length (taking intmanct that the SEM
micrograph was taken at an angle of 115 degreekhad diameters between
50-70 nm. Some stunted nanotubes could be obsemmxiween the larger

tubes as was found with the previous samples.
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Figure 3.7. SEM micrographs showing (A) a large area of acglpdense array (B) a close-up

of one of the holes and surrounding nanotubes.
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The intention was that an ordered array would bevgrwith one nanotube
placed equidistantly among every 4 holes. Therelaviherefore also be 4
CNTs around every hole. Given a distance of B0between the centres of
adjacent holes in the array, there would be Cbetween the growth sites of
adjacent nanotubes. To maximise fields and minirsigelding, growth time
was set to produce nanotubes approximatelyr80n length. It was found that,
presumably during the process of lithographicalbhag the catalyst layer, the
drops of catalyst had migrated towards the holes. SJEM characterisation of

the emitters revealed arrays much different froeititended design.

The SEM micrographs in figure 3.8 show that theatalmes had grown around
the rim and partially inside most of the holes, le/very little growth was
evident at the sites in between the holesome cases only a single large
nanotube was grown. More often, however, a smaihplwas grown around
each of the holes. The lengths of the nanotubesdraver a large range from
about 3 um up to about 35 um. Typically at least simeable nanotube was
present at the edge of each hole. This behavioupeehaps be attributed to the
holes creating potential wells towards which thialyat particles migrated.
Alternatively, considering the difficulty experiesatin lithographically etching
the catalyst film, it might be that the catalystswet removed from the edges of
the holes. The positions of nanotubes right nekioles would mean that
sample introduced via the holes would necessaai$s glose to the carbon
nanotubes. Having only one tall nanotube at the edg@ach hole might
minimise shielding. There was therefore reasorvaduate these patterned

arrays for field emission.
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Figure 3.8 SEM micrographs showing (A) a large area of acglpordered array (B) a close up

of one of the holes and surrounding nanotubes.
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3.3.4 Field emitter simulations

The fields around the nanotube arrays were sinulilaseng the Simion 8
package. The real scale of the nanotubes was ngbd simulations, so that the
unit size of the simulation array was too coarseepvesent accurately the
curvature of the tip of each individual nanotubs.&\result, the fields quoted do
not represent accurately the field enhancemeridyanotubes, but were
considered to be useful for like-for-like comparisdetween different

arrangements.

3.3.4.1 Dense arrays

The first simulation performed was of a 2D sliceaafense array. Realistic
nanotube separations, lengths and diameters adiéam SEM images were
used. The diameter of the nanotubes were typid@i§20 nm. Given the
computer RAM available, simulating the experimestgaration between
CNTs and the counter electrode was not practioairdier to get around this,
the distance between counter electrode and thageHpplied to the nanotubes
were both scaled down linearly. For the purposeoofiparisons, the field
strengths calculated at a potential difference.b@It from a nanotube were
considered. Figure 3.9 shows an example of theulzdér equipotential
distribution of vertically aligned nanotubes. Fréme calculated field strengths,
several conclusions could be drawn: Taller CNTsicedhe field generated by
smaller surrounding CNTs (shielding) and talleratabes sticking above the

mean are likely sites for ionization.
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Figure 3.9. Simion 8 simulation showing the equéptial distribution for a cross-section slice

of vertically aligned carbon nanotubes

CNTs at the edge of the array would not be expectexperience as much
shielding compared to nanotubes within the bodhefarray. The change in
field strength at a selection of nanotubes asthalfirray was removed was
calculated to simulate how nanotubes near an eulggneed the field. The
results in Table 3.2, show that as larger portwfrthe array were removed an
increase in the field strengths at the remainingph&es was observed. This
was particular marked in the case of nanotube &hwbrovided the strongest
field enhancement in the complete array. Thesdtseisulicated that nanotubes

at the edge of the array enhance the field mooagly due to the reduction in
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shielding when compared to their forest-locked egjeints. This might suggest

that the edge of the forest would be the first @ldmat ionisation would occur.

Field strength x10* (V/mm)
Position on CNTs removed between (mm)
CNT ) Complete
x axis (mm) . 0.017>x< | 0.01>x<
slice X <0.03
0.03 0.03
1 0.00329 5.2 5.3 5.8
2 0.0165 4.4 6.0
3 0.02257 5.0
4 0.02669 31
5 0.03175 7.8 9.4 10.1 11.4
6 0.03796 4.3 4.4 45 4.8
7 0.04452 4.2 4.3 4.3 4.4

Table 3.2. Simulated field strengths illustratihg thange in local field strength when portions

of the CNT array are removed.

3.3.4.2 Patterned arrays

The patterned array of nanotubes was originallygies to minimise shielding
for field emission purposes. Nilsson ef&teported that to minimize shielding
and still maintain a covering, the ideal array ahatubes would consist of an
ordered array with nanotubes separated by a destapaalling twice their
height. Simion was used to simulate the differeéndée field enhancement at
the nanotubes when the distance between nanotudseshanged. The length,
diameter and sharpness of each nanotube was kiépthunAn example of the

simulations calculated equipotential distributiesrshown in Figure 3.10.
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Figure. 3.10. Simion 8 simulation depicting the ipqtential distribution for a patterned array

where each nanotube is separated by a distancétedquree half its length

The calculations showed a decrease in field enima@eewhen the distance
between nanotubes was reduced, as would be expétiiechanotubes were
shielding each other more when brought closer tegdfTable 3.3). This
suggests that, because of the reduced shieldirayray in which the individual
CNTs were spaced apart at twice their height wealgiance fields more
strongly compared to a dense array. The fieldsrgéee at such a patterned
array should be fairly uniform for all of the nanbes over the entire sample.
This might make the patterned array more suite@jpgiication in an ionisation
source, as the ionisation sites would be likelpeanore quantifiable for ion

optical focusing.
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CNT length to Separation | Field strength x10°
separation ratio (m) (V/mm)

1:2 22.00 9.7

1:15 16.50 8.8

11 11.00 7.5

1:0.5 5.50 55

1:0.25 2.75 4.0

1:0.125 1.38 2.9

Table 3.3. Simulated field strengths illustratihg thange in local field strength when the

distance between neighbouring nanotubes is altered.

The length of the nanotube affects its enhancefaetdr. Simulations were
conducted to determine how much of an effect chmanptiie length of a single
nanotube would have on the field strength (Figutd 3 The diameter of the
nanotube was 70 pm. The relationship between nbadéngth and field
strength was linear until the length was reducdavb@& pm, at which point the
field strength decreased more rapidly. The conctudrawn from this
calculation was that shielding from the surfacéhefsubstrate affected the field

enhancement at the shorter nanotubes.
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Figure 3.11 The relationship between the lengthroisolated nanotube and the simulated local

field strength.

The effect of altering the diameter and sharpnéfiseoCNT was also
calculated. The difference in field strengths féore nanotube of a range of
diameters is shown in figure 3.12a. The heighhefrtanotube was 11 um. The
results indicate that field strength increased witineasing aspect ratio (ratio of
height/ diameter). Changing the ‘sharpness’ ofreohibe was achieved by
altering the y parameter of the oval that makethegip of the nanotube,
(normally this is a circle that has a diameter eajaint to that of the nanotube)
while keeping the total height of the nanotubeshime. As expected, the results
showed the field enhancement at the nanotubesasiage with increasing

sharpness (Figure 3.12b).
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3.3.4.3 The effect of introducing holes into the CNT distrate

The array of holes will affect the morphology oétteld generated across the

CNT array. An increase in the field enhancementfeasd for nanotubes at the

edge of an array, and the field enhancement attub@s near the edges of the

holes might also increase. Simulations were cordlitt compare a dense array

of nanotubes with the same array with a 10 micme Hrilled through the

centre. Table 3.4 shows that the CNTs enhancedltetd a larger degree when

the hole was present in the simulation. Figure 3H4@wvs an example of a

calculated equipotential distribution.

Nanotube
number
1

0o N o o B~ WN

position of CNT
in 50 micron
slice (um)
0.79
3.29
16.50
19.42
31.75
35.46
37.96
41.98

Field strength
without hole
x10* (V/mm)

1.7
52
4.4
2.6
7.8
2.6
4.3
4.2

Field strength in presence
of 20 micron hole x10*
(V/mm)

17
5.3
4.9
3.7
8.9
2.8
4.4
4.3

Table 3.4. Calculated field strengths illustratthg change in local field strength when a hole is

present
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Figure 3.13. Equipotential distribution calculateddetermine the effect of introducing holes

into an array of CNTs.

The effect of introducing holes into an orderedpwf nanotubes was slightly
harder to simulate because the holes had a vergffeat on where the
nanotubes grew. The possibility of more than oHe&XdT around each hole
would affect the field enhancement at each nanoaisteefunction of the
proximity. By introducing a hole, a small portiohtbe shielding created by the
substrate would be removed. Simulations were cdeduasing two CNTs 25

m long and 70 nm in diameter, spaced either sigeldf micron hole. These
calculations indicated that there was little diéfiece in the magnitude of the
field enhancement at each nanotube when a holénivaduced into the
simulation. It was likely that if shorter nanotuliesl been considered the effect

would have been more noticeable.
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4. Field lonisation of Gases using Carbon Nanotulse

4.1 Introduction

A simple field ionisation (FI) ion source was desdd and constructed for the
purpose of investigating whether the use of arcdysarbon nanotubes to field

ionise gases was practical.

4.2 The first-generation of field ionisation source.

4.2.1 Design

A field ionisation (FI) source was designed toofitto the support already
installed in the source chamber of the MagTOF umsént. Initially there was
no intention of attempting to transfer ions throdigh instrument to the
magTOF's detectors, and so the magTOF's existing®pere not an
immediate consideration. Under native conditiengacuum of 5x18 Torr
could be achieved in the source chamber using aEthbacking pump (5
m>hr) and a Leybold—Haraeus turbomolecular pump (489. The source

pressure was measured using a cold-cathode ioregaug
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Figure 4.1. Schematic of the first-generation sefscrangement used in field ionisation

experiments)

The source consisted of three circular stainlesststiectrodes arranged in
series as shown in figure 4.1 (The electrodes werge out of non-magnetic
304 grade stainless steel with a thickness of 1.rmimg first electrode was used
as a mount for an 8 mm by 8 mm array of carbon tudnes (manually broken
from the bulk of the CNT sample using a diamongbigh scorer). The array was
stuck directly to the centre of the electrode usirgpnductive silver-lined
epoxy (RS components, Corby, UK). Electrode 2, Whiould act as a counter
electrode to the CNTs, was separated from thediesitrode using three
insulating PEEK spacers arranged in a tripod. plovided a distance of
approximately 300 um between the tips of the CNittae second electrode.
An aperture of diameter 3 mm was present in therskelectrode in order to
allow ions through to a third electrode separated Burther 5 mm. In a typical

experiment, potentials of up to 0.9 kV were apptieeélectrode 1. An
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electrometer (Keithley Instruments, Inc, Clevela@fijo) was connected to
either electrode 2 or 3. If connected to the se@adirode a piece of tin folil
was fixed to the back of the electrode to ensuaettie electrometer would pick
up all of the charged species produced. Gaseouyslsavas introduced into the
source chamber via PTFE tubing that was positidaiely close to the

electrodes. The gas was allowed to flood compleatedysource chamber.

The concentration of sample gas in the source chamber was calcufiaded

the pressure obtained from the ion gauge usinglda gas law (equation 4.1):

RT Equation 4.1

Wheren is the gas concentratioR,is the universal gas constaftis the

absolute temperature (29K in this case), an® is the pressure of the gas. The
pressure P was different from the reading of tinegauge, as the gauge had
varying sensitivities depending on the gas usecbrection was made using

equation 4.2:

pP=- Equation 4.2

Pi (Pa) is the pressure given by the ion gaig€Pa) is the native or
background pressure readimg.is defined as the relative sensitivity of the ion
gauge to a particular gas, which was obtained f#odsers Guide to Vacuum

Technologyby O’Hanlon®. Most of the gases were fed into the source
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directly from a gas cylinder via the feed-througtdain valve (see

chapter 1). In the case of acetone, however, it mexessary to extract
acetone gas from a liquid sample. This requireddfigation process to
remove any air in the sample and container whictolved freezing the

acetone with liquid nitrogen and pumping off anysga the container.

Care had to be taken to ensure that the sourcebsrdon gauge was always
switched off during experiments. If the ion gaugesveft on, false positive

currents could be observed at electrodes withirstiiece chamber.

Field ionisation of gases using nanotubes has aekieved previously by Riley
et af, however, the design described above differs lyréaim the experiment
detailed in the literature. This is particularlyidant when the emitter and how it
was mounted in their experiments was consideresimall array of densely
packed vertically aligned nanotubes of typical tary m and radius of 50 nm
was grown on the blunt end (by CVD of acetyleneaminverted T-piece of
stainless steel wire over a radius of about 20 —80It is very likely that by
growing their array on the tip of a thin wire thétlzors obtained a large field
enhancement that would significantly encouragelfiehisation when

compared to the 8x8 mm array of vertically aligiwadoon nanotubes and
silicon wafer described above. While a large enbarent is desirable, using the
tip of a wire as the mount for the nanotubes retstthe potential for further
adaptation of the field emitter, in particular @mrhs of developing an effective
sample delivery mechanism. Conversely the nanotgtmegn by Riley et al

were likely to be less effective at creating a Highd than the nanotubes used



with the first-generation source. The longer lengftkhe nanotubes used with
the first generation source (over 1fh) coupled with the ability to space the
nanotubes is likely to yield a stronger and mogeil&r field as shown by the
simulations in chapter 3. As a consequence of tt#fFences the experiments
conducted by Riley et al can not be used as prioodracept for the first

generation source.

4.2.2 Results with the first-generation source

4.2.2.1 Field emission experiments

It is documented that arrays of CNTs are very gioeld emitters of electrons,
as was discussed in chapter 3. While field emissi@bviously different from
field ionisation, it is likely that if emitters iahded to be used in field ionisation
experiments were not capable of providing a goeldl femission current of
electrons then they would probably not be veryuidef FI. For this reason
preliminary field emission experiments were condddh which potential was
applied to the counter electrode (electrode 2)thadklectrometer was
connected to electrode 1. This allowed the emissiaiectrons from the CNTs
to be investigated by measuring by the positiveenirat electrode 1. Figure 4.2
shows a typical result obtained. The findings ssgtf&at a current due to field
emission was obtained when the potential differdoreteveen electrodes was
increased to 500 WVhen the potential difference was increased bey@tdV

the current was found to increase sharply.
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Figure 4.2. Plot showing an example of the Fieldssian results obtained at base pressure

Fowler-Nordheim (FN) theory applies to field emissiand was applied to the
results in order to probe the field enhancemenbfamf the array of carbon
nanotubes. FN theory has previously been appli¢gtisrmanor to interpret the
field emission results from carbon-nanotube-baseitkers*. The theory
provides a relationship between the emitted culréi} and the local field at

the emitter surface. The local fidkd can be expressed by equation 4.3

F = gi Egoat4.3

V is the potential differencei. is the inter-electrode distance, ant the

enhancement factor. The enhancement factor is aureeaf the enhancement
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of the field which would exist between the elec&sdh the absence of fine
structure on the surface. The relationship betvierocal field at the CNTs
and the global fieldrq (the electric field between CNTs and counter etetet)

is given by equation 4.4
F =F,9 Equati4.4

According to Fowler-Nordheim theory, the relatiomsbetween applied voltage

and emitted current is given by equation4.5

15 10°, ,V
I:S,—, _2/ 2/eX
F (die) g9 p

04, 644" 10°° £ d,
=) exp( - )
Jf gV

Equation 4.5

WhereS has the dimension of an are&’mnd is the work function of the
CNTs (4.9 + 0.1 eV for carbon-based emitters) order to calculate the
enhancement factor of the CNTs, equation 4.5 caedreanged to give

equation 4.6

)= 5710° 04 644°10°" f*"d_,
In( ! ) InS+|n(ﬁ)- 2Ind,, +2Ing+ 1 _ e 1
V2 f ie —

Jf g v

Equation 4.6

A plot of In(I/\V?) against 1/V has a gradient of (6.44%10%%d)/ from which the
enhancement factor can be calculated knowing thi& fuoiction and the inter-electrode

distance.
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average of 6 sets of data

141



Figure 4.3ashows the Fowler-Nordheim plot derived from theadatfigure

4.2. The enhancement factowas calculated to be 2698. Bonard et al gave a
value of 1800 for a CNT emitter which consisteddiim of irregular carbon
nanotubes grown by CVD values of 1081, 1036 and 776 were calculated
respectively for a patterned, sparse and densg @f@NTs by Teo et al

Five further FN calculations were conducted usiueat field emission
measurements, the average enhancement factorateltditom these and the
original value was 2635 +/- 310. The Fowler Nordh@iot derived from the
average data including the associated error batsown in figure 4.3b. The
degree to which these values vary may be indicativdifferent emission sites
on the array which may come about due to damatjeted by the fields, (the
potential difference between electrodes was setito between experiments so
field emission was initialised in each experimelitis possible that these
variations arise due to a ‘break in period’ as ol by Riley et &, however,
this seems slightly less likely because the ensittegre used for several
experiments prior to these measurements. Alterglgtihe variations may in
part, be due to the comparatively small numberatd ghoints used for each FN

plot.

The enhancement factor of the average verticaliynatl carbon nanotube of

lengthl and radius within the emitter can be calculated using equadid*

09 -1
g=12 25+ 140013 e d - |
r

Equation 4.7
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Assuming the nanotube is 15 pm long and has asadi@5 nm then an
enhancement factor of 277 was arrived, this apprately an order of
magnitude less than the value recorded for theesatray from the field
emission measurements. In agreements with thetsesfuhe field strength
simulations in chapter 3 these results suggesethaision does not occur
uniformly across the array and that the emittingegiwithin the emitter are

likely to have a small diameter and be exceptigralhg.

The local field strength at the emitter can beakted from the average
enhancement factor using equation 4.3. A value BHa.0 +/- 0.72x18 V/m
was arrived at. This matches well with the valuewated by Bonard et ‘a(6
V/nm) for a film of carbon nanotubes and compass®itirably to the field

strength achieved by Riley et al's carbon nanotrhéter (1.7 V/nm).

4.2.2.2 Field ionisation experiments - proof of concept

Characterization of the source for field ionisatimgan by measuring the
current produced with background gas alone in #wium chamber (base
pressure 5xI®Torr). The voltage applied to electrode one wassiased
slowly to a maximum of 1 kV. Acetone was then iduroed into the source so
that the ion gauge reading increased to 5XI6rr, (corresponding to an
acetone concentration of 4.92%x1Mol m®). The experiment was repeated
twice (i.e. further fluxes of the analyte gas). Htssobtained for acetone gas is
shown in Figure 4.4. More ions were produced wihenconcentration of the

analyte was increased.
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emitter) of the first generation FI source for acet Note that an error bar is not included for
the last data point measured with acetone at aecwration of 1.09x1®because in several

cases the measurement exceeded the scale of th®mleter used.

lonization Concentration Global field Average
cas energy (eV) (mol/m3) strength (V/m) Current (nA)
He 24.58 1.37x10 2.5x10 0.3
Ar 15.76 2.10x10 2.5x16 3
Methane 12.62 1.90x10 2.6x16 60
Xe 12.13 1.93x16 2.6x16 42
Acetone 9.6 1.09x10 2.5x16 100
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Table 4 1. Average counter electrode current measfirom 5 sets of data) for a number of

different gasses under field ionisation conditions.

Using the same method, currents were observeddifdrent gases with a
range of ionization energies (see Table 4.1). Usteilar conditions (including
analyte concentrations and field strengths), mame ivere produced for an
analyte with a lower ionization energy. The averagrrent measured for
acetone may not accurately represent the magnitid@ised species produced
in the presence of acetone. This was because itateasound that, when
conducting experiments with the second generatoince, there was a leak in
the connection between the liquid acetone containdrgas line. After this
discovery, the connection was replaced with an awpd swagelok ultra-torr
fitting which was specifically designed to give @og seal with glass. It is hard
to quantify the degree of air impurity introducetbi the sample; however, it is
reasonable to assume that this will have reducedignitude of the current
observed compared to what would have been obséovedire acetone. The
major constituents of air such as nitrogen and erylgave significantly higher
ionisation energies than acetone (14.5 and 13.&spectively compared to 9.6
eV). Measurements were repeated with different $esngf the same dense
CNT array and some variation was observed, dueghigltio different

morphologies of the samples.

The proximity of electrodes 1 to 2 linked by PEF¥asers makes it possible
that the currents (table 4.1) could be due in fgacurrent leaking from
electrode 1 to electrode 2. Such a current woulstpmbably travel across the
surface of the insulator in which case, an estiomais possible using equation

4.8 with the assumption that the surface of thelaisr was clean.
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guation 4.8

@
I
O|—|r|<

sis the surface resistivity of the insulating metle{PEEK has a surface
resistivity of 1x10' se), Vi is the potential difference across the insuldtpis
the length of the insulator, | is the current asribge surface ang; is width of
the insulating material. bs taken to be the sum of the inner and outer
circumferences of the spacer. At a potential défifiee of 1.1 kV a current of 5.2
pA is calculated. This is several orders of magtatlower than the current
recorded at the same potential difference andfitrerd is possible to conclude
that these currents can not be accounted for bgkabe current across the
insulating spacer assuming that the surface ofatmuwas kept clean. When
the wafer of CNTs used in these experiments wadaceg with a blank silicon
wafer of equivalent dimensions, no current coulebgerved regardless of
which gas was introduced. This was also found tthbecase when a sample of

CNTs that previously yielded currents was wipe@uglef CNTs.

The observations indicate that the currents medswithin the source were due
to the presence of the CNTs and that field ionisatising carbon nanotubes
had been achieved. A new generation of source esigried and built in order

to try and realise mass spectrometric analysibeturrents.
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4.3 The Second generation of CNT FI ion source

4.3.1 Design

The design of this second source was directed tiswarhieving mass
spectrometric analysis. Some of the ideas thataass result of work with the
first generation source were incorporated. Dudéoproblems associated with
achieving this goal the design remained fluid withmerous modifications
being made over time. Figures 4.5 and 4.6 showemsely, a schematic of the
design used towards the end of this period of rekeend a photograph of one
incarnation of the source optics removed from thece. A detailed drawing

which includes dimensions is given in Appendix 4A.

A lens system was required in the second-generatarce to focus ions into a
tight ion beam and control the deflection of ioasricrease transmission. The
source chamber slits of the MagTOF were removedidav a much larger

channel through to the linear TOF detector.



Figure 4.5. Schematic of a second source. Electoslas used to measure current at the end of
the lens stack and was removed for experimentdinhthe object was to transfer charge

species beyond the source chamber.
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Figure 4.6. Photograph of source optics used dugsgarch with the second-generation source

The space between electrodes 1 and 2 was incraadezhclosed by an
insulating ring of Teflon PTFE. Analyte gas couklibtroduced into the
enclosed space via a small inlet in the side oPtREE ring. This avoided
flooding the entire vacuum chamber with gas. Copgee was wrapped around
the lower step of the PTFE spacer and placed itacbwith electrode 2, so as
to prevent the surface charging of the spacertilée 1 (where the CNTs were
mounted) was made to be adjustable so that theeigetrode distance could be
controlled easily. In most experiments this wasssathere was a distance
between the CNTs and counter electrode 2 of 1mrma.size of the Si wafer

was initially reduced to 1.5 mm x 1.5 mm, which \gasaller than the aperture

in electrode 2, in order to avoid electric arcirggvireen the CNTs and Electrode
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2. This was subsequently altered when laser micchiang was used to cut

out smaller discs of carbon nanotubes.

A

Figure 4.7. Micrographs recorded using a Zeiss SAUBRVP FEG scanning electron
microscope showing A) an array of nanotubes cutgisiser machining and B) an enlarged
region of the array showing the destruction wrou@hCNTs near the edge of the array by the

machining process.
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Figure 4.7 (A) and (B) show micrographs of a 1Imamukter disc of CNTs cut
using the DP100-1064 Micromachining System, usi@ygwitched NdYAG
laser operating at 355 nm (Oxford Lasers Ltd, Ox#iK). The micrographs
show that the fine structure of the CNTs near titeedge had been destroyed
by the machining process. If it is taken into actdhat these sites were much
harder to image and therefore much poorer emittseems likely that these
cauliflower-like structures consist of amorphougbca. The ring of amorphous
carbon was found to shield the main body of CNT& smwas removed using a

fine blade before introduction into the mass spacéter.

In the second-generation source, the pressureeitisedPTFE ring could not be
read directly by the ion gauge. There was a predditferential between the
main source chamber and the interior of the ringias therefore necessary to
model the flow through the hole in electrode 2 ealtulate the pressure
differencé. This was complicated further because there dierelnt
formulations of fluid dynamics and that which igappriate depends on the
scale of the flow. The Knudsen number, named &ftarish physicist Martin
Knudsen, is useful for deciding which model of dlalynamics to use. Normally
if the Knudsen number is greater than 1, it is appate to use a statistical
mechanics model. This situation arises to whemtban free path of a
molecule is comparable to the scale of the devibe.Knudsen numbég, is

given in equation 4.9

K, = __RT__ Equation 4.9

" J2pd2PN,d
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do is the molecular diameter of the gas (0.63 nnat@tone)P is the pressure
of the gasNa is the Avogadro’s number (6.0221%¥itol™) andd is the
diameter of the aperture in the electrode (3 mhgcétone is considered it is
possible to calculate that the flow would act adody to statistical mechanics
as long as the pressure is no larger than & Ttr. Above this pressure the
calculation became considerably more difficultlds enters a transition region
between the statistical and continuum dynamicsL€K@<1) where neither
describes the situation very accurately. If itgsuamed that for these
experiments the gas flow remained molecular, eqnatil0 can be used to

calculateQ, the flow-rate of gas through the aperture intetete 2,

_ad?
4

Pi'Pb

Q % P - ) Equation 4.10

whereP is the real pressure of the analyte gas insideinigea is the gas
transmission probability of the aperture in eled&r@ (0.75 if it is assumed that
the diameter of the aperture in electrode 2 is 3anohthe thickness of the
electrode is 1 mm), d is the diameter of the aperture in electrode & Mris

the molecular mass of the analyte. As the preseam@e the main source
chamber and the ring were both maintained by threegarbomolecular pump it

is possible to relate them wi@as shown in equation 4.11,

Q=—"-2x5 Equatié.11
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S is the pumping speed of the turbomolecular pus6p (/s for the Edwards
turbo pump fitted on the MagTOF’s source). By comniiy the two equations
definingQ, it is possible to create an equation (4.12) thatle used to

calculate the pressure within the PTFE ring.

/ P-PR .
P=(+ 48; 2M yx1 b Equation 4.12
ad” \ pRT r

Simion 8 software was used extensively during #netbpment of the second-
generation source to model the trajectory of itisugh the source acceleration
and transfer optics. The design shown in figurewaS modelled using the
following assumptions:

1. lons are produced uniformly (in terms of emissie spacing and distance
away from the counter electrode) across a 1 mmeti@naisc of carbon
nanotubes.

2. Anion can be emitted in any direction within a gpherical shell sited at
each emission point.

3. lon-neutral collisions are neglected.

The results (figure 4.8a) suggested that a goozkepéage of the ions emitted

should be transferred through the ion optics argbtoe extent the ion beam

should remain collimated after it exited the sowricamber. This was
particularly true when a smaller diameter bed off&€Mas considered. For
example, if the CNT array was reduced to a dian@t&00nmm, the simulation
could be optimised so that all the ions emittednftbis area would be

transferred and the beam of ions would be nicellyncated (figure 4.8b).
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However, due to the relatively large area of posteimission sites, it is
difficult to design optics and apply set potentihiat will perfectly focus 100%

of the ions produced by the emitters.

To achieve mass analysis by TOF a method of sigittie beam into packets
with a defined starting time would be required. Fimaple solution of pulsing
the potential applied to electrode 3 (normally ugefibcus the ion beam) to
split a continuous beam into packets was explokezlvitch (Behlke power
electronics GmbH, Kronberg, Germany) was placeskguence with the power
supply. A pulse generator connected to the switak used to set how many
times a second the switch would activate and far lomg. In most experiments
the switch was activated 5 times a second for ataur of 1 micro second each
time to create ion packets. An oscilloscope waseoted to the TOF detector

to image any signals from the detector
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Figure 4.8a. Simion 8 simulation of second-genenaiton source (Figure 4.5) showing the
trajectory of ions (in green) emitted from a 1mrardeter wafer of carbon nanotubes. lons with

a red trajectory are emitted from the centre ofdiray over a diameter of 0.5 mm

15t



Figure 4.8b. Simion 8 simulation showing the trageg of ions emitted from a 1mm diameter

wafer optimised to focus and collimate the ionstedifrom the centre of the array over a

diameter of 0.5 mm
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4.3.2 Results with the second generation source

A large number of small modifications were madésource during the
course of experiments. Characterization of the®at each step produced a
large number of experimental results and Simiorukations. These results are

summarised and discussed here.

The current at electrode 3 (figure 4.5) was meabusing acetone gas as the
analyte. Acetone was introduced (normally equivialera concentration of 1.36
x10* mol m® within the PTFE ring) and the potential appliectectrode 1 was
increased until the desired level is reached.imjgortant to note that due to the
larger separation between electrodes 1 and 2 (1limthg second source design
a larger maximum potential was used to reflectralar field as experienced
with the first source. Dependence of current orceairation of the analyte was

observed and the signal scaled with potential addvoe expected.

The lifetime, stability and variation among sampéslense CNT emitters
under field ionization conditions were investigat&€tlere was a difference
between arrays of carbon nanotubes cut to a pbestsize using laser

machining and the arrays manually broken into noifieum pieces.



Current measured at electrode 3 (pA) when a
emitter
Experiment | Wafer potential of 7 kV was applied to the CNT
preparation
date number emitter and acetone at concentration of
method
0.00136 (mol m™) was fed into the source
07/08/2007 1 Manual 85
15/08/2007 2 Manual 180
17/08/2007 3 Manual 240
26/09/2007 4 Laser 550
28/09/2007 4 Laser 350
01/10/2007 5 Laser 340
12/11/2007 5 Laser 250
19/11/2007 6 Laser 850
10/12/2007 6 Laser 950
03/01/2008 7 Laser 570
18/03/2008 7 Laser 400

Table 4.2. Summary of the relationship betweerctiveent recorded at electrode 3 and different

samples of CNT array under comparable FI conditions

Table 4.2 summarises results with different sampled@NT array under the
same FI conditions. The average current was 438mfthe standard deviation
was 273 pA. If only the laser cut emitters werestdered this average
increased to 533 pA with a lower standard deviatibB52 pA. This variation
was not unexpected as each sample of CNTs woulel &alfferent

morphology and might be more or less suitable for F

The lifetime of a given carbon nanotube emitter feamd to be substantial;

over 1 month of continuous use was achieved withaytnoticeable
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degradation. In any experiment, the current prodimyea sample of CNT array
was found to decrease slowly over a period of abautour while maintaining

a constant high potential upon applying the higtepoal, see figure 4.9 (the
power supplies were switched on at least one hooir fp measurements to
avoid any ‘warming up’ issues). This could perhbpsxplained if neutral
acetone molecules were found to condense on thedffers over the hour,

up until an equilibrium point is achieved betwelka acetone in the gaseous and

liquid state.

| —+— Acetone 0.000136 molm*® E1=7.5kV

650 -}
600 \
550 i
500 "\
450
400 A

Pl
350 !
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Current measured at the 3rd electrode (pA)

20 0 20 40 60 8 100 120 140 160 180 200
Time (mins)

Figure 4.9. Graph showing the stability of the esitis from carbon nanotube emitter over time

Measurements with the second-generation sourcecomiducted using samples
of dense forest-like carbon nanotubes and aceldremretically this type of

array might be expected to create lower maximutddiéhan a patterned array
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of carbon nanotubes. A manually cut sample of titeepned CNT array
(discussed in chapter 3) was compared with a saaiplense CNTs under the
same experimental conditions. Figure 4.10 shoesdmparison between the
currents. The ion current was an order of magnitesie with the patterned
array than that with the dense array. This resaff meproducible. The
conclusion drawn is that the fields with the samgildense CNTs are above the
threshold for ionisation. The larger currents &eeresult of a larger surface

area for field ionisation.
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The transmission of the source transfer opticspralsed by measuring the
current at each individual electrode when covergd metal foil. The
difference between the current measured when dwtretle was covered and
uncovered is exemplified in Figure 4.10B. For tbharse shown in figures 4.5
and 4.8 the currents recorded, assuming 5 measnoterecach electrode, are

shown in Table 4.3.

Optic at current obtained | Potential applied to
Maximum
which the using an E3 electrode 3 to
current
measurement | potential of 5.5 achieve maximum
(PA)
was made kV (pA) current (kV)
Electrode 3 N/A N/A 442
YDFL 29 6.25 32
Electrode 5 31 6.25 33
ZDFL 35 55 35
Electrode 6 20 55 20

Table 4.3. Current measured at several stageswiftbioptics of the second-generation source.
A potential difference between CNTs and countectebele of 7.5 kV was used during these

experiments.

There was a sharp decrease in the current measedettrodes after the
cradle, what would seem to contradict the predicatiof the Simion model of
the source. One explanation would be that the ntgjof emission sites were at
the edges of the array, since, the modelling indat#at there would be no

transmission to the end of the lens stack (figuid 4\).
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This train of thought would suggest that smalleliiraf samples of CNTs
would significantly improve transmission. Howevexperiments conducted
with a 0.5 mm diameter array of CNTSs yielded onbnaall improvement. It is
concluded that there were some other factor nefntatto account by the
simulations that was adversely affecting the trassion. It seems likely that
there was a fault in the modelling of the nanotyubesthey were not

represented correctly in the simulations.

Figure 4.11. Simion 8 simulations showing the tajey of ions emitted from the edge (up to
0.1 mm from the edge) of a 1 mm diameter waferaobon nanotubes when an aperture of a) 6

mm and b) 8 mm is present in electrodes 3 and 4
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Experiments were conducted to measure ions airteart TOF detector of the
MagTOF instrument. Using acetone at a concentratidn36x10" molnm® a
maximum of 200 nA was recorded at the linear-TOfecter. The multi
channelled plate detector could have amplifiedstgeal by a factor of as much
as 1x16 and so the observed current of 200 nA could eQ2apA at the
detector. The time required for an ion of acetantavel between electrode 1
and the multiplier was calculated. The kinetic gyef gained by the ions is
given by equation 4.12/ (V) is the potential applied to electrode 1 and the

charge of each ion(C).

7cl'l'l
1

Vq Equation 4.12

The velocity,y (ms?) of an ion can be calculated from equation 4.18meh is

the mass of the ion.
1 )
E, = > mv2 Equation 4.13

The time-of-flight is calculated using equation4.tvhere time is defined by t

(s) and the distance of the TOF region is deterchbyedi (m).
t=— Equatioi4!.

A time-of-flight of 7 s was calculated. Experiments with the parameiry

kV, E3 5.78 kV, YDFL 90 V, MCP -1.8 kV (achievedef tuning for
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maximum ion current) failed to yield any consistsiginal in the 1-25s region

as measured by the oscilloscope. The conclusithratsalthough detected there

was insufficient ions to yield a mass resolvingiaigafter beam modulation.

4.4 Conclusion

The strategy was made to design the FI sourcestmith the BioTOF

instrument. The BioTOF was an orthogonal-accelenatistrument equipped

with a hexapole which would allow the accumulatidrions. The BioTOF also

contained an ion conveyathat was specifically designed to collimate, tfans

and preserve ions.
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5. Direct Introduction of Liquids into the Carbon Nanotube

Source.

5.1 Introduction.

The results of the experiments with the first gatien of carbon-nanotube-
based ion source (Section 4.2) established thbbnaranotubes could be used
to produce charged species from gaseous analffteseTesults suggested
heavily, by way of the different relative current £ach different analyte, that
these charged species were in fact ionised fornttseadinalytes. For reasons

discussed it was not possible to support this emmmh by mass spectrometry.

The second-generation source was designed toyrdutifshortcomings of the
first-generation source and to further the propctvay of incorporating the
capability to supply continuously liquid sampletie carbon-nanotube emitters.
By doing so, a continuous-flow desorption and fielkisation might be

accomplished.
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5.2 Development of the CNT FD ion source.

5.2.1 Design

The existing instrumentation on the BioTOF alloveegreater degree of
freedom for the design of the CNT FD/FI source thad been possible with
the MagTOF. It was relatively straightforward tedesign the entire front of
the BioTOF’s source with optics as desired. In otdébe able to carry out a
field desorption experiment, a pressure no highen the order of xIdmbar
would be required in the emitter region when a damyas being introduced.
The first ion conveyor was designed to operatemeasure in the order of 5
bar. Due to this mis-match, it was decided th& tre second conveyor would

be used in the new design

To keep the new source as simple as possibleatier nanotubes were
positioned such that any ions produced would eéntarediately the second ion
conveyor. Only one pressure region therefore wasired in the source. The
conveyor housing was used as was, but the firstooweyor was removed. A

schematic showing the FD/FI source is shown in feidul.



Figure 5.1 Schematic of the field desorption/figlidisation ion source (adapted with permission

from the mechanical drawing by Dr Alex Colburn).

The CNT emitter was separated from the ion conveya stainless-steel
counter electrode with an aperture of 1 mm diamdieis counter electrode

was 2 mm from entrance electrode of the conveydrlamm from the emitter.
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The emitter was mounted using conductive epoxytc&8ponents, Corby, UK)
on a stainless steel fitting designed to allowoafof liquid to the back of the
wafer via a short 0.5 mm channel, a length of PEHKng (length 0.5 m and
and 1.D of 250 m) and a chromatography fitting (Supelco, BellforiR@,

USA). The rim of the mount was raised slightly teate a shallow recess for

the silicon wafer (Figure 5.2).

Figure 5.2. Photograph of the emitter mount, witlsed carbon-nanotube emitter attached.

The mount was connected to a stainless steel sujgpcreate a probe-like
emitter assembly in a similar fashion to converdldfDI probes. If necessary
the emitter and mount assembly could be removed the source. This would
however require that the entire source was broughod atmospheric pressure.
A number of mounts were constructed to facilitateparation of different

carbon-nanotube emitters for testing.
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The emitter could be heated using RW80 nichroraestance wire (Resistance
Wires Ltd, Glasgow, UK) coiled around the mountmanp in between layers of
insulating glass fibre tape (Farnell, Leeds, UK)eTesistance wire was coiled,
without touching neighbouring coils, enough timegjive a total resistance of 3
ohms. A 12 V power supply would give a heating poafes0 W. A calibrated
thermocouple connected to a PID temperature comtr@arnell, Leeds, UK)
was incorporated into the system and allowed thmpézature to be adjusted
and kept at a constant throughout experiments. €eaiyres of up to 150C
could be reached, but temperatures in the ran@@®fLl20 C were used more

routinely.

It was envisaged that the necessary potentialrdiifee (several kilovolts)
between counter electrode and emitter, would besaed by applying a large
negative potential to the counter electrode ang arsimall positive potential of
the order of about ten volts would be applied ®ehmitter. By drilling a hole
into the end of the mount assembly and connectirg12 V battery it was
possible to float the emitter and the entire as$gmiithe required small

positive bias.

The emitter and mount assembly were aligned wihdh conveyor and the
counter electrode using a block of PEEK. This PEHICk was intended to
isolate the emitter from the rest of the sourceaadnsulation for the
feedthrough bringing the large potential to thenteuelectrode and form
vacuum tight seals between both the emitter mooahttlae cylindrical wall of
the vacuum chamber. Viton O rings (Binneys, Cowentik) and a thin coating

of vacuum grease were used to create the seals.
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A metal plate covered the vacuum side of the insgablock to ensure that
contact with random charged particles would notgbaup its surface. There
was sufficient clearance from the feedthrough &edmount assembly to be
confident that there would be no current leakadpe dounter electrode was
mounted on to the PEEK block using 10 mm long PER#&cers. A gold

MRAC pin was used to connect the counter electtodbe electrical
feedthrough. The feedthrough consisted of a stssrdéeel MRAC pin made to
fit in the insulating block to form an air tightadeA photograph showing the
mount assembly, insulating block, counter electraxle the supporting cylinder

which was part of the vacuum chamber is showngurei 5.3.

Figure 5.3. Photograph of the carbon nanotube endsembly and the supporting cylinder.

A vacuum-tight seal between the supporting cylin@égure 5.1 and figure 5.3)

and the rest of the source vacuum-chamber was migldl@ viton O-ring and
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vacuum grease. Six equidistantly-spaced screwsdeetihe two pieces to
applied pressure to the O-ring. It was necessachéak that the counter
electrode was aligned with the conveyor entranate@ach time the supporting
cylinder was taken out. According to an ionivacwam gauge (Leybold Gmbh,
Alzenau, Germany) the background pressure of theesavas 1x18 mbar,
employing the rotary pumps and the turbomoleculenp and gate valve of the

BioTOF.

5.2.2 Carbon-nanotube emitters: design and production

Significant modifications of the carbon-nanotubetesrs were made so as to
permit a flow of sample (gas or liquid) to be fédough to the foot of the
nanotubes. Regular patterns of holes were drifigte silicon wafers by means
of a micromachining device. This device employ&g-awitched NdYAG laser
operating at 355 nm. (Oxford lasers, UK) to ablaikes in the emitter. Holes
were drilled prior to the growth of the carbon ntuhe array because the heat
generated would destroy the structure of the cartamotubes near the drilled
area (even when drilled from the reverse side)s Tiad been established in

tests made early on in the studies.

In terms of ion optics a small area of active nahes should be advantageous.
For this reason the machined holes were drillediwid square of 540 x 540

m. An array of 100 holes was drilled in rows of teith a separation of
approximately 60 microns between the centre pahesach neighbouring hole.

The laser drilling process produced holes withpeetathe extent of the taper
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depending on the type and thickness of the matdrid holes were drilled
through the 5 cm diameter silicon wafer with a khiess of approximately 250

m. Holes were drilled to a diameter of 2@ on one side of the wafer, on the
other side holes were between a 2 andhGn diameter. It was difficult to make
each hole in an array identical in terms of diamatel shape. Scanning

electron micrographs of both sides of a siliconevaire shown in Figure 5.4.
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Figure 5.4. Micrographs showing A) the array ofdsolrom the drilled side prior to sonication

and B) one of the holes on the side on which CN&rewo be grown.

In order to be able to affix an emitter to the migpieces using silver-lined

epoxy, the diameter of each emitter was larger thararea taken up by the
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holes and CNTs. Each emitter had a diameter of Switinholes and CNTs
located in the middle. Each 5 mm disc was onlyigiyrtcut out of the silicon
wafer using the laser machining device, which adldwnultiple discs to be
handled more easily in the CVD process for grovtlhrggCNTSs. It was possible
to get as many as 18 discs from the 5 cm-diaméiwrswafer. Once a wafer
had been machined, it was placed in methanol (FiSbientific,

Loughborough, UK) and sonicated for 5 minutes iheoito remove the build up
of detritus around each hole. A fine balance wagktbetween cutting out each
emitter disc sufficiently for it to be popped outtwthe minimum of effort, and
keeping making the wafer robust for sonication @wD processing without
discs falling out. Figure 5.5 shows photographa ofachined wafer and of the

tool designed and custom-machined made to popheudiscs more easily.

Carbon nanotubes were grown on the wafer usingnalsenhanced chemical
vapour deposition (PE-CVD) and characterised, asrdeed (chapter 3). Great
care was taken when mounting an emitter to enbaitethe epoxy did not block
any of the drilled holes but did form a seal adl thiay round the 5 mm disc. The
seal was required to preclude setting up altereatutes for the flow of

sample, other than those through the holes inilicers wafer.
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Figure 5.5. Photos showing A) a machined waferBnd tool fabricated to help remove each

emitter disc from the wafer.
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5.2.3 Simulations and flow considerations

Simion 8 software was used to model the trajectarf@ons through the source
and ion conveyor. The geometry of the mount, cauglextrode and ion
conveyor is shown in Figure 5.1. In order to mddelion conveyor collisions
were treated using the hard-sphere HS1 collisiodehavailable from Simion.
The HS1 model is based on the classical kinetiorthef gases. The individual
collisions between ion and gas particles treatdthas spheres are modelled.
The mean free path between collisions, as givetiékinetic theory of

gases, is a function of the known pressure, tenyrereand collisional cross-
sections of colliding particles. Each collisionuks in the transfer of energy
between ion and gas particle as well as deviatioan trajectory which is
plotted in Simion. In general the collisions in tha conveyor energetically
cool ions. More detail and the main assumptionth®MHS1 model are available
on the Simion websiteBy including an HS1 collision model in the ion
conveyor a gas flow perpendicular to the opticéd aould be included. In order
to simulate the difference in gas flow velocityweén the emitter region and
ion conveyor, the HS1 model was applied with appade parameters to the
volume between the emitter and counter electrotde.fdllowing assumptions

were made:

4. lons are produced uniformly at emission si&®ss a 1 mm diameter square
section of carbon nanotubes.
5. To gas flowing through has a velocity onlythe direction of the ion optical

axis both in the counter electrode region andaheconveyor.



6. The gas was assumed to have the mass of mé(haost of the sample
were made up in water/methanol mixes).

7. Any aerodynamic effects that might contribaere not considered.

Figure 5.6 shows the results of the simulation wh#hfollowing parameters.
The emitters, counter electrode, conveyor-entrgtedee, conveyor offset and
conveyor-exit electrode were set with potential2®f0, 20, 10 and 0 V
respectively. The RF frequency and amplitude adglethe conveyor were set
to 600 kHz and 21 V peak-to-peak respectively. fifessure was set at 1x10
mbar in the conveyor region and slightly highetxt0? mbar in the counter-
electrode region. The molecular velocity in thergeu-electrode region and
conveyor region was set to 10 mm per second anch per second

respectively.

The results of this showed that ions entering ¢ineconveyor were transmitted
without loss. The apertures in the counter eleetiantd entrance electrode
constituted restrictions which reduced the ovdralsmission. If the apertures

in these electrodes were made larger more ion tkemsmitted overall.
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Figure 5.6. Calculated trajectories of ions emiftedn a carbon-nanotube emitter through the
counter electrode region (in black) and ion conveggion (in red). Applied potential had been

adjusted to optimise transmission
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The parameters used in the simulation the restilidwh are shown in figure
5.6 were ideal in the sense that they gave optitnansmission. The potentials
used in the experiments were different, in paréical much larger potential
difference between the emitter and counter eleetwas used (at least -2.5 kV)
in practice. The results of a simulation with alist@ counter-electrode
potential are shown in Figure 5.7. One other diifiee was that the molecular
velocity was set at 110 mm per second in both regi®he transmission was
poor. The large negative potential applied to thenter electrode caused
divergence. Upon entering the ion conveyor, the itedd gained too much
energy from the flow of gas and were less effettieenfined by the conveyor
waveforms. A more realistic model would have grdiguaduced the molecular

velocity as the ions moved into the ion conveyor
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Figure 5.7. Calculated trajectories of ions emiftedn a carbon nanotube emitter through the
counter electrode region (in black) and ion conveggion (in red) with a potential of -2.5 kV

on the counter electrode. (Molecular gas velocit§ tnm per second).
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If the first simulations shown (figure 5.6) repretasl a best-case scenario, the
second simulations (figure 5.7) represented a waars¢ scenario. The
complexity of the action of the ion conveyor pretgd more sophisticated
modelling in the time available. The worst-casensti® indicated that over half

the ions found their way into the conveyor.

The flow rate at which liquid would be introduceta the source required
careful consideration. The intention was to usesgiteg\ge pump to maintain a
specific and low flow rate of 6-10 pL and hopefuilpit the amount of sample
on the emitter at any one time. To put this in pecsive, with electrospray
ionisation flow rates of between 60 and 120 pLhmsir were used routinely.
From personal experience, flow rates used with redectrospray were in the
range of 20-30 uL per hour, as calculated frontithe a known volume of
material takes to spraypmpletely from a nanospray needle. Linden et e¢ha
suggested that very small loadings (40 nL) areirequo wet completely an

activated wire emitter without overloading in thelEDI source’.

When a sample was loaded into the syringe pumymstfound that the high
vacuum in the source would “suck” the sample ia atuch higher rate than that
set by the syringe pump. The “pull” from the vacudith not have a constant
effect on the liquid in the syringe, however onrage a 10 pL loading would
empty in 10-15 minutes equates to a flow rate tivben 40-60 pL per hour.

By rearranging the Hagen-Poiseuille [aim Equations 5.1 to 5.2 it was

possible to calculate the theoretical flow ratarQng s™).
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DP = i Equation 5.1
Jo g

Q= DPpr Edgon 5.2
8, '

The Hagen—Poiseuille equations describe slow viscmompressible flow
through a constant circular cross-sectioR.is the pressure differential between
the high vacuum of the source and atmospherejsrcéise very near to 1 bar
(1x1@ Pa). is the dynamic viscosity of the sample, for thB0&0 mix of
water/methanol was assumed which gaueod 1.51x10° Pa s°. L; is the

length of the tubing that the sample travelled tlgig and r is its internal radius

(m).

A value of Q = 4.6x10ul hr' was arrived at and, this value was way beyond
what the experimental data suggested and soikieiy lanother factor was not
considered. This could perhaps be accounted theiferrules used to form
tight seals with the tubing compress the tubingughao form severe

conductance restrictions to the flow of sample.

To reduce the effect of the pressure differentia gain control of the flow,
either the length of the tubing must be increagatsanner diameter decreased.
If the inner diameter were kept constant the catoah showed that to achieve a
flow rate of 10 pl per hour a length of PEEK tubmmger 2280 metres would be
required. Reducing the inner diameter however hadiegh more significant

effect on the flow rate. If the diameter were restito 25 m and the length of
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tubing was 0.5 m, a flow rate of 4.57 pl'twas calculated. A desired starting
rate of 10 pl per hour was arrived at by reducirgléength of 25 m 1.D tubing

to 0.23 meters.

Homemade PEEKSiIl tubing was used to provide theetesmall-bore tubing
because normal PEEK tubing was not available dt augmall inner diameter.
PEEKSil consists of a fused-silica capillary cladight-fitting PEEK tubing.
The PEEKSIl chosen was constructed from 251.D 363 m O.D fused silica
capillary (Polymicro technologies, Phoenix, ArizpttSA ) and PEEK tubing
(Upchurch, Fischer Scientific, Loughborough, Leteeshire, UK). This was
selected as it has an outer diameter suitabld&ofittings used in the source
and an inner diameter that would allow a tightdithe outside of the silica
tubing. The silica tubing in the PEEKSIil was nosasceptible compression as
PEEK tubing, which meant that experimental flovesaivere less likely to be
affected by ferrules. Experiments with the lengtPBEKSil tubing installed
showed that the time required to empty a full 10sptinge was almost exactly
one hour. The flow rate could then be altered elblyereducing/increasing the
length of tubing or by putting the fluid under expressure by increasing the

rate on the syringe pump.
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5.3 Source Characterisation: Experiments Results and Discsisn

5.3.1 Method

The source was intended to be compatible with bgtid and gas phase
samples. Experiments with gases were not straigtdifial using the BioTOF,
because the instrument had a lower mass limit afX@0. Liquid samples were
therefore used to characterise the new source.different types of sample
were chosen for the initial measurements. A 25 Jyohobf vancomycin (Sigma
Chemical co.) was prepared in a 50/50 mix of mathéfischer Chemical co.)
and distilled water. This solution was shaken meaadly for 1 minute in order
to ensure complete dissolution. A second solutfotylene was prepared by

diluting 100 pl of xylene in 1ml of methanol.

In the initial experiments 10 pL of a solution waaded into the syringe pump
and injected into the source at a flow rate of lLpgr hour. The source ion
gauge showed a pressure increase from iriltar up to about 5xItmbar.

The pressure was increased to Ixhbar as was supposed to be optimum for
the ion conveyor by slightly closing the gate vadttached to the source
turbomolecular pump ten minutes prior to injectihg sample. A temperature

of 120 C was set on the PID temperature controller.

The source and instrument electronics were switcimeohe hour before
measurements in order to avoid any ‘warming upiaesswith the power
supplies. The ion conveyor was set to an operdtewiency of 400 kHz for

vancomycin and 550 kHz for xylene. A conveyor anoplé of 20 V peak-to-
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peak was used for both analytes. The entry pladeofeet potentials of the
conveyor were tuned over the range -30 and 30Wayd ensuring that the
entry plate was slightly the more positive. Thetégniwas at a positive
potential between 0-15 V. A negative potential wiasvly applied to the
counter electrode in increments of -250 V. The BMIS acquisition software
was set to a tuning mode which allowed the accutimmaf 100 scans before
the accumulation cycle was repeated. It was passibmonitor the appearance

of the mass spectra as the counter-electrode paitesats slowly increased.

5.3.2 Results

An initial goal of these first experiments was stablish a potential difference
between the emitter and counter electrode, sirtoléinat used with the first
generation source. It proved difficult, howeverathieve this goal because arc
discharges between the two electrodes would ocbenvthe counter electrode
potential was raised beyond 5 kV (The effect ofdlseharge on the nanotube
array is shown in appendix 5a). No signals werendd using either
vancomycin or the xylene solution prior to the agcregardless of how the
potentials were tuned. Numerous emitters were tigeted. Spectra were
collected at 5 kV using 10000 scans in order toarsmke that no weak signals
were missed as a consequence of using the tunidg.rirure 5.8 A, B and C
shows the spectra recorded (using a fresh emittegncomycin with and
without a counter-electrode potential and xylen#h\ai counter-electrode
potential. No signals could be assigned in anyefspectra; the very low level

intensities in all cases indicate that only backgbnoise was recorded.
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counter-electrode potential (5 kV), B) vancomyciithwut a counter-electrode potential, and C)

xylene with a counter-electrode potential of 5 kV.



lon currents could be detected at 5 kV in previexjseriments with the first-
generation source and gaseous samples. Experimergonducted with the
new source in order to confirm that ion currentsen®eing produced. The
conveyor electrodes and entry plate were conndotad electrometer, and
floated using a battery at a slight negative paaé8tV. The emitters were
floated and counter electrode potential applieidénements as normal. The
heating temperature was 120 °C as in the previgesrinent. No current was

detected.

Acetone gas (produced in the same way from ligaidiacussed earlier) was
also used as an analyte, as there was no requiréon@cord mass spectra. No
current was detected at the ion conveyor at a patetifference of 5 kV when
acetone was injected as a liquid. When acetonentrasiuced as a gas it was
not possible to detect any current. It was possilacrease the potential up to
at least 6 kV without causing a discharge with gaseacetone. These results

indicate that the FD emitters were not operatingas expected.

5.3.3 Discussion

Scanning electron microscopy was used to investigatarray of carbon
nanotubes that had been used in the FD sourcdiguid-phase samples. The
micrographs in Figure 5.9 show that the nanotulaee kelumped together into
cones. It seems possible that this occurred upmtihoduction of a liquid
sample. This change in morphology might explairtiply why the emitters

appear to not have produced any ions. Simion 8 tinogirogramme was used
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to calculate the fields produced by the alteredyaim comparison to those for
the original morphology. The difference in fieldesigth between the two

morphologies is illustrated in Table 5.1.

Figure 5.9. Micrographs showing A, a large regiba ased emitter and B, enhanced region

showing a carbon nanotube clump
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The fields generated at similar positions alongsihaulated slice were much
the same. In some cases, the field was actuallgre by clumping in
comparison to those with the original morphologppandix 5b shows 2D

slices through the two morphologies.

Relative position of
CNT position in ) o Field
) ) Field strength clump in simulated
simulated slice ) strength
(V/mm) slice
(m) (V/mm)
(Hm)
8.09 31437 7.75 30596
11.04 41015 10.5 37160
17.64 36496 17.15 38425
24.73 32206 23.2 28486
28.01 38068 275 39953
31.69 39246 32 37472
38.5 31823 38.4 11121
42.22 37354 42 33819
46.61 39239 46.61 39790

Table 5.1. Relative field strengths generated kydifferent morphologies as predicted by
Simion 8

These results can be explained in terms of shigldmthe normal “forest”
array, the field that each nanotube produces #&pits shielded by its
neighbouring nanotubes. By clumping the nanotubgsther into pyramids, the
shielding from neighbouring nanotubes in the salweng is no longer a factor.
In comparison to a nanotube of equal length, a plwifi not produce the same
magnitude of field due to its poorer aspect ratid eelative size. On the other

hand, neighbouring clumps will not shield each pemuch due to the
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relatively large distance between clumps. Thesefastors compete and might
cancel each other out to yield similar fields religss of the changed

morphology.

The results of the simulation suggest that nanatehenping together would
not have caused the CNTs to stop emitting. Thigplem with the fact that no
current could be recorded from a fresh emittergisigaseous analyte, seems to
suggest that these particular emitters were ntdlsei for field ionisation. One
explanation for this would be that these particelaitters did not generate a
strong enough field. In comparison to the ‘foralst’lemitters used in the first-
generation source, the experiments were carriedsing a similar potential
difference (4-5 kV) at a similar emitter/countegalrode separation (1 mm).
The nanotubes used in the first-generation soha a higher aspect ratio than
those used with the liquid-introduction source amgdht have created stronger
fields. Yet it is unconvincing given the large difénce in ionisation energy, to
propose that the earlier array could be used tigedmelium gas while the more

recent arrays of a similar sort could not be usddrise acetone.

Given the lack of success with the dense arragsudifon nanotubes, a sparse
array (discussed in chapter 3) was installed imeosburce. The nanotubes in the
sparse array were much longer and so might be hikefg to yield successful
measurements. Experiments were repeated using gumples of vancomycin
and xylene as before. Again arc discharges occuped increasing the
potential difference between emitter and countectebde past 5 kV. No current

could be detected prior to the discharge when usithgr of the analytes. As
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with the dense arrays, acetone was used. Againmert due to charged

species could be detected.

The observation of the arc discharge at relatilelypotential differences may
point towards the formation of droplets on the é&mnisurfaces. Depending on
the solvent, a droplet might also have frozen enthafer. The formation of
droplets might have created a partial bridge betvike two electrodes which in
turn might have facilitated an arc discharge. Debfdrmation does not,
however, explain why no current could be recordéémusing a gaseous

analyte.
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6. Conclusion

The objective of this study was, through exploitihg particular properties of
carbon nanotubes (CNTSs), to achieve a quantumfteyard in the analytical
capability of mass spectrometry. CNTs offer thesgmbty of creating very

high and stable electric fields by virtue of th@echanical strength and
sharpness of their tips. Electrospray ionisatioBljEan be thought of as “field
desorption from a droplet” where the field is thathe droplet itself. The very
broad idea to be explored was that of using tHd ibove a CNT to desorb ions

from liquids and to field ionise gases.

Partly as a preliminary exercise in familiarisatwith ESI, dual-channelled
electrospray needles were created through preaseityolled extension of the
near- molten dual-channelled capillaries. Thesa-thiannelled needles have
potential for the investigation of the kineticshoblogical reactions. There was
no evidence that the structures imposed upon phef the needle adversely
affected ESI. The evidence was that a Taylor come farmed as in ESI with a
single-channel needle, and droplets were emittednarmal fashion. With
CNTs, the liquid was intended to flow around thebca needle with perhaps
formation of Taylor cones and droplet emission.ré€rere, however, properties

of the CNTs raised to high potentials which raisedamental questions.

The arrays of CNTs showed field electron-emissidh the sort of qualitative
dependence on potential expected. The Fowler-Nardtreatment of the field

emission data yielded an enhancement factor betivezand three thousand

19¢



which agrees to within an order of magnitude wiltues reported for CNT
arrays in the literatut&. This is larger by an order of magnitude than the
enhancement factor calculated in this study fangls nanotube. Quite
obviously this calculation did not consider shiafflirom neighbouring
nanotubes, which would be present in an array dandhwvould reduce the
calculated enhancement factor if taken into accotime Field strength for an
array of CNT emitters taken from the Fowler-Nordhgilot was 8.78x10+/-
1.03x106 V/m at a potential of 1000 V. This is in line wigHiterature value
being slightly stronger than that reported for alGinitter used to ionise
heliunt. The conundrum posed by all of this is that thegmitade of field
necessary to reach helium’s first ionisation eng&fy58 eV) has been placed at

6.33x13° V/m* i.e. an order of magnitude larger.

Field ionisation of a number of different gasedwitst ionisation energies
between 9.6-24.59 eV was achieved in this studly aitays of CNTs. The
finding that both helium and argon (onset fielésgth 2.6x18 V/m*) were
ionised by the CNT array showed that the CNT awag able to ionise
elements which have never been field ionised usimyentional activated wire
emitters as routinely used for field desorption &ielll. Experiments to transfer
the ions to a linear-TOF mass analyser and measass spectra were not
successful. The failure to measure mass spectbambpiyhad its origin in the
area of ion optics. The emission characteristicSMT arrays with respect to

angle and energy need to be determined.
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The source designed to allow the delivery of bajhitls and gaseous samples
directly to the arrays of CNTs led to unexpectedifigs about the CNTs. The
injection of both liquids and gases directly thrbuge substrate of the CNT
arrays was achieved easily enough. No mass spegitiormeasurements or
currents due to ionised species were recorded hew€would the arrays of
CNTs used with the source have been unable to peotiie high fields

necessary for field ionisation?

An interesting finding was that patterns of CNTadiy achieved with plain
silicon wafers could not be created after the hbsbeen drilled through the
wafer. The CNTs grew in the immediate vicinity bétholes despite the fact
that the nickel initiators had been deposited famfthe holes. The conclusion
is that the nickel migrated. There is no justificathowever, for supposing that
the CNTs in the proximity of the holes were assedavith lower field
strengths than CNTs in the absence of holes. Rps#ik failure to detect ions
was essentially ion optical as a result of theodigins in the potential
distributions caused by the holes, in turn pertughnitial trajectories of ions
adversely. It is not at all obvious, however, whg forest of CNTs would suffer

similarly adverse effect on the trajectories assailt of the holes being present.

The results from the field emission and the eadlgfionisation experiments
indicate that, despite possible transmission problearrays of CNTs should not
be discounted as emitters for field ionisation &eld desorption. At the risk of
repetition, conventional activated-wire emitters anable to ionise helium but

this has been demonstrated with arrays of CNTis.véry possible that arrays
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of CNTs might have been able to field ionise sofrghe other species of
analyte, such as proteins and polymers, which,H&eim, have always been
beyond the scope of the conventional activated-eingters. With this in mind
the prospects for further work with CNTs as emdtt@re both strong and

promising.
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7. Appendix

Chapter 1: Introduction to mass spectrometry

Appendix la

Table of frequently observed molecular ions and ifmmmed upon further

reaction in FD mass spectra adapted from Prokai.[1]

Analyte lon type Possib_le mechanism of
formation
Field ionisation (electron
M" tunnelling)
M
[M+H]' Field lonisation (electron
[M + nH]™ tunnelling) or Desolvation
[XM + H]' and/or ion evaporation
M (neutral ot
molecule) [xM + nH]
[M + alkali]*
[M + n alkali]"
[xM + alkali]’ Desolvation and/or ion
[XM + n alk a”]n+ evaporation
[M+yH+n
alkali] ™"
C" A" (organic or Field ionisation (electron
inorganic salt [C-Al" tunnelling)
where C" = ct Desolvation and/or ion
cation and A’ evaporation or thermal
=anion) [Cn,,An]" ionisation
1. Prokai, L. Field Desorption Mass SpectrometBractical Spectroscopy Series, ed.

J.E.G. Brame. Vol. 9. 1990, New York: Marcel DekKe€C. 291.




Appendix 1b

Example of the simple code used to describe areEiags.

X Einzel lens GEM File

; This GEM file creates a 2d cylindrically symnrexal array containing three
; fast adjustable electrodes describing an Eilersl.

; This array is scaled at 0.1 mm/gu
; Array size = (320,245,1) in order to accomodditelactrodes

; The GEM file does NOT use a scaling factor whiulst be entered in the
[0]:]

PA_Define(350,245,1,C,Y,E) ; Generates the arragiileed above

Locate(0,0,0,1,0,0,0) { ; Locates at corner oawprr
Electrode(1) {Fill {Within {Corner_Box(50,50,50,23p} ; 1st
electrode

Electrode(2) {Fill {Within {Corner_Box(150,50,50,23}}} ; 2nd electrode
Electrode(3) {Fill {Within {Corner_Box(250,50,50,23}}} ; 3rd electrode

} ; Closes locate
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Chapter 3: Carbon nanotubes as field emitters

Appendix 3a

Powder diffraction file for WC which shows that a lattice spacing of 2.36 Ais

evident.
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Appendix 3b

Comparison between the micrographs of an arezead¢nse nanotube array

obtained using A, the QSMD and B, the SE2 detector.
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Appendix 3c

EDX spectrum of the catalyst particle at the timafarbon nanotube.
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Chapter 4: Field lonisation of gases using carbon nanotube

Appendix 4a

Schematic showing the design of the first genemagimurce and photos

illustrating parts of the source and where it sithe vacuum chamber of the

magTOF instrument
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Chapter 5: Direct Introduction of Liquids into the Carbon N anotube

Source

Appendix 5a

Micrographs illustrating the damage wrought onrieaotube array once an arc
discharge had occurred. A, note that the positfadheholes are completely
obscured by the arc site. B and C show what appeah®plet like formations
of amorphous carbon. This could be a result ofrpéaom the discharge

dropping onto unaffected parts of the array
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Appendix 5b

Pictures taken from the simulations of A, the nahetarray and B, the

corresponding array when the nanotubes clump tegeth



