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SUMMARY

In this thesis we study measurable and topological dynamics of certain classes of cellular automata and multi-dimensional subshifts.

In Chapter 1 we consider one-dimensional cellular automata, i.e. the maps $T: P \rightarrow P^Z$ ($P$ is a finite set with more than one element) which are given by $(Tx)_i = F(x_{i+1}, ..., x_{i+r})$, $x = (x_i)_{i \in \mathbb{Z}} \in P^Z$ for some integers $1 \leq r$ and a mapping $F: P^r \rightarrow P$. We prove that if $F$ is right- (left-) permutative (in Hedlund’s terminology) and $0 \leq r < 1$ (resp. $1 < r \leq 0$), then the natural extension of the dynamical system $(P^Z, B, t, T)$ is a Bernoulli automorphism ($\mu$ stands for the $(1/p, ..., 1/p)$-Bernoulli measure on the full shift $P^Z$). If $r < 0$ or $1 > 0$ and $T$ is surjective, then the natural extension of the system $(P^Z, B, t, T)$ is a K-automorphism. We also prove that the shift $Z^2$-action on a two-dimensional subshift of finite type canonically associated with the cellular automaton $T$ is mixing, if $F$ is both right and left permutative. Some more results about ergodic properties of surjective cellular automata are obtained.

Let $X$ be a closed translationally invariant subset of the $d$-dimensional full shift $P^Z$, where $P$ is a finite set, and suppose that the $Z^d$-action on $X$ by translations has positive topological entropy. Let $G$ be a finitely generated group of polynomial growth. In Chapter 2 we prove that if $\text{growth}(G) < d$, then any $G$-action on $X$ by homeomorphisms commuting with translations is not expansive. On the other hand, if $\text{growth}(G) = d$, then any $G$-action on $X$ by homeomorphisms commuting with translations has positive topological entropy. Analogous results hold for semigroups.

For a finite abelian group $G$ define the two-dimensional Markov shift $X_G = \{ x \in G^Z : x(i,j) + x(i+1,j) + x(i,j+1) = 0 \text{ for all } (i, j) \in Z^2 \}$. Let $\mu_G$ be the Haar measure on the subgroup $X_G \subset G^Z$. The group $Z^2$ acts on the measure space $(X_G, \mu_G)$ by shifts. In Chapter 3 we prove that if $G_1$ and $G_2$ are $p$-groups and $E(G_1) \neq E(G_2)$, where $E(G)$ is the least common multiple of the orders of the elements of $G$, then the shift actions on $(X_{G_1}, \mu_{G_1})$ and $(X_{G_2}, \mu_{G_2})$ are not measure-theoretically isomorphic. We also prove that the shift actions on $X_{G_1}$ and $X_{G_2}$ are topologically conjugate if and only if $G_1$ and $G_2$ are isomorphic.

In Chapter 4 we consider the closed shift-invariant subgroups $X_{<f>} = \langle f \rangle \subset (Z_p)^Z$ defined by the principal ideals $\langle f \rangle \subset Z_p[u^{\pm 1}, v^{\pm 1}] \cong (Z_p^2)^\wedge$ with $f(u, v) = c_f(0, 0) + c_f(1, 0)u + c_f(0, 1)v$, $c_f(i, j) \in Z_p \setminus \{0\}$, on which $Z^2$ acts by shifts. We give the complete topological classification of these subshifts with respect to measurable isomorphism.
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INTRODUCTION

The subject of this thesis is cellular automata and some dynamical systems closely connected with them. In recent development of the ergodic theory there has been a growing interest in exploring dynamics of automorphisms and endomorphisms (i.e. invertible and non-invertible continuous shift-commuting maps) of subshifts and especially of the full shift (see [BK], [C], [CP], [G], [H], [Hu], [Li], [N], [ShR], [Wo]). Endomorphisms (automorphisms) of the full shift are called cellular automata. Cellular automata owe a great deal of their popularity to the numerous applications they have in physics, chemistry, computer science etc. (see e.g. [Wo]).

To the best of my knowledge, the mathematical study of one-dimensional cellular automata dates back 1969, when the cornerstone paper by G. A. Hedlund [H] appeared. Later his results were extended by E. M. Coven and M. E. Paul [CP] to endomorphisms of irreducible subshifts of finite type. They proved, in particular, that an endomorphism of an irreducible subshift of finite type is surjective if and only if it preserves the measure of maximal entropy on the subshift. Hence, a cellular automaton is surjective if and only if it preserves the equidistributed Bernoulli measure on the full shift, and we can consider a surjective cellular automaton as an endomorphism of a Borel measure space. The ergodic properties of general surjective cellular automaton seem currently intractable. Therefore, it is of interest to have at least certain classes of such maps whose dynamics can be understood. These have been provided in Chapter 1 of the thesis. The right/left permutative cellular automata are proved to be \( k \)-mixing for any \( k \geq 1 \). Under some additional assumption we prove them to have Bernoullian natural extension. For a surjective cellular automaton \( T \) such that \( (Tx)_i \) depends only upon the coordinates
we prove that its natural extension has $K$-property. The results of Chapter 1 answer some questions raised in [ShR].

The study of cellular automata is closely connected with another interesting field of modern ergodic theory – multi-dimensional subshifts (in particular, of finite type). 'The study of multidimensional Markov shifts, while still at the early stage is bound to grow in importance...'(Jack Feldman). A survey of this fascinating topic with no indication yet of a satisfactory general theory is given by K. Schmidt in [Sch1].

In Chapter 2 we deal with automorphisms and endomorphisms of general subshifts of positive entropy of the $d$-dimensional full shift. We consider the continuous actions of a finitely generated (semi-) group of polynomial growth by such automorphisms (endomorphisms) and address the question of how the degree of polynomial growth of $G$ can affect the dynamical properties of the action. It turns out that such an action cannot be expansive, if the degree of polynomial growth of $G$ is smaller than $d$, and must have positive entropy if the degree is precisely $d$. This implies, in particular, that, firstly, there does not exist an expansive automorphism (endomorphism) of a $d$-dimensional subshift of positive entropy if $d > 1$, and, secondly, if a one-dimensional subshift admits an expansive automorphism (endomorphism) with zero entropy, then the subshift itself has zero entropy. These statements are somewhat complementary to the result due to A. Fathi saying that if a compact topological space admits an expansive homeomorphism with zero entropy, then its topological dimension is zero.

An important class of two-dimensional ssft (of zero entropy) is those that can be obtained by taking the inverse limit of a surjective cellular automaton. For instance, given a finite group $G$ with the identity $e$, we define the ssft
Let $X_G = \{ x = (x(i,j))_{(i,j) \in Z^2} \in G^{Z^2} : x(i,j) x(i+1,j) x(i,j+1) = e \text{ for all } (i,j) \in Z^2 \}$. The Haar measure on $G$ gives rise to a well defined shift-invariant probability measure $\mu_G$ on $X_G$. When $G$ is abelian, $X_G$ is a subgroup of the full shift $G^{Z^2}$ and $\mu_G$ is identical to the Haar measure on $X_G$. The following question attributed to H. Furstenberg is formulated in [Sch1, p. 61]: do there exist two algebraically non-isomorphic finite groups $G_1$ and $G_2$ with $|G_1| = |G_2|$ such that the shift $Z^2$-actions on $(X_{G_1}, \mu_{G_1})$ and $(X_{G_2}, \mu_{G_2})$ are measurably isomorphic? We address this question in Chapter 3 and prove that the answer is no, if $G_1$ and $G_2$ are abelian $p$-groups with $E(G_1) \neq E(G_2)$, where $E(G)$ is the least common multiple of orders of elements of $G$. This result is complementary to that of T. Ward [War]. In Chapter 3 we also give the complete topological classification of subshifts $X_G$ with $G$ abelian by showing that the shift $Z^2$-actions on $(X_{G_1}, \mu_{G_1})$ and $(X_{G_2}, \mu_{G_2})$ are topologically isomorphic if and only if $G_1 \cong G_2$.

In Chapter 4 we consider another class of two-dimensional ssft with zero entropy. Let $Z_p = Z/pZ$. The character group of the compact 0-dimensional group $(Z_p)^2$ can be canonically identified with the ring $Z_p[u^{\pm 1}, v^{\pm 1}]$ of Laurent polynomials in two commuting variables with coefficients from the finite field $Z_p$. For any ideal $I \subset Z_p[u^{\pm 1}, v^{\pm 1}]$ we denote by $X_I$ the annihilator $I^\perp$ of $I$. It is easily seen that $X_I$ is a ssft and, simultaneously, a subgroup in the full shift $(Z_p)^2$. The first example of this kind (with $p = 2$, $I = \langle 1 + u + v \rangle$) was considered by F. Ledrappier in [L]. Recently this class of ssft have been studied by B. Kitchens and K. Schmidt in [KS1], [KS2] (see also [LSW]) who call them Markov subgroups. Some conjugacy invariants for Markov subgroups $X_{\langle f \rangle}$, $f \in Z_p[u^{\pm 1}, v^{\pm 1}]$, where $\langle f \rangle$ is the principal ideal generated by $f$, have been found in [KS1], [KS2]. It was shown, in particular, that the convex hull of the support $S(f)$ of a polynomial $f \in Z_p[u^{\pm 1}, v^{\pm 1}]$ is a measurable (and, hence, topological)
invariant for the Markov subgroup $X_{<f>}$. But the invariants of B. Kitchens and K. Schmidt do not distinguish between the Markov subshifts arising from the polynomials with identical (up to a translation) supports. In Chapter 4 we give a complete classification (with respect to measurable isomorphism) of Markov subgroups $X_{<f>}$ with $S(f) = \{(0,0), (1,0), (0,1)\}$. Namely, we prove that $X_{<f_1>}$ and $X_{<f_2>}$ with $S(f_1) = S(f_2) = \{(0,0), (1,0), (0,1)\}$ are measurably isomorphic, if and only if the ideals $<f_1>$ and $<f_2>$ are identical.
CHAPTER 1.
ERGODIC PROPERTIES OF CERTAIN
SURJECTIVE CELLULAR AUTOMATA

1.1 INTRODUCTION

Let \( P = \{0, 1, ..., p-1\} \) with some integer \( p > 1 \), and let \( X = \mathbb{P}^\mathbb{Z} \) (i.e. \( X \) is the space of all doubly-infinite sequences \( x = (x_i)_{i \in \mathbb{Z}}, x_i \in P \)). Equip \( X \) with the product topology. Then \( X \) is a totally disconnected compact space. A continuous map \( T: X \to X \) commuting with the shift \( \tau \) defined by \( (\tau x)_i = x_{i+1}, \) \( i \in \mathbb{Z} \), is called a (one-dimensional) cellular automaton. Here, for the sake of brevity, the cellular automata will often be referred to as CA-maps. Dynamical systems of this type are of great importance for many applications and have been undergoing extensive numerical exploration during the last decade (see e.g. [Wo]). Mathematical study of cellular automata was initiated by Hedlund and coworkers [H] and then continued in various directions by Coven and Paul [C], [CP], Gilman [G], Hurley [Hu], Lind [Li], Shirvany and Rogers [ShR] and others.

From the viewpoint of ergodic theory among the cellular automata the surjective ones seem to be of special interest for they always preserve the equidistributed Bernoulli measure \( \mu \) on \( X \) (this fact was first observed in [CP]). Remark that \( \mu \) is exactly the normalized Haar measure on \( X \) considered as the compact abelian group \( (\mathbb{Z}_p)^\mathbb{Z} \). Here we prove strong ergodic properties (such as Bernoulli and Kolmogorov properties) of the natural extension of the measure theoretic endomorphism \( (X, \mathcal{B}, \mu, T) \) for some classes of surjective cellular automata \( T \) (\( \mathcal{B} \) stands for the Borel \( \sigma \)-algebra on \( X \)). We generalize a result of Ledrappier [L] about mixing of a 2-dimensional subshift of finite type defined by a cellular automaton. Some questions raised in [ShR] are answered in this chapter.
1.2 PRELIMINARIES

It is well known that every CA-map can be represented as a 'sliding-block code'.

**Proposition 1.2.1 (H, Theorem 3.41).** A map \( T : X \rightarrow X \) is a cellular automaton, if and only if there exist \( 1, r \in \mathbb{Z} \) with \( 1 \leq r \) and a mapping \( F : P^{r+1} \rightarrow P \) such that

\[
(Tx)_j = F(x_{j+1}, \ldots, x_{j+r})
\]

for every \( x \in P^\mathbb{Z} \) and every \( j \in \mathbb{Z} \).

The mapping \( F \) is usually called the (generating) rule of the CA-map.

To emphasize the generating rule \( F \) and the numbers \( 1 \) and \( r \) we shall use the notation \( T_{F[1,r]} \) for the CA-map defined by (1.1). Notice that \( T_{F[1+i, r+i]} = \tau^i \circ T_{F[1,r]} = T_{F[1,r]} \circ \tau^i, \ i \in \mathbb{Z} \).

For any \( s \geq 0 \) one can 'extend' a mapping \( F : P^m \rightarrow P \) to the mapping \( F_s : P^{m+s} \rightarrow P^{1+s} \) defined by \( F_s(x_1, \ldots, x_{s+m}) = (y_1, \ldots, y_{1+s}) \), where \( y_j = F(x_j, \ldots, x_{j+m-1}) \), \( 1 \leq j \leq 1+s \). The surjectivity property of CA-maps admits a nice characterization in terms of the sets \( F_s^{-1}(y_1, \ldots, y_{1+s}) \).

**Proposition 1.2.2 (H, Theorem 5.41.)** The CA-map \( T_{F[1,r]} : X \rightarrow X \) is surjective if and only if \( \text{card} (F_s^{-1}(y_1, \ldots, y_{1+s})) = p^{m-1} \) for all \( s \geq 0 \) and all \( (y_1, \ldots, y_{1+s}) \in P^{s+1} \).

From this one gets the fact we have already mentioned.

**Proposition 1.2.3 (cf. [CP, Theorem 2.1]).** The CA-map \( T_{F[1,r]} \) is surjective if and only if it preserves the measure \( \mu \), i.e. \( \mu(T_{F[1,r]}^{-1}(A)) = \mu(A) \) for every \( A \in \mathcal{B} \).

Given a mapping \( F : P^m \rightarrow P \) and a block \((\hat{x}_1, \ldots, \hat{x}_{m-1}) \in P^{m-1}\) define a map \( F^+ : P^m \rightarrow P^m \) by setting

\[
F^+(\hat{x}_1, \ldots, \hat{x}_{m-1}) = F(\hat{x}_1, \ldots, \hat{x}_{m-1}, x_m).
\]

Likewise, for any \((\hat{x}_2, \ldots, \hat{x}_m) \in P^{m-1}\) we put
\[ F(\hat{x}_2, \ldots, \hat{x}_m)(x_1) = F(x_1, \hat{x}_2, \ldots, \hat{x}_m). \]

We say the rule is right (resp., left) permutative, if the mapping \( F^+(\hat{x}_1, \ldots, \hat{x}_{m-1}) \) (resp., \( F^-(\hat{x}_2, \ldots, \hat{x}_m)(x_1) \)) is a permutation of \( P \) for every \((\hat{x}_1, \ldots, \hat{x}_{m-1}) \in P^{m-1}\) (resp., \((\hat{x}_2, \ldots, \hat{x}_m) \in P^{m-1}\)). This terminology is, essentially, due to Hedlund [H].

**Proposition 1.2.4** ([H, Theorem 6.6]). If the rule \( F: P^{r+1} \to P \) is right or left permutative, then the CA-map \( T_{F^{r+1}}: X \to X \) is surjective.

Hence, any cellular automaton generated by a rule which is right or left permutative preserves \( \mu \).

A rule \( F: P^m \to P \) can be iterated in the following way. Define inductively the \( k \)-th iteration \( F_k: P^{k(m-1)+1} \to P \) of the rule \( F \)

\[ F_k(x_1, \ldots, x_m, \ldots, x_{m+(m-1)}, \ldots, x_{k(m-1)+1}) = \]

\[ F^{k-1}(F(x_1, \ldots, x_m), F(x_2, \ldots, x_{m+1}), \ldots, F(x_1, \ldots, x_{k(m-1)+1})). \quad (1.2) \]

The permutativity property is preserved by iterating the rule.

**Lemma 1.2.5.** If the rule \( F: P^m \to P \) is right (left) permutative, then so is its \( k \)-th iteration \( F_k: P^{k(m-1)+1} \to P \) for each integer \( k \geq 1 \).

**Proof.** The lemma is immediately proved by induction on \( k \). It suffices to observe that

\[ \begin{aligned}
(F^{k+1})^+ (\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_{(k+1)(m-1)}) (x_{(k+1)(m-1)+1}) &= \\
= (F^k)^+ F(\hat{x}_1, \ldots, \hat{x}_m) \ldots F(\hat{x}_{k(m-1)+1}, \ldots, \hat{x}_{(k+1)(m-1)+1}) (F(\hat{x}_{k(m-1)+1}, \ldots, \hat{x}_{(k+1)(m-1)+1}^x_{(k+1)(m-1)+1}^x) \]

The \( k \)-th iteration of \( F \) turns out to generate the \( k \)-th iteration of the CA-map generated by \( F \).

**Lemma 1.2.6.** The \( k \)-th iteration \( T_{F_k} \) of the CA-map \( T_{F^k} \) generated by the rule \( F \) coincides with the CA-map \( T_{F^k} \).

**Proof.** Immediately follows from (1.1) and (1.2).
1.3 RESULTS

In [SA] we considered the cellular automata with bipermutative (i.e. both right and left permutative) rules and proved them to be topologically equivalent to one-sided Bernoulli shifts.

Theorem 1.3.1 ([SA]). If $1 < 0 < r$ and $F$ is bipermutative, then $(X, T_{F[l, r]})$ is topologically conjugate to the one-sided full shift $(\Sigma_{\{0\}^{\mathbb{Z}+}}, \sigma^+)$ and the equidistributed Bernoulli measure $\mu$ is the (unique) measure of maximal entropy for $(X, T_{F[l, r]})$.

This result has been generalized by M. Nasu [N].

It is not hard to give a counter-example showing that the statement of Theorem 1.3.1 is no longer true if we only demand $F$ to be right or left permutative. For instance, let $p = 2$ and $F(x_{-1}, x_0, x_1) = x_{-1} + x_0 x_1 \pmod{2}$. Then it is easy to check that the CA-map $T_{F[l, r]}$ is not expansive (see [DGS] or Chapter 2 for the definition) for any $1, r$ ($r - 1 = 2$) and, therefore, cannot be topologically conjugate to a one-sided Bernoulli shift. Here we prove that the measure-theoretic conjugacy to a Bernoulli shift still holds, if we put the additional condition $0 \leq 1 < r$ (resp. $1 < r \leq 0$).

Since a surjective cellular automaton $T_{F[l, r]}$ is, in general, non-invertible, we will consider the natural extension $(\hat{X}, \mathcal{B}, \hat{\mu}, \hat{T}_{F[l, r]})$ of the endomorphism $(X, \mathcal{B}, \mu, T_{F[l, r]})$. The natural extension $(\hat{M}, \hat{\mathcal{A}}, \hat{\nu}, \hat{T})$ of the endomorphism $(M, \mathcal{A}, \nu, T)$ is defined as follows (see, e.g. [CFS]). Let

$$\hat{M} = \{ \hat{x} = (x^{(0)}, x^{(1)}, x^{(2)}, \ldots) : x^{(m)} \in X, T x^{(m+1)} = x^{(m)} \text{ for all } m \in \mathbb{Z}_+ \},$$

$\hat{\mathcal{A}}$ be the $\sigma$-algebra generated by the sets of the form $C^{(m)} = \{ \hat{x} \in \hat{M} : x^{(m)} \in C \}$, where $C \in \mathcal{A}, m \geq 0$, and define the measure $\hat{\nu}$ by setting $\hat{\nu}(C^{(m)}) = \nu(C)$. Now the automorphism $\hat{T}$ of the measure space $(\hat{M}, \hat{\mathcal{A}}, \hat{\nu})$ is defined by

$$\hat{T}(x^{(0)}, x^{(1)}, x^{(2)}, \ldots) = (Tx^{(0)}, Tx^{(1)}, Tx^{(2)}, \ldots) = (T(x^{(0)}), x^{(1)}, x^{(1)}, \ldots).$$

Recall that the automorphism $(M, \mathcal{A}, \nu, T)$ is said to be Bernoulli, if
it is isomorphic to a Bernoulli shift (see [O]).

Theorem 1.3.2. Suppose that at least one of the following conditions is satisfied:

(RP) $0 \leq l < r$ and the rule $F: P^{r-l+1} \rightarrow P$ is right permutative;

(LP) $1 < r \leq 0$ and the rule $F: P^{r-l+1} \rightarrow P$ is left permutative;

Then the natural extension $(\hat{X}, \hat{\mathcal{B}}, \hat{\mu}, \hat{T}_{F[l, r]})$ of the dynamical system $(X, \mathcal{B}, \mu, T_{F[l, r]})$ is a Bernoulli automorphism.

Recall that the dynamical system $(M, \mathcal{A}, \nu, T)$ is $k$-mixing ($k \geq 1$), if for $A_0, A_1, \ldots, A_k \in \mathcal{A}$ we have

$$
\lim_{n_1, n_2, \ldots, n_k \to \infty} \nu \left( A_0 \cap T^{-n_1} A_1 \cap \ldots \cap T^{-(n_1 + \ldots + n_k)} A_k \right) = \nu(A_0) \nu(A_1) \ldots \nu(A_k). \quad (1.3)
$$

If we omit the conditions $l \geq 0$ ($r \leq 0$) of the Theorem 1.3.2 we still can prove the $k$-mixing for all $k \geq 1$:

Theorem 1.3.3. Suppose that at least one of the following conditions is satisfied:

(RP') $0 < r$ and the rule $F: P^{r-l+1} \rightarrow P$ is right permutative;

(LP') $1 < 0$ and the rule $F: P^{r-l+1} \rightarrow P$ is left permutative;

Then the dynamical system $(X, \mathcal{B}, \mu, T_{F[l, r]})$ is $k$-mixing for all $k \geq 1$.

The automorphism $(\hat{M}, \hat{\mathcal{A}}, \nu, \hat{T})$ is said to be a $K$-automorphism (see [CFS] for details), if there exists a sub-$\sigma$-algebra $\mathcal{K}$ of $\hat{\mathcal{A}}$ such that the following conditions are satisfied

(K) $\mathcal{K} \subset \hat{T} \mathcal{K}, \quad \bigvee_{n=0}^{\infty} \hat{T}^n \mathcal{K} = \mathcal{A}, \quad \bigcap_{n=0}^{\infty} \hat{T}^{-n} \mathcal{K} = \mathcal{A}(\hat{M}),$

where $\mathcal{A}(Y)$ denotes the trivial $\sigma$-algebra on $Y$ (the inclusion and the equalities are meant to hold modulo null-sets).

Theorem 1.3.4. If $0 < l \leq r$ or $l \leq r < 0$ and the CA-map $T_{F[l, r]}$ is surjective, then the natural extension $(\hat{X}, \hat{\mathcal{B}}, \hat{\mu}, \hat{T}_{F[l, r]})$ of the dynamical system $(X, \mathcal{B}, \mu, T_{F[l, r]})$ is a $K$-automorphism.
In view of the classical result of Rohlin [R], Theorem 1.3.4 yields the following.

**Corollary 1.3.5.** Under the conditions of Theorem 2.4 the dynamical system \((X, \mathcal{B}, \mu, T_{F[l, r]})\) is \(k\)-mixing for all \(k \geq 1\).

Under the additional assumption \(p = 2\), Shirvani and Rogers proved in [ShR] the \(1\)-mixing property for the classes of CA-maps considered in the theorems above. Our Theorem 1.3.3 and Corollary 1.3.5 answer in the affirmative the question posed in [ShR] whether these systems are \(k\)-mixing for all \(k \geq 1\).

It was also conjectured in [ShR] that every surjective CA-map, except those of the form \((T x)_{i} = \pi(x_{j})\), where \(\pi: P \to P\) is a permutation, is ergodic with respect to \(\mu\). We remark that this is not the case. The counter example (see Proposition 1.3.6 below) was actually considered in [C], but in a slightly different context and without indication of its non-ergodicity.

**Proposition 1.3.6.** Let \(p = 2\). The surjective CA-map \(T_{F[0, 2]}\) generated by the rule \(F(x_{0}, x_{1}, x_{2}) = x_{0} + x_{1}(x_{2} + 1) \mod 2\) is non-ergodic with respect to the measure \(\mu\).

**Proof.** Since \(F\) is left permutative, the surjectivity of the CA-map follows from Proposition 1.2.4. From [C] it follows that \(T_{F[0, 2]}\) is not topologically transitive. Hence, it is not ergodic with respect to \(\mu\), because \(\text{supp } \mu = X\).

Every cellular automaton \(T_{F[l, r]}\) gives rise in a natural way to a certain two-dimensional subshift of finite type (see [Sch1] and Chapter 4 for the definition). Namely, define

\[
\Omega_{F[l, r]} = \left\{ \omega = (\omega_{(i, j)})_{(i, j) \in \mathbb{Z}^{2}} : \right. \\
\left. \omega_{(i, j)} \in P, \; \omega_{(i, j+1)} = F(x_{(i+1, j)}, \ldots, x_{(i+r, j)}), \; \text{for all } (i, j) \in \mathbb{Z}^{2} \right\}.
\]
The set $\Omega_{F[1, r]}$ is a closed subset of $P \mathbb{Z}^2$ invariant under the two shifts $\tau_H, \tau_V : P \mathbb{Z}^2 \rightarrow P \mathbb{Z}^2$ defined by $(\tau_H x)_{(i,j)} = x_{(i+1,j)}$, $(\tau_V x)_{(i,j)} = x_{(i,j+1)}$, $(i,j) \in \mathbb{Z}^2$. Obviously, the space $\Omega_{F[1, r]}$ may be identified with the inverse limit $\hat{X} = \lim_{\leftarrow} \{ X, T_{F[1, r]} \}$ which is just the space of the natural extension considered above. This identification enables us to turn the subshift $\Omega_{F[1, r]}$ into the measure space $(\Omega_{F[1, r]}, \mathcal{B}, \mu)$ which is just the space of the natural extension considered above. This identification enables us to turn the subshift $\Omega_{F[1, r]}$ into the measure space $(\Omega_{F[1, r]}, \mathcal{B}, \mu)$. The shifts $\tau_H$ and $\tau_V$ generate a measure preserving $\mathbb{Z}^2$-action $T$ on $(\Omega_{F[1, r]}, \mathcal{B}, \mu)$ defined by $(m,n) \mapsto T(m,n) = \tau_H^m \circ \tau_V^n$. Recall, that the $\mathbb{Z}^2$-action $\tau$ is mixing precisely if 

$$\lim_{\| (m,n) \| \to \infty} \mu(A_0 \cap \tau^{(m,n)}(A_1)) = \mu(A_0) \mu(A_1) \text{ for } A_0, A_1 \in \mathcal{B}.$$ 

For a general discussion of mixing group actions see e.g. [Sch2].

**Theorem 1.3.7.** If the rule $F$ is bipermutative and $r > 1$, then the $\mathbb{Z}^2$-action $T$ on $(\Omega_{F[1, r]}, \mathcal{B}, \mu)$ is mixing and the automorphism $\tau_H^m \circ \tau_V^n$ is Bernoulli for all $(m,n) \in \mathbb{Z}^2 \setminus \{(0,0)\}$.

Note that Theorem 1.3.7 generalizes Ledrappier's result [L], which established the mixing property for the $\mathbb{Z}^2$-action $T$ on $(\Omega_{F[0,1]}, \mathcal{B}, \mu)$ with $p = 2$ and $F(x_0, x_1) = x_0 + x_1 \mod 2$.

### 1.4 PROOFS OF THE THEOREMS

First of all we recall some definitions and facts from the theory of Bernoulli automorphisms (see [O] for details).

The partitions $\xi = \{ C_i \}$ and $\eta = \{ D_j \}$ of the measure space $(M, \mathcal{A}, \nu)$ are said to be $\varepsilon$-independent ($\varepsilon \geq 0$), if $\sum_{i,j} |\nu(C_i \cap D_j) - \nu(C_i) \nu(D_j)| \leq \varepsilon$. The partitions are independent, if they are 0-independent. Let $T$ be an automorphism of the space $(M, \mathcal{A}, \nu)$. A partition $\xi = \{ C_i \}$ is said to be Bernoulli for $T$, if all its shifts $T^n \xi = \{ T^n C_i \}$ are pairwise independent. A partition $\xi = \{ C_i \}$ is weakly Bernoulli for $T$, if for every $\varepsilon > 0$ there exists an
integer $N > 0$ such that the partitions $\bigvee_{k = n}^{0} T^{k} \xi$ and $\bigvee_{k = N}^{N+n} T^{k} \xi$ are $\varepsilon$-independent for all $n \geq 0$. The automorphism $T$ is Bernoulli, if and only if it has a generator $\xi$ which is (weakly) Bernoulli for $T$.

The following theorem of D. Ornstein enables us to establish the Bernoullicity without finding a (weakly) Bernoulli generator.

**Theorem 1.4.1 (see [O]).** Let $\xi_1 \leq \xi_2 \leq \ldots \leq \xi_n \leq \ldots$ be an increasing sequence of finite partitions of the measure space $(M, \mathcal{A}, \nu)$ with

$$\bigvee_{n=0}^{\infty} \xi_n = \varepsilon$$

($\varepsilon$ stands for the partition of $M$ into singletons) and let $\xi_n$ be weakly Bernoulli for the automorphism $T$ of this space. Then $T$ is Bernoulli.

Now we are going to construct such a sequence of finite weakly Bernoulli partitions for the natural extension of the system $(X, \mathcal{B}, \mu, T_{F[l, r]})$, where the CA-map $T_{F[l, r]}$ satisfies the conditions of Theorem 1.3.2.

Let the automorphism $(\hat{M}, \hat{\mathcal{A}}, \hat{\nu}, \hat{T})$ be the natural extension of the endomorphism $(M, \mathcal{A}, v, T)$. Given a partition $\xi$ of the space $(M, \mathcal{A}, \nu)$ we define the partition $\xi^{(m)}$ of the space $(\hat{M}, \hat{\mathcal{A}}, \hat{\nu})$ to be the one consisting of the sets $C^{(m)}$ (see § 1.3) with $C \in \xi$.

Given integers $i_{-} \leq i_{+}$ and a word $(x_{i_{-}}, \ldots, x_{i_{+}}) \in P^{i_{+}-i_{-}+1}$ we define the cylinder set $C_{i_{-}}[x_{i_{-}}, \ldots, x_{i_{+}}] = \{ y \in X : y_j = x_j \text{ for all } i_{-} \leq j \leq i_{+} \}$. Let $\xi(i_{-}, i_{+})$ denote the partition of $X$ into the sets of the form $C_{i_{-}}[x_{i_{-}}, \ldots, x_{i_{+}}]$, (cylinder sets) where $(x_{i_{-}}, \ldots, x_{i_{+}})$ runs over the set $P^{i_{+}-i_{-}+1}$.

**Lemma 1.4.2.** If a rule $G : P^{R-L+1} \rightarrow P$ is right (resp. left) permutative, then the partitions $\xi(i_{1}, i_{1})$ and $T^{-1}_{G[L, R]} \xi(i_{2}, i_{2})$ are independent, whenever $R > j_{1} - i_{2}$ (resp. $L < i_{1} - j_{2}$).
Proof. We shall carry out the proof for a right permutative rule. The other case is treated exactly in the same manner. Let \( i = \min \{ i_1, i_2 + L \} \). It follows from the right permutativity of \( F \) that for any words \((x_1, \ldots, x_{i_2 + R - 1}) \in p^{j_2 + R - 1} \) and \((v_{i_2}, \ldots, v_{j_2}) \in p^{j_2 - i_2 + 1}\) we have

\[
C_i[x_1, \ldots, x_{i_2 + R - 1}] \cap T_{G, [L, R]}^{-1}(C_{i_2}[v_{i_2}, \ldots, v_{j_2}]) = C_i[x_1, \ldots, x_{i_2 + R - 1}, x_{i_2 + R}, \ldots, x_{j_2 + R}],
\]

where \( x_{t + R}, i_2 \leq t \leq j_2 \) are defined inductively by

\[
x_{t + R} = \left( G^+(x_{t + L}, \ldots, x_{t + R - 1}) \right)^{-1}(v_t).
\]

Hence,

\[
\mu \left( C_i[x_1, \ldots, x_{i_2 + R - 1}] \cap T_{G, [L, R]}^{-1}(C_{i_2}[v_{i_2}, \ldots, v_{j_2}]) \right) = \frac{1}{p^{j_2 + R - i + 1}}.
\]

Since \( i_2 + R - 1 \geq j_1 \), the set \( C_{i_1}[u_{i_1}, \ldots, u_{j_1}] \) for each \((u_{i_1}, \ldots, u_{j_1}) \in p^{j_1 - i_1 + 1}\) is a disjoint union of \( p^{j_2 + R - 1 - j_1 + i_1 - i} \) sets of the form \( C_i[x_1, \ldots, x_{i_2 + R - 1}] \).

This implies

\[
\mu \left( C_{i_1}[u_{i_1}, \ldots, u_{j_1}] \cap T_{G, [L, R]}^{-1}(C_{i_2}[v_{i_2}, \ldots, v_{j_2}]) \right) = \frac{1}{p} \cdot \frac{1}{p} = \mu \left( C_{i_1}[u_{i_1}, \ldots, u_{j_1}] \right) \mu \left( C_{i_2}[v_{i_2}, \ldots, v_{j_2}] \right).
\]

Thus, the partitions \( \xi(i_1, j_1) \) and \( T_{G, [L, R]}^{-1} \xi(i_2, j_2) \) are independent.

**Lemma 1.4.3.** If the rule \( F: P_{r-1} \to P \) satisfies the conditions (RP) (resp. (LP)) of Theorem 1.3.4, then the partitions \( \xi(i_1, j_1) \) and \( T_{F, [1, r]}^{-m}(i_2, j_2) \) are independent, whenever \( m \) \( r > j_1 - i_2 \) (resp. \( m \) \( l < i_1 - j_2 \)).

**Proof.** This follows from Lemma 1.4.2. To see this it suffices to observe that by Lemmas 1.2.5 and 1.2.6 \( T_{F, [1, r]}^{-m} = T_{F, [r]}^{-m}[ml, mr] \) with the right (resp. left) permutative rule \( F^{-m} \).

**Lemma 1.4.4.** Suppose that either of the conditions (RP), (LP) holds.
Then for every \( i \geq 0 \) the partition \( \xi(-i, i)_i \) is weakly Bernoulli for the automorphism \( T_{F[l,r]} \).

Proof. Suppose that the condition (RP) holds and let \( T \) stand for \( T_{F[l,r]} \). We observe that \( T^{-1}\xi(i, j) \leq \xi(i+1, j+r) \) for all \( i \leq j \). As \( l \geq 0 \), we have \( T^{-1}\xi(i, j) \leq \xi(i, j+r) \) and, hence, \( \bigvee_{k=n}^n T^{-k}\xi(i, j) \leq \xi(i, j+nr) \).

For any \( n \geq 0 \) we have

\[
0 = \bigvee_{k=-n}^n T^k \xi_i(-i, i) = \bigvee_{k=-n}^n T^k \left( \bigvee_{s=0}^i \xi(-i, i)^{(s)} \right) = \\
\bigvee_{k=0}^n T^{-k} \left( \bigvee_{s=0}^i T^{-s} \xi(-i, i)^{(1)} \right) = \bigvee_{j=0}^{n+i} T^{-j} \xi(-i, i)^{(1)} \geq \\
\leq \xi(-i, i+r(n+i))^{(1)}, \quad (1.4)
\]

\[
\bigvee_{k=N}^{N+n} T^k \xi_i(-i, i) = \bigvee_{k=N}^{N+n} T^k \left( \bigvee_{s=0}^i \xi(-i, i)^{(1)} \right) = \\
= \bigvee_{j=N}^{N+n+i} \xi(-i, i)^{(j)} \leq \xi(-i, i+r(n+i))^{(N+n+i)}. \quad (1.5)
\]

From Lemma 1.4.3 it follows that the partitions \( \xi(i_1, j_1)^{(m)} \) and \( \xi(i_2, j_2)^{(m') \prime} \) of the measure space \( (\hat{X}, \hat{B}, \hat{\mu}) \) are independent, whenever \((m-m')r > j_1 - i_2 \). Therefore, if \( Nr > i(2+r) \), then \( \xi(-i, i+r(n+i))^{(1)} \) and \( \xi(-i, i+r(n+i))^{(N+n+i)} \) are independent for all \( n \geq 0 \). It is known that if the partitions \( \xi_1 \) and \( \xi_2 \) are independent and \( \xi_k \leq \eta_k, k = 1, 2 \), then \( \xi_1 \) and \( \xi_2 \) are independent. Now from (1.4) and (1.5) we conclude that for all \( i \geq 0 \) there exists \( N > 0 \) such that for every \( n \geq 0 \) the partitions \( \bigvee_{k=-n}^0 T^k \xi(-i, i)_i \) and \( \bigvee_{k=N}^{N+n} T^k \xi(-i, i)_i \) are independent. Thus, for every \( i \geq 0 \) the partition
\( \xi(-i, i) \) is weakly Bernoulli for the automorphism \((\hat{X}, \hat{B}, \hat{\mu}, \hat{T}_{F[l, r]} )\).

We have proved the lemma in the case \((RP)\). In the case when \((LP)\) holds the proof is exactly the same, but 'left-sided'. \(\square\)

**Proof of Theorem 1.3.2.** It is easily seen that \( \xi(-i, i) \leq \xi(-i+1, i+1) \) for all \( i \geq 0 \) and \( \sqrt{\xi(-i, i)} = \varepsilon \). Thus, by virtue of Lemma 1.4.4, we are under the conditions of Theorem 1.4.1 which yields the Bernoullicity of the automorphism \((\hat{X}, \hat{B}, \hat{\mu}, \hat{T}_{F[l, r]} )\). \(\square\)

**Proof of Theorem 1.3.3.** We consider the case \((RP')\). Throughout the proof \(T\) stands for \(T_{F[l, r]}\). To prove that \(T\) is \(k\)-mixing it is sufficient to verify (1.3) for cylinder sets \(A_0, A_1, \ldots, A_k\) (see [Bi, Theorem 1.21]). In fact, we show that for any \( A_0 = C_{i_0}[x_{i_0}^0, \ldots, x_{j_0}^0], A_1 = C_{i_1}[x_{i_1}^1, \ldots, x_{j_1}^1], \ldots, A_k = C_{i_k}[x_{i_k}^k, \ldots, x_{j_k}^k] \), there exists \( m > 0 \) such that the equality

\[
\mu( A_0 \cap T^{-n_1} A_1 \cap \cdots \cap T^{-(n_1+\ldots+n_k)} A_k ) = \mu( A_0 ) \mu( A_1 ) \cdots \mu( A_k )
\]

holds for all \( n_1, n_2, \ldots, n_k > m \).

Let \( m \) be a positive number greater than \( \max\{ (j_{s-1} - i_s)/r : 1 \leq s \leq k \} \).

Take arbitrary integers \( n_1, n_2, \ldots, n_k > m \) and denote \( N_s = \sum_{j=1}^{s} n_j \) for \( 1 \leq s \leq k \) and \( N_0 = 0 \). Then we have \( i_s + N_s r > j_{s-1} + N_s r, 1 \leq s \leq k \).

We also put \( i_- = \min\{ i_s + 1 N_s : 0 \leq s \leq k \} \) and \( j_+ = j_k + r N_k \). Using Lemmas 1.2.5' and 1.2.6 one checks easily that the set

\[ A_0 \cap T^{-n_1} A_1 \cap \cdots \cap T^{-(n_1+\ldots+n_k)} A_k \]

is the union of cylinder sets \( C_{y_i} \mid y_l, \ldots, y_{j_+} \) taken over all blocks \( (y_{l_-}, \ldots, y_{j_+}) \in \mathbb{P}^{j_+-i_-+1} \) satisfying the following conditions:

\[
(C) \quad y_t = x_t^0 \text{ for } i_0 \leq t \leq j_0 ;
\]

\[
y_t = \left( (F^{N_s})^+ y_t - N_s r t - 1 \right)^{-1} \left( x_t - N_s \right) \text{ for } i_s + N_s r \leq t \leq j_s + N_s r, 1 \leq s \leq k .
\]
Since the segments \([ i_s + N_s r, j_s + N_s r ] \), \(s = 0, 1, \ldots, k \) do not overlap each other, the number of blocks \((y_{i_-}, \ldots, y_{j_+})\) satisfying the conditions \((C)\) equals

\[ p^{j_+ - i_- + 1} - \sum_{s=0}^{k} (i_s - i_s + 1) \] (because \(y_t\) may be chosen arbitrarily if and only if \(t \in [i_-, j_+] \setminus \bigcup_{s=0}^{k} (i_s + N_s r, j_s + N_s r) \)). This gives us the desired equality:

\[ \mu \left( A_0 \cap T^{-N_1} A_1 \cap \ldots \cap T^{-N_k} A_k \right) = p^{\sum_{s=0}^{k} (i_s - i_s + 1)} \mu(A_0) \mu(A_1) \ldots \mu(A_k). \]

The case \((LP')\) is proved similarly. \(\square\)

**Proof of Theorem 1.3.4.** Throughout the proof we write \(T\) for \(T_{F[1, r]}\). Suppose that \(l > 0\). Let \(\xi(i, \omega) = \bigvee_{j=i}^{\infty} \xi(i, j)\) and denote by \(C(i, \omega)(m)\) the \(\sigma\)-sub-algebra of \(\mathcal{B}\) defined by the measurable partition \(\xi(i, \omega)(m)\) of the space \((X, \mathcal{B}, \mu)\). Set \(\mathcal{K} = \bigvee_{k=0}^{\infty} \hat{\mathcal{T}}^{-k} C(0, \omega)(0)\). We now verify that \(\mathcal{K}\) satisfies the conditions \((K)\) for a \(K\)-automorphism (see § 1.3). The inclusion \(\mathcal{K} \subset \hat{\mathcal{T}} \mathcal{K}\) is obvious. Directly from the definition of the CA-map \(T = T_{F[1, r]}\) we observe that

\[ C(0, \omega)(m+k) \supset \hat{\mathcal{T}}^{-k} C(-k, \omega)(m+k) = C(-k, \omega)(m) \quad \text{for all } m, k \geq 0. \]

It follows that

\[ \bigvee_{n=0}^{\infty} \hat{\mathcal{T}}^{-n} \mathcal{K} = \bigvee_{n=0}^{\infty} \hat{\mathcal{T}}^{n} C(0, \omega)(0) \supset \bigvee_{k=0}^{\infty} \bigvee_{m=0}^{\infty} C(-k, \omega)(m) = \mathcal{B}. \]

(this actually means that any \(\omega \in \Omega_{F[1, r]}\) is completely determined by its values in a right half-plane). By the well known Kolmogorov's zero-one law (see [CFS]) for the Bernoulli shift \((X, \mathcal{B}, \mu, \tau)\) we have \(\bigcap_{n=0}^{\infty} C(n, \omega) = \mathcal{K}(X)\). Hence,

\[ \bigcap_{n=0}^{\infty} C(n, \omega)(0) = \mathcal{K}(\hat{X}). \]

This yields

\[ \bigcap_{n=0}^{\infty} \hat{\mathcal{T}}^{-n} \mathcal{K} = \bigcap_{n=0}^{\infty} \bigvee_{k=0}^{\infty} \hat{\mathcal{T}}^{-k} C(0, \omega)(0) \subset \bigcap_{n=0}^{\infty} C(n1, \omega)(0) = \mathcal{K}(\hat{X}) \]

which completes the proof (the case \(r < 0\) is treated quite similarly). \(\square\)

**Proof of Theorem 1.3.7.** Clearly, it is sufficient to show that if \(F\) is
bipermutative and \( r > 1 \), then the action of the semigroup \( \mathbb{Z} \times \mathbb{Z}_+ \) on the measure space \( (X, \mathcal{B}, \mu) \) defined by \( (m, n) \mapsto \tau^m \circ T^n \) for all \( m \in \mathbb{Z}, n \in \mathbb{Z}_+ \) is mixing, i.e.

\[
\lim_{\max\{|m|, n \to \infty\}} \mu\left( A_0 \cap T_F^{n} \tau^{m} A_1 \right) = \mu(A_0) \mu(A_1) \quad (1.6)
\]

for all \( A_0, A_1 \in \mathcal{B} \). In the proof of Lemma 1.4.2 we showed that for any two cylinder sets \( A_0 = C_{i_0} [u_{i_0}, \ldots, u_{j_0}] \) and \( A_1 = C_{i_1} [v_{i_1}, \ldots, v_{j_1}] \) the equality

\[
\mu\left( A_0 \cap T^{-1}_G [L, R] A_1 \right) = \mu(A_0) \mu(A_1)
\]

holds whenever \( G \) is right permutative and \( R > j_0 - i_1 \) or \( G \) is left permutative and \( L < i_0 - j_1 \). For any \( m \in \mathbb{Z}, n \in \mathbb{Z}_+ \)

we have \( T_F^{n} \tau^{m} = T_F^{n+m} \tau^{m} \). Since either \( 1 < 0 \) or \( r > 0 \), for every sequence \( (m_k, n_k) \in \mathbb{Z} \times \mathbb{Z}_+, \ k = 1, 2, \ldots \) with \( \max\{|m_k|, n_k\} \to \infty \) there is \( K > 0 \) such that either \( n_k r + m_k > j_0 - i_1 \) or \( n_k l + m_k < i_0 - j_1 \) holds for all \( k > K \). Taking into account that \( F \) is both right and left permutative we obtain (1.6) for the case when \( A_0 \) and \( A_1 \) are cylinder sets. But this is enough, because the \( \sigma \)-algebra \( \mathcal{B} \) is generated by such sets.

The Bernoulli property of \( \tau^m \circ \tau^n \) for all \( (m, n) \in \mathbb{Z}^2 \setminus \{(0,0)\} \) follows from Theorems 1.3.1 and 1.3.2, and from the fact that the automorphism \( T^{-1} \) is Bernoulli, whenever \( T \) is (see [O]). \( \square \)
CHAPTER 2. EXPANSIVENESS, ENTROPY AND POLYNOMIAL GROWTH FOR GROUPS ACTING ON SUBSHIFTS BY AUTOMORPHISMS

2.1 INTRODUCTION

The study of automorphisms and endomorphisms (i.e. continuous shift commuting maps, invertible or non-invertible) of the full shift and its subshifts was begun by Hedlund and coworkers [H] and Coven and Paul [CP]. In this chapter we consider an action of a finitely generated group $G$ of polynomial growth by automorphisms of a subshift of the $d$-dimensional full shift. If the subshift has positive topological entropy, we find that the degree of polynomial growth of the $G$ may strongly affect certain dynamical properties of the action. More precisely, if $\text{growth}(G) < d$, then the action cannot be expansive. On the other hand, if the growth($G$) is exactly $d$, then an expansive action must have positive topological entropy. The results still hold for finitely generated semigroups of polynomial growth acting by endomorphisms on a subshift with positive entropy. In particular, this implies that, firstly, there are no expansive endo- (or auto-) morphisms of such subshifts with $d > 1$ and, secondly, that if $d = 1$, then any expansive endo-(or auto-) morphism has positive entropy.

The obstruction to expansiveness we have obtained here supplements, to some extent, the following fact established by A. Fathi.

Proposition 2.1.1 ([F, Corollary 5.6]). If a compact topological space admits an expansive homeomorphism with zero entropy, then its topological dimension is zero.

Related topics are also studied in [BL].
2.2. PRELIMINARIES

Subshifts. Let $P$ be a finite set with cardinality $\text{Card}(P) > 1$. For any $d \geq 1$ we put

$$\Omega_d(P) = \left\{ x = (x_n)_{n \in \mathbb{Z}^d} : x_n \in P \text{ for all } n \in \mathbb{Z}^d \right\}.$$  

In other words, $\Omega_d(P)$ is just the set $P^{\mathbb{Z}^d}$ of all maps $x : \mathbb{Z}^d \to P$. Provide $\Omega_d(P)$ with the product topology. Then $\Omega_d(P)$ is a compact Hausdorff zero-dimensional space. Define, for every $m \in \mathbb{Z}^d$, a homeomorphism $\tau^m : \Omega_d(P) \to \Omega_d(P)$ by setting $(\tau^m x)_n = x_{n+m}$ for all $x \in \Omega_d(P)$ and $n \in \mathbb{Z}^d$. The correspondence $m \mapsto \tau^m$ defines a continuous $\mathbb{Z}^d$-action $\tau$ on $\Omega_d(P)$. The pair $(X, \tau_X)$, where $X$ is a closed $\tau$-invariant subset of $\Omega_d(P)$ and $\tau_X = \tau|X$ is the restriction of the $\mathbb{Z}^d$-action $\tau$ to $X$, is called a subshift. A continuous map $T : X \to X$ commuting with $\tau$ (i.e. $T \circ \tau^m = \tau^m \circ T$ for all $m \in \mathbb{Z}^d$) is called an automorphism of the subshift if $T$ is invertible. If $T$ is non-invertible it is called an endomorphism of the subshift.

Expansiveness. Let $X$ be a compact topological space and let $G$ be a group acting on $X$ by homeomorphisms. We denote the action by $T$ and the homeomorphism corresponding to $g \in G$ by $T^g$. The action $T$ is said to be expansive, if there is a closed neighbourhood $\mathcal{V} \subset X \times X$ of the diagonal $\Delta_X = \{(x, y) \in X \times X : x = y\}$ such that for $\hat{T} = T \times T : X \times X \to X \times X$ we have $\bigcap_{g \in G} \hat{T}^g \mathcal{V} = \Delta_X$. If the space $X$ is equipped with a metric $\rho$, then expansiveness means that there is an expansive constant $c > 0$ such that

$$x, y \in X, \quad x \neq y \implies \rho(T^g x, T^g y) > c$$

for some $g \in G$.

In a similar way one defines (positive) expansiveness for semigroups acting on a compact space by (non-invertible) continuous maps.

Entropy (see [M-O], [Fe] for details). It is known that a countable group $G$ is amenable if and only if it contains a sequence of finite subsets $A_1 \subset A_2 \subset \ldots \subset A_n \subset \ldots \subset G$ with the properties:

(i) $\bigcup_{n \geq 1} A_n = G$;  
(ii) $\lim_{n \to \infty} \frac{\log |gA_n \Delta A_n|}{|A_n|} = 0$ for every $g \in G$.

Such a sequence is called Fölner sequence. Let $T$ be a continuous action of an
amenable group \( G \) on a compact topological space \( X \). For a finite open cover \( \xi \) of \( X \) and a finite set \( A \subset G \) let \( \xi^A = \bigvee_{g \in A} (T^g)^{-1} \xi \). For a finite open cover \( \eta \) of \( X \) let \( \mathcal{N}(\eta) \) stand for the minimal cardinality of subcovers of \( \eta \). Choose a Fölner sequence \( \{ A_n \}_{n \geq 1} \) in \( G \) and a finite open cover \( \xi \) of \( X \) and define

\[
h(T, \xi) = \lim_{n \to \infty} \sup \left| A_n \right|^{-1} \log \mathcal{N}(\xi^{A_n}).
\]

This value does not depend on the particular Fölner sequence \( \{ A_n \}_{n \geq 1} \). Then the topological entropy of the action \( T \) is defined as

\[
h(T) = \sup \{ h(T, \xi) : \xi \text{ is a finite open cover of } X \}.
\]

The topological entropy for continuous actions of amenable semigroups is defined analogously.

**Groups of polynomial growth** (see [B], [Gr] for details). Consider a group \( G \) generated by a finite subset \( F \subset G \). Define the norm \( \| g \|_F \) of an element \( g \in G \) with respect to \( F \) to be the least integer \( l \geq 0 \) such that \( g \) can be expressed as a product \( f_1 f_2 \ldots f_l \) with each \( f_i \in F \cup F^{-1} \). We denote by \( B_F(m), m \geq 1 \) the 'closed' ball of radius \( m \), i.e. \( B_F(m) = \{ g \in G : \| g \|_F \leq m \} \) and set \( \beta_F(m) = \text{Card}(B_F(m)) \). Following [B], we say that \( G \) has *polynomial growth of degree* \( k \) if there exist constants \( A, C > 0 \) such that \( A m^k \leq \beta_F(m) \leq C m^k \) for all \( m \geq 1 \). It is easily seen that this notion does not depend on the choice of \( F \). In this case we write \( \text{growth}(G) = k \). One can show that if \( G \) has polynomial growth, then the balls \( B_F(m), m = 1, 2, \ldots \) form a Fölner sequence in \( G \), and, therefore, \( G \) is amenable.

For instance, it was proved in [B] (see also [Gr]) that if \( G \) is a finitely generated nilpotent group with lower central series \( G = G_1 \supset G_2 \supset \ldots \supset G_{p+1} = \{ e \} \), then \( \text{growth}(G) = \sum_{q \geq 1} q \cdot \text{rank}(G_q / G_{q+1}) \). Clearly, \( \text{growth}(\mathbb{Z}^d) = d \).

In the same manner the degree of polynomial growth can be defined for finitely generated semigroups.
2.3. RESULTS

Let $G$ be a finitely generated (semi-)group with $\text{growth}(G) = k$ and $X \subseteq \Omega_d(P)$ be a subshift with $h(\tau_X) > 0$.

**Theorem 2.3.1.** If $k = d$, then for any expansive action $T$ of the (semi)group $G$ by automorphisms (endomorphisms) on the subshift $X$ we have $h(T) > 0$.

**Theorem 2.3.2.** If $k < d$, then any action $T$ of the (semi)group $G$ by automorphisms (endomorphisms) on the subshift $X$ is not expansive.

In the case $G = \mathbb{Z}^k$ (or $\mathbb{Z}^+_k$) the theorems above describe dynamical properties of the joint action of $k$ commuting automorphisms (endomorphisms) of the subshift $X \subseteq \Omega_d(P)$ according as $k = d$ or $k < d$. In particular for $G = \mathbb{Z}$ we have

**Corollary 2.3.3.** Let $d = 1$ and $X \subseteq \Omega_1(P)$ be a subshift with $h(\tau_X) > 0$. Let $T$ be an expansive endomorphism or automorphism of $X$. Then $h(T) > 0$.

**Corollary 2.3.4.** Let $d > 1$ and $X \subseteq \Omega_d(P)$ be a subshift with $h(\tau_X) > 0$. Then there are neither expansive endomorphisms nor expansive automorphisms of $X$.

We remark that if we drop the condition that the entropy of the subshift $X$ be positive, then the last statement is no longer true. To give a counterexample consider the 2-dimensional subshift of finite type

$$X = \{ x \in \Omega_2(\mathbb{Z}/2\mathbb{Z}) : x_{(i,j)} + x_{(i+1,j)} + x_{(i,j+1)} = 0 \pmod{2}, \forall (i,j) \in \mathbb{Z}^2 \}.$$  

This subshift was first studied by Ledrappier [L] (see also [Sch1]) and was shown to have zero entropy ($h(\tau_X) = 0$). On the other hand one readily verifies that the automorphism $T = \tau^{(1,1)}|X$ and the endomorphism $S$, defined by $(Sx)_{(i,j)} = x_{(i-1,j-1)} + x_{(i,j)} + x_{(i+1,j+1)}$ are expansive.

Also, it should be mentioned that our results can be reformulated as follows. Let $Y$ be an arbitrary compact zero-dimensional topological space and
\[ m \mapsto \sigma^m \] be a continuous expansive \(2^k\)-action on \(Y\). Then one can construct a finite topological generator (cf. [DGS], [W]) \( U = \{ U_i \} \) with \( U_i \cap U_j = \emptyset \) for \( i \neq j \), by means of which we define (in the standard way) the topological conjugacy between \((Y, \tau)\) and a \(d\)-dimensional subshift \((X, \tau_X)\). Suppose \( h(\sigma) > 0 \) and let \( G \) again be a finitely generated group with \( \text{growth}(G) = k \). From Theorems 2.3.1 and 2.3.2, respectively, we have.

**Proposition 2.3.5.** Suppose \( k = d \). Let \( T \) be an expansive continuous action of the (semi-) group \( G \) on \( Y \) commuting with \( \sigma \). Then \( h(T) > 0 \).

**Proposition 2.3.6.** Suppose \( k < d \). Then any continuous action of the (semi) group \( G \) on \( Y \) commuting with \( \sigma \) is not expansive.

### 2.4. PROOFS OF THEOREMS

The proofs will be carried out for the case where \( G \) is a group, the 'non-invertible' case where \( G \) is a semigroup is treated similarly.

First we prove the following technical result.

**Lemma 2.4.1** (cf. [DGS]; p. 109). Let \( T \) be an expansive continuous action of a group \( G \) on a compact metric space \((X, \rho)\) and let \( c > 0 \) be an expansive constant for \( T \). Let \( A_1 \subset A_2 \subset \ldots \subset A_n \subset \ldots \subset G \) be a sequence of subsets of \( G \) such that \( \bigcup_{n \geq 1} A_n = G \). Then for any \( \delta > 0 \) there exists an integer \( M = M(\delta) \geq 1 \) such that \( \rho(x, y) \geq \delta \) implies existence of some \( g \in A_M \) satisfying \( \rho(T^g x, T^g y) > c \).

**Proof.** Suppose, on the contrary that for some \( \delta > 0 \) there exist sequences \( x_n, y_n \in X \), \( n = 1, 2, \ldots \) satisfying \( \rho(x_n, y_n) \geq \delta \) but with \( \rho(T^g x_n, T^g y_n) \leq c \) for all \( g \in A_n \). By compactness the sequence \( (x_n, y_n) \in X^2 \) contains a convergent subsequence. To avoid double indices we assume that the sequence \( (x_n, y_n) \) itself converges to a pair \((x, y)\) in \( X^2 \). Take any \( g \in G \). Then \( g \in A_n \), and hence \( \rho(T^g x_n, T^g y_n) \leq c \), for all sufficiently large \( n \). Since the action is continuous, we have \( \rho(T^g x, T^g y) \leq c \). The last inequality holds for every \( g \in G \) which, in view of expansiveness, implies \( x = y \). But this is
impossible, because we must have $\rho(x, y) \geq \delta$. The contradiction proves the lemma.

Now we provide the topological space $\Omega_d(P)$ with a metric. For $n = (n_1, ..., n_d)$ we put $|n| = \max_{1 \leq i \leq d} |n_i|$. Let $\alpha$ be a fixed real number with $0 < \alpha < 1$ and put $L(x, y) = \min \{|n|: x_n \neq y_n\}$ for $x \neq y$. We define the metric $p_\alpha$ on $\Omega_d(P)$ by putting

$$p_\alpha(x, y) = \begin{cases} \alpha^{L(x, y)}, & \text{if } x \neq y \\ 0, & \text{if } x = y \end{cases}$$

Every subshift $X \subset \Omega_d(P)$ is given the induced metric.

Then we introduce a family of partitions of $X$ which will be of substantial use in the proofs of the main results.

Given integers $a_i \leq b_i$, $1 \leq i \leq d$ define the rectangle

$$R(a, b) = \{ n \in \mathbb{Z}^d: a_i \leq n_i \leq b_i \text{ for all } 1 \leq i \leq d \},$$

$a = (a_1, ..., a_d)$, $b = (b_1, ..., b_d)$. We introduce the partition $\xi(a, b)$ of the space $\Omega_d(P)$ into compact open sets of the form

$$C(a, b; \hat{u}) = \{ x \in \Omega_d(P): x_n = u_n \text{ for all } n \in R(a, b) \},$$

where $\hat{u} = (u_n)_{n \in R(a, b) \in P R(a, b)}$. The partition $\xi(a, b)$ induces a partition of the subshift $X \subset \Omega_d(P)$ consisting of the non-empty intersections of $X$ with elements of $\xi(a, b)$. We denote this partition of $X$ by $\xi_X(a, b)$ and its elements by $C_X(a, b; \hat{u})$. Note that the partition may also be considered as an open cover.

Let $\{ R_k = R(a^{(k)}, b^{(k)}) \}_{k=1, 2, \ldots}$ be an increasing sequence of finite rectangles with $R_k \supseteq \mathbb{Z}^d$. Then, the topological entropy of the $\mathbb{Z}^d$-action $\tau_X$ on the subshift $X$ is given by the formula (see [Sch1])

$$h(\tau_X) = \lim_{k \to \infty} (\text{Card}(R_k))^{-1} \log \text{Card}(\xi_X(a^{(k)}, b^{(k)})), \quad (2.1)$$

where the limit always exists and does not depend on the sequence $\{ R_k \}$.

In what follows we write $\zeta \leq \eta$ for the partitions $\zeta$ and $\eta$, if $\eta$ is finer than $\zeta$ and $\bigvee_{j \in J} \eta_j$ for the refinement of the partitions $\{ \eta_j \}_{j \in J}$.
Let $G$ be a finitely generated group with a fixed finite system of generators $F$. The proofs of Theorems 2.3.1 and 2.3.2 are based on the following

**Lemma 2.4.2.** Let $X \subset \Omega_d (P)$ be a subshift and $T$ be an expansive action of the group $G$ by automorphisms on $X$ with the expansive constant $\alpha^{r+1}$ with some $r \in \mathbb{Z}_+$. Then there exists an integer $M \geq 1$ such that

$$\bigvee_{g \in B_F(M)} (T^g)^{-1} \xi_X(-m, m) \supseteq \xi_X(-m - 1, m + 1)$$

(2.2)

for all $m \geq r$ (where $m = (m, \ldots, m)$, $1 = (1, \ldots, 1)$).

**Proof.** Let us apply Lemma 2.4.1 to the action $T$ on the subshift $X$ with the metric $\rho$ taking $\delta = c = \alpha^{r+1}$ and $A_n = B_F(n)$, $n = 1, 2, \ldots$. Put $M = M(\delta)$. Choose arbitrarily two points $x, y \in X$ lying in different elements of $\xi_X(-r - 1, r + 1)$. Then $\rho(x, y) \geq \alpha^{r+1}$ and, by Lemma 1, we have $\rho(T^g x, T^g y) > \alpha^{r+1}$ for some $g \in B_F(M)$. This means that $T^g x$ and $T^g y$ lie in different elements of the partition $\xi_X(-r, r)$. Hence, $x$ and $y$ are in different elements of $\bigvee_{g \in B_F(M)} (T^g)^{-1} \xi_X(-r, r)$, whenever they are in different elements of $\xi_X(-r - 1, r + 1)$. This implies

$$\bigvee_{g \in B_F(M)} (T^g)^{-1} \xi_X(-r, r) \supseteq \xi_X(-r - 1, r + 1).$$

Now we prove (2.2) by induction on $m$. Suppose that (2.2) holds for some $m \geq r$. Then, since $\tau X = X$, and $T \circ \tau = \tau \circ T$, we have

$$\bigvee_{g \in B_F(M)} (T^g)^{-1} \xi_X(-m + j, m + j) \supseteq \xi_X(-m + j - 1, m + j + 1)$$

for every $j \in \mathbb{Z}_d$. From this it follows that

$$\bigvee_{g \in B_F(M)} (T^g)^{-1} \xi_X(-m - 1, m + 1) \supseteq \bigvee_{g \in B_F(M)} (T^g)^{-1} \xi_X(-m + j, m + j) \supseteq \xi_X(-m + j - 1, m + j + 1).$$

(2.3)
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for every \( j \in \mathbb{Z}^d \) with \( |j| = 1 \). Obviously, \( R(-m-2, m+2) = \bigcup_{|j|=1} R(-m+j-1, m+j+1) \) and, therefore, \( \xi_X(-m-2, m+2) = \bigvee_{|j|=1} \xi_X(-m+j-1, m+j+1) \). From this and (2.3) we have

\[
\bigvee_{g \in B_F(M)} (T^g)^{-1} \xi_X(-m-1, m+1) \geq \xi_X(-m-2, m+2).
\]

So, we have derived (2.2) for \( m+1 \) which completes the proof. \( \square \)

Lemma 2.4.2 can be strengthened as follows.

**Lemma 2.4.3.** Under the conditions of Lemma 2.4.2 we have

\[
\bigvee_{g \in B_F(sM)} (T^g)^{-1} \xi_X(-m, m) \geq \xi_X(-m-s, m+s) \quad (2.4)
\]

for all \( m \geq r \) and all \( s \geq 1 \) (where \( s = (s, \ldots, s) \)).

**Proof.** First we observe that for any \( a, b \in \mathbb{N} \) we have

\[
B_F(a)B_F(b) = \{ g_1g_2 \in G : g_1 \in B_F(a), g_2 \in B_F(b) \} = B_F(a+b),
\]

in particular, \( B_F((s+1)M) = B_F(sM)B_F(M) \). Using Lemma 2.4.2 we write

\[
\bigvee_{g \in B_F((s+1)M)} (T^g)^{-1} \xi_X(-m, m) =
\]

\[
= \bigvee_{g \in B_F(sM)} (T^g)^{-1} \bigg( \bigvee_{h \in B_F(M)} (T^h)^{-1} \xi_X(-m, m) \bigg) \geq
\]

\[
\geq \bigvee_{g \in B_F(sM)} \xi_X(-m-1, m+1),
\]

and (2.4) follows by induction on \( s \). \( \square \)

Now the proofs of the main theorems are almost immediate.
Proof of Theorem 2.3.1. Let $G$ be a group generated by a finite set $F \subset G$ with $\text{growth}(G) = d$ and $X \subset \Omega_d(P)$ be a subshift with $h(\tau_X) > 0$. Let $T$ be an expansive action of $G$ by automorphisms on $X$. We have $A m^d \leq \beta_F(m) \leq C m^d$, $m \geq 1$ with some constants $A, C > 0$, where $\beta_F(m) = \text{Card}(B_F(m))$. Using Lemma 2.4.3 and (2.1) we find that for any $m \geq r$

$$h(T, \xi_X(-m, m)) \geq$$

$$\geq \limsup_{s \to \infty} \beta_F(sN)^{-1} \log \mathcal{N}\left( \bigvee_{g \in B_F(sN)} (T^g)^{-1} \xi_X(-m, m) \right) \geq$$

$$\geq (2/M)^d \lim_{s \to \infty} \left( \frac{\text{(sM)}^d}{\beta_F(sM)} \right) (2(m+s)+1)^{-d} \log \mathcal{N}(\xi_X(-m-s, m+s)) \geq$$

$$\geq (2/M)^d C^{-1} h(\tau_X).$$

Hence, $h(T) \geq (2/M)^d C^{-1} h(\tau_X)$ and $h(\tau_X) > 0$ implies $h(T) > 0$. □

Proof of Theorem 2.3.2. Let $G$ be a group generated by a finite set $F \subset G$ with $\text{growth}(G) = k < d$ and $X \subset \Omega_d(P)$ be a subshift with $h(\tau_X) > 0$. Suppose $T$ is an expansive action of $G$ by automorphisms on $X$. Using Lemma 2.4.3 again we obtain that for any $m \geq r$

$$h(T, \xi_X(-m, m)) \geq$$

$$\geq \limsup_{s \to \infty} \beta_F(sN)^{-1} \log N\left( \bigvee_{g \in B_F(sN)} (T^g)^{-1} \xi_X(-m, m) \right) \geq$$

$$\geq (2/M)^d \lim_{s \to \infty} \left( \frac{\text{(sM)}^d}{\beta_F(sM)} \right) (2(m+s)+1)^{-d} \log \mathcal{N}(\xi_X(-m-s, m+s)).$$

Thus, we have $h(T, \xi_X(-m, m)) = \infty$, since $\text{growth}(G) < d$ implies $(sM)^d / \beta_F(sM) \to \infty$ and $(2(m+s)+1)^{-d} \log \mathcal{N}(\xi_X(-m-s, m+s)) \to h(\tau_X) > 0$. But this is impossible in view of the obvious inequality $h(T, \eta) \leq \log \text{Card}(\eta)$ which holds for any finite open cover $\eta$. This contradiction completes the proof. □
CHAPTER 3.
ON THE CLASSIFICATION OF SOME TWO-
DIMENSIONAL MARKOV SHIFTS WITH
GROUP STRUCTURE

3.1. INTRODUCTION AND THE MAIN RESULTS

In Chapters 5–7 of [Sch1] K. Schmidt gave probably the first survey of higher-dimensional Markov shifts. It contains a lot of intriguing questions exhibiting the striking lack of general theory in this part of modern ergodic theory. One of the questions raised in [Sch1] is discussed in this chapter.

First of all, we recall the general definition of a Markov shift in arbitrary dimension. Let \( F \) be a finite set. A closed shift-invariant set \( X \subseteq F^{\mathbb{Z}^d} \) (\( d \geq 1 \)) is called a \( d \)-dimensional Markov shift (or subshift of finite type), if there exists a finite subset \( D \subseteq \mathbb{Z}^d \) and a set \( P \subseteq F^D \) such that \( X \) consists precisely of those points \( x \in F^{\mathbb{Z}^d} \) for which the coordinate projection of \( x \) onto every translate of \( D \) results in an element of \( P \).

Let \( G \) be a finite group with the identity \( e \) and define the two-dimensional Markov shift

\[
X_G = \{ x = (x_{(i,j)})_{(i,j) \in \mathbb{Z}^2} : x_{(i,j)} x_{(i+1,j)} x_{(i,j+1)} = e \text{ for all } (i,j) \in \mathbb{Z}^2 \}.
\]

Although \( X_G \) is not a subgroup of \( G^{\mathbb{Z}^2} \) unless \( G \) is abelian, the Haar measure \( \lambda_G \) on \( G \) always gives rise to a well defined shift-invariant probability measure \( \mu_G \) on \( X_G \). Indeed, an element \( x \in X_G \) is completely determined by values of the coordinates \( x_{(i,0)}, i \in \mathbb{Z} \) and \( x_{(0,-j)}, j \in \mathbb{Z}_+ \). So, the Haar measure \( (\lambda_G)^{\mathbb{Z}} \otimes (\lambda_G)^{\mathbb{Z}_+} \) on the compact group \( G^{\mathbb{Z}} \oplus G^{\mathbb{Z}_+} \) determines (by means of the natural homeomorphism between \( G^{\mathbb{Z}} \oplus G^{\mathbb{Z}_+} \) and \( X_G \)) a probability measure \( \mu_G \) on \( X_G \). If \( G \) is abelian, then \( X_G \) is a (compact) subgroup of \( G^{\mathbb{Z}^2} \) and the Haar measure on
$X_G$ is precisely $\mu_G$. The horizontal and the vertical shifts $\sigma_G, \tau_G : X_G \to X_G$ defined by $(\sigma_G x)(i,j) = x(i+1,j)$ and $(\tau_G x)(i,j) = x(i,j+1)$ are commuting automorphisms of the measure space $(X_G, \mathcal{B}_G, \mu_G)$ where $\mathcal{B}_G$ denotes the Borel $\sigma$-algebra on $X_G$. The measure preserving $\mathbb{Z}^2$-action $\tau_G$ on $(X_G, \mathcal{B}_G, \mu_G)$ generated by $\sigma_G$ and $\tau_G$ is called the shift action on $X_G$. Ergodic properties of the action were first studied by F. Ledrappier [L] for the case $G = \mathbb{Z}_2$. He showed the shift action to have zero entropy and to be mixing, but not 2-mixing. In fact, zero entropy and mixing holds for any group $G$ (cf. [Sch1], [Sch2]) and 2-mixing fails whenever $G$ is abelian (see [War]). It is not hard to show that $h_{\mu_G}(\sigma_G) = h_{\mu_G}(\tau_G) = \log |G|$. So, we have

**Proposition 3.1.1 (cf. [War]).** If the shift actions $(X_{G_1}, \mathcal{B}_{G_1}, \mu_{G_1}, \tau_{G_1})$ and $(X_{G_2}, \mathcal{B}_{G_2}, \mu_{G_2}, \tau_{G_2})$ are isomorphic, then $|G_1| = |G_2|$. 

After this discussion we formulate the following question which was originally raised by H. Furstenberg (see [Sch1, p. 611]).

**Question 3.1.2.** Let $G_1$ and $G_2$ be finite groups with $|G_1| = |G_2|$. Are the $\mathbb{Z}^2$-actions $(X_{G_1}, \mathcal{B}_{G_1}, \mu_{G_1}, \tau_{G_1})$ and $(X_{G_2}, \mathcal{B}_{G_2}, \mu_{G_2}, \tau_{G_2})$ isomorphic?

We remark, that the invariants called relative entropies that have been introduced by B. Kitchens and K. Schmidt [KS2] do not distinguish between such actions.

The question has also been studied by T. Ward in [War] where he proves that if $G_1$ has the property that $\{ ghg^{-1}h^{-1} : g, h \in G_1 \} = G_1$, i.e. $G_1$ is "strongly non-abelian", and $G_2$ is any abelian group, then $(X_{G_1}, \mathcal{B}_{G_1}, \mu_{G_1}, \tau_{G_1})$ and $(X_{G_2}, \mathcal{B}_{G_2}, \mu_{G_2}, \tau_{G_2})$ are non-isomorphic. However, the arguments of [War] are not applicable to the case when $G_1$ and $G_2$ are both abelian.

Here we deal only with abelian groups. We prove a theorem which enables us to measurably distinguish between $(X_{G_1}, \mathcal{B}_{G_1}, \mu_{G_1}, \tau_{G_1})$ and
(\(X_{G_2}, B_{G_2}, \mu_{G_2}, \tau_{G_2}\)), say, for \(G_1 = (\mathbb{Z}_p)^n\) and \(G_2 = \mathbb{Z}_p^n\) for any prime \(p\). As far as the question of topological conjugacy is concerned, we have been able to describe the situation completely: algebraically (non-) isomorphic abelian groups give rise to topologically (non-) isomorphic Markov shifts. We conjecture that the measure-theoretic picture is exactly the same.

In order to formulate the result precisely, let us recall some definitions from basic group theory (see e.g. [Schn1]). The group \(G\) is called a \(p\)-group, if \(|G| = p^s, s \in \mathbb{N}\) for a prime \(p\). For any finite abelian group \(G\) the least common multiple of orders of its elements is called the exponent of \(G\). We denote the exponent of \(G\) by \(E(G)\). Clearly, \(g^{E(G)} = e\) for every \(g \in G\). Furthermore, \(E(G)\) always divides \(|G|\). We prove that the number \(E(G)\) is an invariant for the shift action \((X_G, B_G, \mu_G, \tau_G)\) as long as \(G\) is a \(p\)-group.

**Theorem 3.1.3.** Let \(G_1\) and \(G_2\) are abelian \(p\)-groups. If the \(\mathbb{Z}^2\)-action \((X_{G_1}, B_{G_1}, \mu_{G_1}, \tau_{G_1})\) is a factor of the \(\mathbb{Z}^2\)-action \((X_{G_2}, B_{G_2}, \mu_{G_2}, \tau_{G_2})\), then \(E(G_1) \leq E(G_2)\). In particular, if they are isomorphic, then \(E(G_1) = E(G_2)\).

The theorem may be illustrated by the following

**Corollary 3.1.4.** For an integer \(m > 1\) let \(G_1 = (\mathbb{Z}_p)^m, G_2 = (\mathbb{Z}_p)^{m-2} \oplus \mathbb{Z}_p^2, \ldots, G_{m-1} = \mathbb{Z}_p \oplus \mathbb{Z}_p^{m-1}, G_m = \mathbb{Z}_p^m\). Then the \(\mathbb{Z}^2\)-actions \((X_{G_i}, B_{G_i}, \mu_{G_i}, \tau_{G_i})\) and \((X_{G_j}, B_{G_j}, \mu_{G_j}, \tau_{G_j})\) \((1 \leq i, j \leq m)\) are not isomorphic unless \(i = j\).

The theorem above may be considered as a step towards proving the following.

**Conjecture 3.1.5.** If \(G_1\) and \(G_2\) are any finite abelian groups, then the \(\mathbb{Z}^2\)-actions \((X_{G_1}, B_{G_1}, \mu_{G_1}, \tau_{G_1})\) and \((X_{G_2}, B_{G_2}, \mu_{G_2}, \tau_{G_2})\) are isomorphic if and only if \(G_1 \cong G_2\).

We 'justify' this conjecture by proving its topological counterpart.
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Theorem 3.1.6. If $G_1$ and $G_2$ are any finite abelian groups, then the topological $\mathbb{Z}^2$-actions $(X_{G_1}, \mathcal{T}_{G_1})$ and $(X_{G_2}, \mathcal{T}_{G_2})$ are topologically conjugate if and only if $G_1 \cong G_2$.

We mention an obvious "generalization" of our main results. It is easily seen from the proofs (see §§ 3.3-3.5) that they are valid for any "3-dot" Markov shift with "zero sum" law. More precisely, let

$X_{G,D} = \{ x = (x_{(i,j)})_{(i,j)\in \mathbb{Z}^2} \in G^{\mathbb{Z}^2} : \prod_{(m,n) \in D} x_{(i+m,j+n)} = e \text{ for all } (i,j) \in \mathbb{Z}^2 \}$

where $D = \{ (m^{(0)}, n^{(0)}), (m^{(1)}, n^{(1)}), (m^{(2)}, n^{(2)}) \} \subset \mathbb{Z}^2$ is any non-degenerate triangle, i.e. the vectors $(m^{(1)}-m^{(0)}, n^{(1)}-n^{(0)})$ and $(m^{(2)}-m^{(0)}, n^{(2)}-n^{(0)})$ are linearly independent over $\mathbb{Z}$. (The case we consider above and below is the one with $D = \{ (0,0), (1,0), (0,1) \}$.) Theorems 3.1.3 and 3.1.6 still hold for shift $\mathbb{Z}^2$-actions on such Markov shifts.

Concluding this Section we make a remark concerning notation. As from now on we will be concerned only with abelian groups, we will use the additive notation for the group operations (in particular, 0 will stand for the identity element).

3.2. SOME FACTS ABOUT BINOMIAL COEFFICIENTS

It can be easily proved by induction (see [War] for the proof) that

$$x_{(0,m)} = (-1)^m \sum_{k=0}^{m} \binom{m}{k} x_{(k,0)} .$$

(3.1)

for any $x \in X_G$, $m \in \mathbb{N}$. Since the long-range dependence of the coordinates in $X_G$ involves the binomial coefficients, we investigate their divisibility properties, looking for possible cancellations in (3.1).
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Lemma 3.2.1. Let \( p \) be a prime. Then for all integers \( s \geq 1 \) and \( n \geq s \) we have \( p^s \mid \binom{n}{k} \) for each \( k \in \{0, 1, \ldots, p^n\} \setminus \{jp^{n-s+1}: 0 \leq j \leq p^{s-1}\} \) (\( a \mid b \) means \( a \) divides \( b \)).

Proof. See Appendix.

This lemma tells us, in particular, that the binomial coefficient \( \binom{pn}{p^{n-s}} \) is divisible by \( p^s \). One can show that, in fact, \( p^s \) is the maximal power of \( p \) that divides the coefficient.

Lemma 3.2.2. Let \( p \) be a prime. Then for all integers \( s, n \) with \( 0 \leq s \leq n \) the binomial coefficient \( \binom{n}{p^{n-s}} \) is divisible by \( p^s \) but not divisible by \( p^{s+1} \).

Proof. See Appendix.

3.3. CYLINDER SETS

Let \( G \) be a finite abelian group and \( X_G \) be the two-dimensional Markov shift defined in §3.1. With \( E \subset \mathbb{Z}^2 \) a finite set, let \( \pi_E : X_G \to G^E \) be the projection map onto \( E \). Then \( \pi_E (X_G) \) is a subgroup of \( G^E \). We denote \( \pi_E (X_G) \) by \( X_G^E \) and for every \( \alpha \in X_G^E \) define the cylinder set \( C_G^E (\alpha) = \{ x \in X_G : \pi_E (x) = \alpha \} \).

Clearly, \( \mu_G (C_G^E (\alpha)) = \frac{1}{|X_G^E|} \). Define the triangles \( E (m, n, s) = \{(i, j) \in \mathbb{Z}^2 : i \geq m, j \geq n, (i - m) + (j - n) < s\}, (m, n) \in \mathbb{Z}^2, s \in \mathbb{N}, \) and set \( T(l) = E(-l, -l, 4l), l \in \mathbb{N}. \) We will basically deal with the cylinder sets of the form \( C_G^E (\alpha) \). It is clear that for any finite set \( E \subset \mathbb{Z}^2 \) there is \( l \in \mathbb{N} \) such that \( E \subset T(l). \) Therefore, the \( \sigma \)-algebra \( B_G \) is the completion of the \( \sigma \)-algebra generated by the collection of cylinder sets \( \{C_G^{T(l)} (\alpha): \alpha \in X_G^{T(l)}, l \in \mathbb{N}\}. \)
The set $X_G^{T(t)}$ is just the set of all allowed configurations over $T(t)$, for every such a configuration can be extended to an element of $X_G$. So,

$$X_G^{T(t)} = \{ \alpha \in G^{T(t)} : \alpha(i,j) + \alpha(i+1,j) + \alpha(i,j+1) = 0 \text{ for all } (i,j) \in T(t-1) \},$$

if $t > 1$, and $X_G^{T(1)} = G$. Obviously, an element of $X_G^{T(t)}$ is completely determined by its values on the bottom of the triangle $T(t)$, i.e. by $\alpha(-t,-t), \alpha(-t+1,-t), \ldots, \alpha(3t,-t)$. Moreover, for every $(a_1, \ldots, a_{3t}) \in G^{4t+1}$ there exists a unique $\alpha \in X_G^{T(t)}$ with $\alpha(i,0) = a_i$, $-t \leq i \leq 3t$. From this we obtain $|X_G^{T(t)}| = |G|^{4t+1}$ and, hence, $\mu_G(C_G^{T(t)}(\alpha)) = |G|^{-4t-1}$ for all $\alpha \in X_G^{T(t)}$. For a set $E \subset \mathbb{Z}^2$ define its translate $E + (s, t)$ by $(s, t) \in \mathbb{Z}^2$ setting $E + (s, t) = \{(i+s, j+t) : (i,j) \in E\}$. One easily finds that

$$|X_G^{T(L)} \cup (T(t) + (k,0))| = |X_G^{T(L)}||X_G^{T(t)} + (k,0)| = |X_G^{T(L)}||X_G^{T(t)}|,$$

whenever $k > 4L$. Therefore, for all $k > 4L$, $\alpha \in X_G^{T(L)}$, $\beta \in X_G^{T(t)}$ we have

$$\mu_G(C_G^{T(L)}(\alpha) \cap C_G^{T(t)}(\beta)) = \mu_G(C_G^{T(L)}(\alpha)) \mu_G(C_G^{T(t)}(\beta)).$$

We now summarize this discussion in the following

**Lemma 3.3.1.** Let $A$ be a union of cylinder sets of the form $C_G^{T(L)}(\alpha)$, $\alpha \in X_G^{T(L)}$ and $B$ be a union of cylinder sets of the form $C_G^{T(t)}(\beta)$, $\beta \in X_G^{T(t)}$. Then the sets $A$ and $\sigma^{-k}(B)$ are independent with respect to the measure $\mu_G$, whenever $k > 4L$.

### 3.4 Obstructions to Measurable Conjugacy

**(Proof of Theorem 3.1.3)**

Let $G_1$ and $G_2$ be finite abelian $p$-groups with $E(G_i) = p^{s_i}$, $i = 1, 2$. Suppose $s_1 > s_2$ which means that in the group the identities $p^{s_i}g = 0$, $g \in G_i$ ($i = 1, 2$) hold, but for each $r$ not divisible by $p^{s_1}$ there exists $g(r) \in G_1$ such
that \( r g(r) \neq 0 \). In view of the cancellations guaranteed by Lemma 3.2.1, for all \( \mathbf{x} \in X_{G_i}, \ i = 1, 2 \) we can rewrite (3.1) (with \( m = p^n, n \geq s_i \)) as follows

\[
x_{(0,p^n)} = (-1)^{p^n} \sum_{j=0}^{p^{s_i-1}} \left( \frac{p^n}{j p^{n-s_i+1}} \right) x_{(jp^n-s_i+1,0)}.
\]

(3.2)

Notice that for \( \mathbf{x} \in X_{G_1} \) the sum above consists of \( p^{s_1-1} + 1 \) summands including the \( p^{s_2-1} + 1 \) summands of the sum for \( \mathbf{x} \in X_{G_2} \). Furthermore, those members of the sum for \( \mathbf{x} \in X_{G_1} \) not included in the sum for \( \mathbf{x} \in X_{G_2} \) are not all identically zero. Indeed, by virtue of Lemma 3.2.2, \( \left( \frac{p^n}{p^{n-s_2}} \right) \) is not divisible by \( p^{s_1} \) and hence the summand \( \left( \frac{p^n}{p^{n-s_2}} \right) x_{(p^n-s_2,0)} \) is not zero when \( x_{(p^n-s_2,0)} = g^* = g \left( \left( \frac{p^n}{p^{n-s_2}} \right) \right) \in G_1 \).

From (3.2) for all \( \beta \in X_{G_i}^{T(t)} \) and \( p^{n-s_i+1} > 4t \) we obtain

\[
\tau_{G_i}^{p^n} C_{G_i}^{T(t)}(\beta) = \bigcup_{\alpha} \bigcap_{j=0}^{p^{s_i-1}} \sigma_{G_i}^{jp^n-s_i+1} C_{G_i}^{T(t)}(\alpha_j),
\]

(3.3)

where the union is taken over all \( \alpha = \{ \alpha_j : 0 \leq j \leq p^{s_i-1} \} \in (X_{G_i}^{T(t)})^{p^{s_i-1}} \) such that

\( \beta = (-1)^{p^n} \sum_{j=0}^{p^{s_i-1}} \left( \frac{p^n}{j p^{n-s_i+1}} \right) \alpha_j \).

Now we are in a position to establish two facts featuring the difference between the measurable dynamics of \( X_{G_1} \) and \( X_{G_2} \) which prevents them being isomorphic.

**Lemma 3.4.1.** There exist sets \( A_j \ (0 \leq j \leq p^{s_1-1}) \), \( B \in B_{G_i} \) such that

\[
\limsup_{n \to \infty} \mu_{G_i} \left( \tau_{G_i}^{p^n} B \cap \left( \bigcap_{k=0}^{p^{s_2-1}} \sigma_{G_i}^{k p^{n-s_2+1}} A_{k p^{s_1-s_2}} \right) \right) > 0,
\]

(3.4)

but
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\[
\lim_{n \to \infty} \sup \mu_{G_1} \left( \tau^{p^n}_{G_1} B \cap \left( \bigcap_{j=0}^{p^{s_1-1}} \sigma^{p^{n-s_1}}_{G_1} A_j \right) \right) = 0. \quad (3.5)
\]

**Proof.** We put \( a_j = 0 \in G_1 \) for all \( 0 \leq j \leq p^{s_1-1} \) except for \( j = p^{s_1-s_2-1} \), and \( a_{p^{s_1-s_2-1}} = g^* \in G_1 \). Then we set \( A_j = C_{G_1}^{T(1)}(a_j) \) (\( = \{ x \in X_{G_1} : x(0,0) = a_j \} \)) and \( B = C_{G_1}^{T(1)}(0) \). We have

\[
\sum_{k=0}^{p^{s_2-1}} \left( \frac{p^n}{k p^{n-s_2+1}} \right) a_{k p^{s_1-s_2}} = 0, \quad (3.6)
\]

\[
\sum_{j=0}^{p^{s_1-1}} \left( \frac{p^n}{j p^{n-s_1+1}} \right) a_j = \left( \frac{p^n}{p^{n-s_2}} \right) g^* \neq 0. \quad (3.7)
\]

In view of (3.3), the formulas (3.6) and (3.7) give (3.4) and (3.5), respectively. \( \square \)

**Lemma 3.4.2.** Let the sets \( A_j \) (\( 0 \leq j \leq p^{s_1-1} \)), \( B \in \mathcal{B}_{G_2} \) satisfy

\[
\lim_{n \to \infty} \sup \mu_{G_2} \left( \tau^{p^n}_{G_2} B \cap \left( \bigcap_{k=0}^{p^{s_2-1}} \sigma^{k p^{n-s_2+1}}_{G_2} A_{k p^{s_1-s_2}} \right) \right) > 0. \quad (3.8)
\]

Then they satisfy

\[
\lim_{n \to \infty} \sup \mu_{G_2} \left( \tau^{p^n}_{G_2} B \cap \left( \bigcap_{j=0}^{p^{s_1-1}} \sigma^{j p^{n-s_1+1}}_{G_2} A_j \right) \right) > 0. \quad (3.9)
\]

**Proof.** Fix arbitrary sets \( A_j \) (\( 0 \leq j \leq p^{s_1-1} \)), \( B \in \mathcal{B}_{G_2} \) satisfying (3.8) and denote \( \mu_{G_2}(A_j) = \xi_j \) (clearly, \( \xi_j > 0, 0 \leq j \leq p^{s_1-1} \)) and

\[
\eta_n = \mu_{G_2} \left( \tau^{p^n}_{G_2} B \cap \left( \bigcap_{k=0}^{p^{s_2-1}} \sigma^{k p^{n-s_2+1}}_{G_2} A_{k p^{s_1-s_2}} \right) \right) > 0. \quad \text{Then, since } \mathcal{B}_{G_2} \text{ is the completion of } \sigma \text{-algebra generated by the cylinder sets, there exists } l \in \mathbb{N} \text{ and sets } A_{j, \varepsilon}, B_{\varepsilon} \in \mathcal{B}_{G_2} \text{ which are unions \( \varepsilon \)}}
of cylinder sets of the form \( C_{G_2}^{T(t)}(\alpha) \) and satisfy \( \mu(A_{j} \Delta A_{j}, \epsilon) < \epsilon \) \((0 \leq j \leq p_{s_1-1})\) and \( \mu(B \Delta B_{\epsilon}) < \epsilon \). It follows that

\[
\mu_{G_2} \left( \left( \tau^{p_{s_2-1}}_{G_2} B \cap \left( \bigcap_{k=0}^{p_{s_2-1}} \sigma_{G_2}^{k} A_{k p_{s_1-1}} \right) \right) \Delta \right)
\]

\[
\Delta \left( \tau^{p_{s_1-1}}_{G_2} B_{\epsilon} \cap \left( \bigcap_{j=0}^{p_{s_1-1}} \sigma_{G_2}^{j} A_{j}, \epsilon \right) \right) < (p_{s_2-1} + 2) \epsilon, \quad (3.10)
\]

\[
\mu_{G_2} \left( \left( \tau^{p_{s_1-1}}_{G_2} B \cap \left( \bigcap_{j=0}^{p_{s_1-1}} \sigma_{G_2}^{j} A_{j} \right) \right) \Delta \right)
\]

\[
\Delta \left( \tau^{p_{s_1-1}}_{G_2} B_{\epsilon} \cap \left( \bigcap_{j=0}^{p_{s_1-1}} \sigma_{G_2}^{j} A_{j}, \epsilon \right) \right) < (p_{s_1-1} + 2) \epsilon. \quad (3.11)
\]

for all \( n \in \mathbb{N} \). We have \( A_{j}, \epsilon = \bigcup_{\alpha \in Q(j)} C_{G_2}^{T(t)+(s, t)}(\alpha), \ 0 \leq j \leq p_{s_1-1}, \)
\( B_{\epsilon} = \bigcup_{\beta \in R} C_{G_2}^{T(t)+(s, t)}(\beta) \) where \( Q(j) \) and \( R \) are subsets of \( X_{G_2}^{T(t)} \). From

\[(3.3)\]

for all \( n \) with \( p^{n-s_{2}+1} > 4 t \) we obtain

\[
\tau^{p_{s_2-1}}_{G_2} B_{\epsilon} \cap \left( \bigcap_{k=0}^{p_{s_2-1}} \sigma_{G_2}^{k} A_{k p_{s_1-1}}, \epsilon \right) =
\]

\[
= \bigcup_{k=0}^{p_{s_2-1}} \sigma_{G_2}^{k} C_{G_2}^{T(t)+(s, t)}(\alpha_{k p_{s_1-1}}), \quad (3.12)
\]

where the union is taken over all \( (\alpha_{0}, \alpha_{p_{s_1-2}}, ..., \alpha_{p_{s_1-1}}) \in Q(0) \times Q(p^{s_{1}-s_{2}}) \times ...
\]

\( \times Q(p^{s_{1}-1}) \) such that \((-1)^{n} \sum_{k=0}^{p^{n-s_{2}-1}} C_{G_2}^{T(t)+(s, t)}(\alpha_{k p_{s_1-1}}) \in R \). We denote

\[
\eta_{e,n} = \mu_{G_2} \left( \tau^{p_{s_2-1}}_{G_2} B_{\epsilon} \cap \left( \bigcap_{k=0}^{p_{s_2-1}} \sigma_{G_2}^{k} A_{k p_{s_1-1}}, \epsilon \right) \right). \quad (3.10)
\]

From \((3.10)\) we find that \( \eta_{e,n} > \eta_{n} - (p_{s_2-1} + 2) \epsilon \). Using Lemma 3.3.1, one easily obtains
The Lemmas 3.4.1 and 3.4.2 show that the system \((X_{G_1}, \mathcal{B}_{G_1}, \mu_{G_1}, \tau_{G_1})\) cannot be a factor of the system \((X_{G_2}, \mathcal{B}_{G_2}, \mu_{G_2}, \tau_{G_2})\), if \(E(G_1) > E(G_2)\). This proves Theorem 3.1.3. \(\square\)

### 3.5 Obstructions to Topological Conjugacy

(proof of Theorem 3.1.6).

Let \(G\) be a finite abelian group and \(h \in G\) be an element of order 3. Then \(X_G \ni h\) with \(h(i, j) = h\) for all \((i, j) \in \mathbb{Z}^2\) (\(h\) is a fixed point of the shift...
action on $X_G$) and we define a continuous shift-commuting map $L_h : X_G \rightarrow X_G$ by 
$$(L_h x)(i, j) = x(i, j) + h, \ (i, j) \in \mathbb{Z}^2.$$ 

**Lemma 3.5.1.** Let $G_1$ and $G_2$ be finite abelian groups. Then a continuous factor map $\phi : (X_{G_1}, T_{G_1}) \rightarrow (X_{G_2}, T_{G_2})$ is a group homomorphism or $L_h \circ \phi$ with some $h \in G_2$ is a group homomorphism.

**Proof.** This proof develops some ideas of [KS1]. For any abelian $G$ let $0_G$ be the zero element of the group $X_G$ (i.e. the configuration of all zeros). Take a continuous factor map $\phi : (X_{G_1}, T_{G_1}) \rightarrow (X_{G_2}, T_{G_2})$. We assume that $\phi(0_{G_1}) = 0_{G_2}$ and prove that $\phi$ is a group homomorphism. If $\phi(0_{G_1}) = h$ with $h(i, j) = h$ for all $(i, j) \in \mathbb{Z}^2$ (the fixed point $0_{G_1}$ must be sent to a fixed point), we just pass to the continuous factor map $L_h \circ \phi$ which already satisfies $L_h \circ \phi(0_{G_1}) = 0_{G_2}$.

First we shall prove the statement under the assumption that $G_2$ is a $p$-group. We shall make use of the well known fact that $\phi$ is a block map, i.e. there exists $\ell \in \mathbb{N}$, and a mapping $F : X_{G_1}^{T(\ell)} \rightarrow G_2$ such that $(\phi(x))(i, j) = F(\pi_{T(\ell)}(x \sigma^j \sigma^i x))$.

Let $0, \alpha, \beta \in X_{G_1}^{T(\ell)}$, where $0$ is the zero element of the group $X_{G_1}^{T(\ell)}$. Let $T$ stand for $T(\ell)$ and denote $A = C_{G_1}(\alpha), B = C_{G_1}(\beta), O = C_{G_1}(0)$. Next, let $E(G_2) = p^s$ and define $A_n = A \cap (\bigcap_{k=1}^{p^s-1} \sigma_{G_2}^k O)$ and $B_n = B \cap (\bigcap_{k=1}^{p^s-1-1} \sigma_{G_2}^k O) \cap \tau_{G_2}^n O$. It follows from Lemma 3.3.1 that the sets $A_n$ and $B_n$ are non-empty, whenever $p^{n-s+1} > 4 \ell$. Now we fix $x \in A_n$ and $y \in B_n$ ($p^{n-s+1} > 4 \ell$). Observe that $\phi(0_{G_1}) = 0_{G_2}$ implies $F(0) = 0$.

Hence, $\phi(x)(k p^{n-s+1}, 0) = 0$ for $1 \leq k \leq p^{s-1}$ and $\phi(y)(k p^{n-s+1}, 0) = 0$ for $1 \leq k \leq p^{s-1} - 1$, $\phi(y)(0, p^n) = 0$. Applying (3.2) to the points $\phi(x), \phi(y) \in X_{G_2}$ we obtain

$$F(\alpha) + \phi(x)(0, p^n) = 0, \quad F(\beta) + \phi(y)(p^n, 0) = 0 \quad (3.13)$$
On the other hand, considering the point \( x + y \in X_{G_1} \) we find

\[
F(\alpha + \beta) + \phi(x)(0, p^n) + \phi(y)(p^n, 0) = 0 \tag{3.14}
\]

Comparison of (3.13) and (3.14) gives \( F(\alpha + \beta) = F(\alpha) + F(\beta) \). Thus, \( F \) is a homomorphism of \( X_{G_1}^{T(t)} \) onto \( G_2 \) and, therefore, \( \phi \) is a homomorphism of \( X_{G_1} \) onto \( X_{G_2} \). The lemma is proved in the case where \( G_2 \) is a p-group.

Now consider the general case. Any finite abelian group \( G_2 \) can be presented as a direct product (sum)

\[
G_2 = \bigoplus_{i=1}^{r} G_2(p_i)
\]

where \( G_2(p_i) \) is a \( p_i \)-group, \( i = 1, \ldots, r \). It is easily seen that the group \( X_{G_2} \) is the direct product of its \( T_{G_2} \)-invariant subgroups corresponding to the factors \( G_2(p_i) \) of \( G_2 \), i.e.,

\[
X_{G_2} = \bigoplus_{i=1}^{r} X_{G_2}(p_i).
\]

Any continuous factor \( \varphi : (X_{G_1}, T_{G_1}) \to (X_{G_2}, T_{G_2}) \) gives rise to \( r \) continuous factors \( \varphi_i = p_{r_1} \circ \varphi : (X_{G_1}, T_{G_1}) \to (X_{G_2}(p_1), T_{G_2}(p_1)) \), where \( p_{r_1} : X_{G_2} \to X_{G_2}(p_1) \) is the natural projection. According to what is proved above, for each \( i \) the map \( \varphi_i \) is a group homomorphism. Hence, so is \( \varphi \). \( \square \)

**Lemma 3.5.2.** With \( G \) a finite abelian group, the group

\[
\text{Fix}((\tau_G \circ \sigma_G)) = \{ x \in X_G : \tau_G \circ \sigma_G(x) = x \}
\]

is isomorphic to \( G^2 = G \oplus G \).

**Proof.** Let \( x \in \text{Fix}((\tau_G \circ \sigma_G)) \) and denote \( x_{(0, 0)} = g \) and \( x_{(1, 0)} = h \). Then we must have \( x_{(0, 1)} = k = -g - h \) and, by \( T_G \circ \sigma_G \)-invariance, \( x_{(i, 1)} = g \) and \( x_{(i+1, i)} = h \). Then we must have \( x_{(i, i+1)} = k \) for all \( i \in \mathbb{Z} \). Following the rule \( x_{(i,j)} + x_{(i+1,j)} + x_{(i,j+1)} = 0 \) and the \( \tau_G \circ \sigma_G \)-invariance, we are led to the unique configuration \( x \) which has \( x_{(i,j)} \) being equal to \( g, h \) or \( k \) according as \( i - j \) is congruent to \( 0, 1 \) or \( 2 \) mod 3. So, the projection \( \pi_{((0, 0), (1, 0))} : \text{Fix}((\tau_G \circ \sigma_G)) \to G^2 \) gives the desired isomorphism \( \square \)
Proof of Theorem 3.1.6.
Suppose that \( \varphi : (X_{G_1}, \tau_{G_1}) \to (X_{G_2}, \tau_{G_2}) \) is a topological conjugacy. Then, by Lemma 3.5.1, \( L_h \circ \varphi \) for some \( h \in G_2 \) is a group isomorphism. Clearly, it induces a group isomorphism between \( \text{Fix}(\tau_{G_1} \circ \sigma_{G_1}) \) and \( \text{Fix}(\tau_{G_2} \circ \sigma_{G_2}) \). By virtue of Lemma 3.5.2, this implies \( (G_1)^2 \cong (G_2)^2 \) and, therefore, \( G_1 \cong G_2 \). This completes the proof of the theorem. \( \square \)

APPENDIX TO CHAPTER 3:
PROOFS OF THE NUMBER-THEORETIC LEMMAS

We begin by establishing the equality

\[
\binom{q^{n+1}}{k} = \sum_{0 \leq k_1, \ldots, k_q \leq q^n} \prod_{i=1}^{q} \binom{q^n}{k_i}
\]

for all integers \( q > 0, n \geq 0, 0 \leq k \leq q^n \). Indeed, we have

\[
(a+b)^{q^{n+1}} = \sum_{k=0}^{q^{n+1}} \binom{q^{n+1}}{k} a^k b^{q^{n+1}-k},
\]

but, on the other hand,

\[
(a+b)^{q^{n+1}} = \left( (a+b)^{q^n} \right)^q = \left( \sum_{k=0}^{q^n} \binom{q^n}{k} a^k b^{q^n-k} \right)^q
\]

\[
= \sum_{k_1=0}^{q^n} \cdots \sum_{k_q=0}^{q^n} \binom{q^n}{k_1} \cdots \binom{q^n}{k_q} a^{k_1+\ldots+k_q} b^{q^{n+1}-(k_1+\ldots+k_q)}.
\]

Comparison of (3. A. 2) and (3. A. 3) yields (3. A. 1).

We use (3. A. 1) to prove Lemma 3.2.1.

Proof of Lemma 3.2.1.
Let \( \Phi_s \) stand for the claim of the lemma for a fixed \( s \). First we prove \( \Phi_1 \) by induction on \( n \). It is well known (see [HW], Theorem 75) that any
prime $p$ divides the binomial coefficient $\binom{p^k}{k}$ for any $k = 1, \ldots, p - 1$. Suppose $\mathcal{D}_1$ to be true for some $n$. Let $k \in \{0, 1, \ldots, p^{n+1}\} \setminus \{j p^n : 0 \leq j \leq p\}$. Then for every $(k_1, \ldots, k_p) \in \{0, 1, \ldots, p^n\}^p$ such that $k_1 + \ldots + k_p = k$ there exists $l, 1 \leq l \leq p$, with $k_l \in \{1, \ldots, p^n - 1\}$ and, hence, $p \mid \prod_{i=1}^{p} \binom{p^n}{k_i}$. From (3.A.1) we conclude that $p \mid \binom{p^n+1}{k}$ for such $k$. Now suppose $k = j p^n$ for some $0 < j < p$. We put $K = \{(k_1, \ldots, k_p) \in \{0, 1, \ldots, p^n\}^p : \prod_{i=1}^{p} k_i = k\}$ and $K_0 = \{(k_1, \ldots, k_p) \in K : k_i \in \{0, p^n\} \text{ for all } i = 1, \ldots, p\}$. Clearly, $|K_0| = \binom{p^n}{j}$ and $\prod_{i=1}^{p} \binom{p^n}{k_i} = 1$ for each $(k_1, \ldots, k_p) \in K_0$. From the induction hypothesis we have $p \mid \prod_{i=1}^{p} \binom{p^n}{k_i}$ for each $(k_1, \ldots, k_p) \in K \setminus K_0$. Thus, writing

$$\binom{p^{n+1}}{k} = \binom{p^n}{j} + \sum_{(k_1, \ldots, k_p) \in K \setminus K_0} \prod_{i=1}^{p} \binom{p^n}{k_i},$$

where the both summands on the right-hand side are divisible by $p$, completes the proof of the claim $\mathcal{D}_1$.

Now in order to prove the lemma by induction on $s$ we need to derive $\mathcal{D}_{s+1}$ from $\mathcal{D}_s$. So, let $p^s \mid \binom{p^n}{k}$ for all $n \geq s$ and all $k \in \{0, 1, \ldots, p^n\} \setminus \{j p^{n-s+1} : 0 \leq j \leq p^{s-1}\}$. Take any $m \geq s + 1$ and any $k \in \{0, 1, \ldots, p^m\} \setminus \{j p^{m-s} : 0 \leq j \leq p^s\}$ and put $K = \{(k_1, \ldots, k_p) \in \{0, 1, \ldots, p^m\}^p : \prod_{i=1}^{p} k_i = k\}$. Then for every $(k_1, \ldots, k_p) \in K$ there exists $l (1 \leq l \leq p)$ such that $k_l$ is not divisible by $p^{m-s} = p^{(m-1)-s+1}$. Since $m - 1 \geq s$ our assumption yields $p^s \mid \binom{p^{m-1}}{k_l}$. Next, we partition the set $K$ into two sets:

$$K_1 = \{(k_1, \ldots, k_p) \in K : \mid \{\ell : 1 \leq \ell \leq p, p^{m-s} \text{ does not divide } k_\ell\} \mid = 1\},$$

$$K_2 = \{(k_1, \ldots, k_p) \in K : \mid \{\ell : 1 \leq \ell \leq p, p^{m-s} \text{ does not divide } k_\ell\} \mid \geq 2\}.$$
Obviously, $K_1 \cap K_2 = \emptyset$, $K_1 \cup K_2 = K$. From the observation above we see that

$$p^s \mid \prod_{i=1}^{p} \left( \binom{m-1}{k_i} \right) \text{ for all } (k_1, \ldots, k_p) \in K_1 \text{ and } p^{2s} \mid \prod_{i=1}^{p} \left( \binom{m-1}{k_i} \right) \text{ for all } (k_1, \ldots, k_p) \in K_2 \text{ (note that } 2s \geq s+1).$$

Furthermore, $|K_1|$ is divisible by $p$, since $K_1$ is the disjoint union of the sets $K_1(\ell) = \{(k_1, \ldots, k_p) \in K_1 : p^m \not\mid k_\ell \}$, $\ell = 1, \ldots, p$, which have equal cardinalities. Thus, we have

$$\binom{m}{k} = \sum_{(k_1, \ldots, k_p) \in K_1} \prod_{i=1}^{p} \left( \binom{m-1}{k_i} \right) + \sum_{(k_1, \ldots, k_p) \in K_2} \prod_{i=1}^{p} \left( \binom{m-1}{k_i} \right),$$

where the sums over $K_1$ and $K_2$ are both divisible by $p^{s+1}$. This completes the proof of the lemma. $\square$

**Proof of Lemma 3.2.2.**

For an integer $a$ and a prime $p$ we write $\text{ord}_p(a)$ for the maximal power of $p$ that divides $a$, i.e. $\text{ord}_p(a) = \max\{ m \in \mathbb{N} : p^m \mid a \}$. To prove the lemma we have to show that $\text{ord}_p\left( \binom{p^n}{p^{n-s}} \right) = s$. First we compute $\text{ord}_p(p^n!)$. We have

$$\text{ord}_p(p^n!) = \sum_{a=1}^{n} \text{ord}_p(a) = \sum_{k=1}^{n} k \left| \{ a : 1 \leq a \leq p^n : \text{ord}_p(a) = k \} \right| =$$

$$= n \left| \{ a : 1 \leq a \leq p^n, p^n \mid a \} \right| + \sum_{k=1}^{n-1} k \left( \left| \{ a : 1 \leq a \leq p^n, p^k \mid a \} \right| - \left| \{ a : 1 \leq a \leq p^n, p^{k+1} \mid a \} \right| \right) =$$

$$= n + \sum_{k=1}^{n-1} k \left( p^{n-k} - p^{n-k-1} \right).$$

Thus, for all $n \in \mathbb{N}$

$$\text{ord}_p(p^n!) = n + (p-1) \sum_{k=1}^{n-1} k p^{n-k-1}. \quad (3.A.4)$$
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The ordp((p^n - p^{n-s})!) can be computed in the same manner taking into account that

\[
\begin{align*}
\{ a : 1 \leq a \leq p^n - p^{n-s}, p^k | a \} &= \begin{cases} 
  p^{n-k} - p^{n-k-s}, & \text{if } 1 \leq k \leq n-s - 1 \\
  p^{n-k-1}, & \text{if } n-s \leq k \leq n - 1 \\
  0, & \text{if } k \geq n
\end{cases}
\end{align*}
\]

We obtain

\[
\text{ord}_p((p^n - p^{n-s})!) = (p-1) \sum_{k=n-s}^{n-1} k p^{n-k-1} + (p-1) \sum_{k=1}^{n-s-1} k (p^{n-k-1} - p^{n-k-s-1}) =
\]

\[
= (p-1) \sum_{k=1}^{n-1} k p^{n-k-1} - (p-1) \sum_{k=1}^{n-s-1} k p^{n-s-k-1}.
\]

From this and (3.A.4) it follows that

\[
\text{ord}_p((p^n - p^{n-s})!) = \text{ord}_p(p^n!) - \text{ord}_p(p^{n-s}!) - s.
\]

Finally, we have

\[
\text{ord}_p\left(\binom{p^n}{p^{n-s}}\right) = \text{ord}_p(p^n!) - \text{ord}_p(p^{n-s}!) - \text{ord}_p((p^n - p^{n-s})!) = s.
\]

This proves the lemma.
CHAPTER 4.
THE COMPLETE CLASSIFICATION OF
"THREE DOT" MARKOV SUBGROUPS OF
($\mathbb{Z}_p \times \mathbb{Z}_2$)

4.1. INTRODUCTION AND THE MAIN RESULT

Let $p \in \mathbb{N}$ be a prime number and denote $\mathbb{Z}_p = \mathbb{Z}/p\mathbb{Z}$. Consider the zero-dimensional compact group $\Omega_p = (\mathbb{Z}_p \times \mathbb{Z}_2)$ and its character group $\hat{\Omega}_p = \bigoplus_{\mathbb{Z}_2} \mathbb{Z}_p$ which can be identified with the ring $\mathcal{R}_p = \mathbb{Z}_p[u^\pm 1, v^\pm 1]$ of Laurent polynomials in the two commuting variables $u, v$ with coefficients from the finite field $\mathbb{Z}_p$. We identify the polynomial $f(u, v) = \sum_{(i, j) \in S(f)} c_f(i, j) u^i v^j$, where $S(f) \subset \mathbb{Z}_2$ is a finite set called the support of $f$, with the character $\chi_f \in (\hat{\Omega}_p)^\times$ defined by $\chi_f(x) = \sum_{(i, j) \in S(f)} c_f(i, j) x(i, j)$, $x \in \Omega_p$. It is easy to see that for any ideal $I \subset \mathcal{R}_p \cong (\hat{\Omega}_p)^\times$ the annihilator $I^\perp = \{ x \in \Omega_p : \chi_f(x) = 0 \text{ for all } f \in I \}$ is a closed shift-invariant subgroup of $\Omega_p$. In particular, for the principal ideal $I = \langle f \rangle$ we have

$$\langle f \rangle^\perp = \{ x \in \Omega_p : \sum_{(i, j) \in S(f)} c_f(i, j) x(i+m, j+n) = 0 \text{ for all } (m, n) \in \mathbb{Z}_2 \}.$$ 

We will use the notation $X_\langle f \rangle$ for the two-dimensional subshift of finite type $\langle f \rangle^\perp$.

Let $\mathcal{B}_\langle f \rangle$ be the Borel $\sigma$-algebra of $X_\langle f \rangle$ and $\mu_\langle f \rangle$ be normalised Haar measure on $\mathcal{B}_\langle f \rangle$. The horizontal and the vertical shifts $\sigma, \tau : \Omega_p \to \Omega_p$ defined by $(\sigma x)(i, j) = x(i+1, j)$ and $(\tau x)(i, j) = x(i, j+1)$ are group automorphisms preserving the subgroup $X_\langle f \rangle$ and, of course, $\mu_\langle f \rangle$. The dynamics of the measurable $\mathbb{Z}_2$-action $T_\langle f \rangle$ generated by the restrictions of $\sigma$ and $\tau$ on the measure space $(X_\langle f \rangle, \mathcal{B}_\langle f \rangle, \mu_\langle f \rangle)$ have been recently studied by K. Schmidt and B. Kitchens in [Sch1], [KS1], [KS2] (see also [W] and [Sh] for related results). One of the most interesting and hard questions here is whether or not two dynamical systems $(X_\langle f \rangle, \mathcal{B}_\langle f \rangle, \mu_\langle f \rangle, T_\langle f \rangle)$ and $(X_\langle g \rangle, \mathcal{B}_\langle g \rangle, \mu_\langle g \rangle, T_\langle g \rangle)$ with $f \neq g$ are measurably (topologically) isomorphic. It was proved in [KS1] (see also [KS2]) that the convex hull of the support $S(f)$
(up to a translation, of course) of the polynomial $f$ is an invariant of measurable (and, hence, topological) conjugacy. K. Schmidt and B. Kitchens conjectured that \((X_{f'}, B_{f'}, \mu_{f'}, \mathcal{T}_{f'})\) and \((X_{g'}, B_{g'}, \mu_{g'}, \mathcal{T}_{g'})\) are measurably isomorphic if and only if \(f' = g'\), but their invariants do not distinguish between the actions arising from polynomials $f$ and $g$ with the same support. Here we prove the above conjecture for the class of systems arising from polynomials with the support \{(0,0), (1,0), (0,1)\}.

We denote \(\Omega_p = \{ f \in \mathcal{R}_p : S(f) = \{(0,0), (1,0), (0,1)\} \}\), i.e. \(\Omega_p\) is the subset of \(\mathcal{R}_p\) consisting of all polynomials $f$ of the form $f(u, v) = c_f(0,0) + c_f(1,0)u + c_f(0,1)v$ with $c_f(i,j) \in \mathbb{Z}_p^\times = \mathbb{Z}_p \setminus \{0\}$. The main result of this Chapter is the following

**Theorem 4.1.1.** The dynamical systems \((X_{f'}, B_{f'}, \mu_{f'}, \mathcal{T}_{f'})\) and \((X_{g'}, B_{g'}, \mu_{g'}, \mathcal{T}_{g'})\), \(f, g \in \Omega_p\) are measurably isomorphic if and only if \(f' = g'\), i.e. if and only if $f = ag$ for some $a \in \mathbb{Z}_p^\times$.

Our strategem of proving this theorem is to gradually reduce the problem of measurable isomorphism to the problem of topological and, then, algebraic isomorphism.

### 4.2. MEASURABLE ISOMORPHISM IMPLIES TOPOLOGICAL CONJUGACY

**Theorem 4.2.1.** Let $\varphi : X_{f'} \rightarrow X_{g'}$ be a measurable isomorphism of the dynamical systems \((X_{f'}, B_{f'}, \mu_{f'}, \mathcal{T}_{f'})\) and \((X_{g'}, B_{g'}, \mu_{g'}, \mathcal{T}_{g'})\), \(f, g \in \Omega_p\), then there exists a shift commuting homeomorphism $\varphi' : X_{f'} \rightarrow X_{g'}$ such that $\varphi(x) = \varphi'(x)$ for $\mu_{f'}$-almost all $x \in X_{f'}$.

**Corollary 4.2.2.** If the dynamical systems \((X_{f'}, B_{f'}, \mu_{f'}, \mathcal{T}_{f'})\) and \((X_{g'}, B_{g'}, \mu_{g'}, \mathcal{T}_{g'})\), \(f, g \in \Omega_p\) are measurably isomorphic, then they are topologically conjugate.

Now we introduce some more notations and make some observations which will be used throughout the Chapter. With \(E \subset \mathbb{Z}^2\) a finite set, let
\(\pi_E: X_\Omega \rightarrow (\mathbb{Z}_p)^E\) be the natural projection onto the coordinates contained in \(E\).

Then \(\pi_E(X_\Omega)\) is a subgroup of \((\mathbb{Z}_p)^E\). We denote \(\pi_E(X_\Omega)\) by \(X_\Omega^E\) and for every \(\alpha \in X_\Omega^E\) define the cylinder set \(C_\Omega^E(\alpha) = \{ x \in X_\Omega : \pi_E(x) = \alpha \}\).

Clearly, \(\mu_\Omega(C_\Omega^E(\alpha)) = |X_\Omega^E|^{-1}\). Define the triangles

\[E(m, n, s) = \{(i, j) \in \mathbb{Z}^2 : i \geq m, j \geq n, (i - m) + (j - n) < s\},\]

\((m, n) \in \mathbb{Z}^2, s \in \mathbb{N},\) and set \(T(\ell) = E(-\ell, -\ell, 4\ell), \ell \in \mathbb{N}\). We will basically deal with the cylinder sets of the form \(C_\Omega^{T(\ell)}(\alpha)\). It is clear that for any finite set \(E \subset \mathbb{Z}^2\) there is \(\ell \in \mathbb{N}\) such that \(E \subset T(\ell)\). Thus we have:

**Observation 4.2.3.** The \(\sigma\)-algebra \(\mathcal{B}_\Omega\) is the completion of the \(\sigma\)-algebra generated by the collection of cylinder sets \(\{C_\Omega^{T(\ell)}(\alpha) : \alpha \in X_\Omega^{T(\ell)}, \ell \in \mathbb{N}\}\).

The following statement can be easily proved by the same argument as Lemma 3.3.1 in Chapter 3 of the Thesis

**Lemma 4.2.4.** Let \(A\) and \(B\) be unions of cylinder sets of the form \(C_\Omega^{T(\ell)}(\alpha), \alpha \in X_\Omega^{T(\ell)}\) with the same \(\ell \in \mathbb{N}\). Then the sets \(A\) and \(\sigma^{-m}(B)\) are independent with respect to the measure \(\mu_\Omega\), whenever \(m > 4\ell\).

Next, we observe that for the polynomial \(f(u,v) = c_f(0,0) + c_f(1,0)u + + c_f(0,1)v \in \mathcal{O}_p \subset \mathcal{R}_p\) we have \((f(u,v))^p^n = c_f(0,0) + c_f(1,0)u^p^n + c_f(0,1)v^p^n\), but \(f^p^n \in \mathcal{O}_\Omega\) and, hence,

\[c_f(0,0)x_{(i,j)} + c_f(1,0)x_{(i+p^n,j)} + c_f(0,1)x_{(i,j+p^n)} = 0\]

for all \(x \in X_\Omega, (i,j) \in \mathbb{Z}^2, n \in \mathbb{N}\). From this one easily obtains the following

**Lemma 4.2.5.** Let \(\alpha, \beta, \gamma \in X_\Omega^{T(\ell)}\) and \(p^n > 4\ell\). Then the intersection \(C_\Omega^{T(\ell)}(\alpha) \cap \sigma^{-p^n}C_\Omega^{T(\ell)}(\beta) \cap \tau^{-p^n}C_\Omega^{T(\ell)}(\gamma)\) is equal to \(C_\Omega^{T(\ell)}(\alpha) \cap \sigma^{-p^n}C_\Omega^{T(\ell)}(\beta),\) if \(c_f(0,0)\alpha + c_f(1,0)\beta + c_f(0,1)\gamma = 0\) in the group \((\mathbb{Z}_p)^T(\ell),\) and is empty, if \(c_f(0,0)\alpha + c_f(1,0)\beta + c_f(0,1)\gamma \neq 0\).

The proof of Theorem 4.2.1 is based on the following rather surprising fact

**Lemma 4.2.6.** Let \(\eta: X_\Omega \rightarrow X_\Omega\) be a shift-commuting automorphism of the measure space \((X_\Omega, \mathcal{B}_\Omega, \mu_\Omega), f \in \mathcal{O}_p\) and suppose that \(\eta\) has finite order \(r\) (i.e. \(\mu_\Omega(E \Delta \eta^{-r}(E)) = 0\) for each \(E \in \mathcal{B}_\Omega\)). Then for any set \(A \in \mathcal{B}_\Omega\) with \(\mu_\Omega(A) > 0\) satisfying
\lim_{n \to \infty} \mu_{<f>} (A \cap \sigma^{-p^n} A \cap \tau^{-p^n} \eta(A)) = \mu_{<f>} (A)^2, \quad (4.1)
there exists a subgroup \( H \leq X_{<f>} \) such that \( \mu_{<f>} (Q \Delta A) = 0 \) for some coset \( Q \in X_{<f>} / H \).

**Proof.** Without changing \(<f>\) we may assume that the polynomial \( f \) has \( c_f(0, 1) = -1 \). To simplify notations we put \( c_f(0, 0) = a, \; c_f(1, 0) = b \) so that \( f(u, v) = a + bu - v \) and \( X_{<f>} = \{ x \in \Omega; \; x(i, j+1) = a x(i, j) + b x(i+1, j) \} \) for all \((i, j) \in \mathbb{Z}^2\). Also, since \( f \) is fixed throughout the proof, we will drop the subscript \(<f>\) in \( X_{<f>} , B_{<f>} , \mu_{<f>} , C_{<f>} (t) (\alpha) \) etc.

Fix an arbitrary \( \varepsilon > 0 \). Then, by virtue of Observation 4.2.3, for the set \( A \in B \) there is \( \iota = \iota(\varepsilon) \geq 0 \) and sets \( A_\varepsilon, A_{\eta, \varepsilon} \) of the form

\[
A_\varepsilon = \bigcup_{\alpha \in I} C^T(t) (\alpha), \; A_{\eta, \varepsilon} = \bigcup_{\gamma \in J} C^T(t) (\gamma), \quad I, J \subset X^T(t)
\]
such that \( \mu (A \Delta A_\varepsilon) \leq \varepsilon, \; \mu (\eta(A) \Delta A_{\eta, \varepsilon}) \leq \varepsilon \). Observe that the following equality holds

\[
\int_{A_\varepsilon} \mu \{ y \in A_\varepsilon; \; ax + by \in A_{\eta, \varepsilon} \} \, d\mu(x) = \lim_{n \to \infty} \mu (A_\varepsilon \cap \sigma^{-p^n} (A_\varepsilon) \cap \tau^{-p^n} (A_{\eta, \varepsilon})). \quad (4.2)
\]
Indeed, using Lemmas 4.2.4, 4.2.5 for all \( n \in \mathbb{N} \) with \( p^n > 4 \iota \) we have

\[
\mu (A_\varepsilon \cap \sigma^{-p^n} (A_\varepsilon) \cap \tau^{-p^n} (A_{\eta, \varepsilon})) = \mu \left( \bigcup_{\alpha, \beta \in I, \; \alpha a + b \beta \in J} (C^T(t) (\alpha) \cap \sigma^{-p^n} C^T(t) (\beta)) \right) = \bigcup_{\alpha, \beta \in I, \; \alpha a + b \beta \in J} \mu (C^T(t) (\alpha)) \mu (C^T(t) (\beta)) = \sum_{\alpha \in I} \mu (C^T(t) (\alpha)) \bigcup_{\beta \in J} \mu (C^T(t) (\beta)),
\]
which is equal to the integral in the left-hand side of \((4.2)\), since given an \( x \in C^T(t) (\alpha) \subset A_\varepsilon \) a point \( y \in X \) satisfies \( ax + by \in A_{\eta, \varepsilon} \) iff \( y \in C^T(t) (\beta) \) where \( \beta \) satisfies \( \alpha a + b \beta \in J \). This proves \((4.2)\). Because the inequality

\[
\mu ((A \cap \sigma^{-p^n} (A) \cap \tau^{-p^n} (\eta(A)))) \Delta (A_\varepsilon \cap \sigma^{-p^n} (A_\varepsilon) \cap \tau^{-p^n} (A_{\eta, \varepsilon})) \leq 3 \varepsilon
\]
obviously holds for all \( n \in \mathbb{N} \), the equality \((4.2)\) yields

\[
\mu (A)^2 = \lim_{n \to \infty} \mu (A \cap \sigma^{-p^n} (A) \cap \tau^{-p^n} (\eta(A))) \leq \lim_{n \to \infty} \mu (A_\varepsilon \cap \sigma^{-p^n} (A_\varepsilon) \cap \tau^{-p^n} (A_{\eta, \varepsilon})) + 3 \varepsilon = \mu (A)^2
\]
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For \( E \subset X, \, z \in X, \, h \in \mathbb{Z}_p \) we denote \( E + z = \{ x + z : x \in E \} \), \( hE = \{ hx : x \in E \} \). Whenever \( E \) is measurable and \( h \neq 0 \), we have \( \mu(E + z) = \mu(hE) = \mu(E) \) (since \( x \to hx \) is a group automorphism of \( X \), it preserves the Haar measure \( \mu \) ). Clearly, \( \{ y \in E : ax + by \leq E' \} = E \cap b^{-1}(E' - ax) \) for any \( E, \, E' \subset X \). The inequalities \( \mu(A \Delta \Delta A_\varepsilon) \leq \varepsilon, \, \mu((\varepsilon(A)) \Delta A_{\eta, \varepsilon}) \leq \varepsilon \) imply \( \mu(A \cap b^{-1}(\varepsilon(A) - ax)) \Delta (A_{\eta, \varepsilon} \cap b^{-1}(\varepsilon(A) - ax)) \leq 2\varepsilon \) and, hence,

\[
\left| \mu\{ y \in A : ax + by \in \varepsilon(A) \} - \mu\{ y \in A_{\varepsilon} : ax + by \in \varepsilon(A) \} \right| \leq 2\varepsilon
\]

for all \( x \in X \). This enables us to make the following estimate

\[
\left| \mu\{ y \in A : ax + by \in \varepsilon(A) \} - \mu\{ y \in A_{\varepsilon} : ax + by \in \varepsilon(A) \} \right| \leq 4\varepsilon.
\]

Along with (4.3) this estimate gives us

\[
\mu(A)^2 \geq \int_A \mu\{ y \in A : ax + by \in \varepsilon(A) \} \, d\mu(x) \geq \mu(A)^2 - 3\varepsilon - 4\varepsilon = \mu(A)^2 - 7\varepsilon.
\]

Since \( \varepsilon > 0 \) can be chosen arbitrarily, we obtain

\[
\int_A \mu\{ y \in A : ax + by \in \varepsilon(A) \} \, d\mu(x) = \mu(A \cap b^{-1}(\varepsilon(A) - ax)) \, d\mu(x) = \mu(A)^2,
\]

which means that for \( \mu \)-almost all \( x \in A \) we have \( \mu(A \cap b^{-1}(\varepsilon(A) - ax)) = \mu(A) \) and, hence, \( \mu(A \Delta b^{-1}(\varepsilon(A) - ax)) = 0 \), or, in terms of the indicator functions, \( 1_A(x) = 1_{b^{-1}(\varepsilon(A) - ax)}(x) = 1_{\varepsilon(A)}(ax + bx) \) for \( \mu \)-almost all \( x \) (we write \( 1_E \) for the indicator function of the set \( E \)). Finally, we express this fact as follows

\[
1_A(z) = \mu(A)^{-1} \int 1_{\varepsilon(A)}(ax + bx) 1_A(x) \, d\mu(x).
\]

Now we are going to use Fourier analysis on the compact abelian group
$\rho_E(\cdot) = \mu(E) \cdot 1_E(\cdot)$ be the normalized indicator function of $E \subseteq X$. For the Fourier transform $\hat{\rho}_A : \hat{X} \to \mathbb{C}$ of the function $\rho_A \in L^1(X, \mu)$ we have (taking into account (4.4))

$$\hat{\rho}_A(\chi) = \int \langle z, \chi \rangle \rho_A(z) \, d\mu(z) = \mu(A) \cdot \int \langle z, \chi \rangle \cdot 1_A(z) \, d\mu(z) =$$

$$= \mu(A)^{-2} \int \langle z, \chi \rangle \left( \int 1_{\eta(A)}(ax + bz) \cdot 1_A(x) \, d\mu(x) \right) \, d\mu(z) =$$

$$= \mu(A)^{-2} \int \int \langle b^{-1}(ax + bz), \chi \rangle \cdot \langle -b^{-1}ax, \chi \rangle \cdot 1_{\eta(A)}(ax + bz) \cdot 1_A(x) \, d\mu(z) \, d\mu(x) =$$

$$= \int \langle b^{-1}y, \chi \rangle \rho_{\eta(A)}(y) \, d\mu(y) \int \langle -b^{-1}ax, \chi \rangle \rho_A(x) \, d\mu(x) =$$

$$= \hat{\rho}_{\eta(A)}(\chi \circ b^{-1}) \hat{\rho}_A(\chi \circ (-b^{-1}a)),$$

for any character $\chi \in \hat{X}$, where $\chi \circ h \ (h \in \mathbb{Z}_p)$ is the character given by $\langle x, \chi \circ h \rangle = \langle hx, \chi \rangle$ (we use the symmetric notation $\langle x, \chi \rangle$ for the value of the character $\chi$ on the element $x \in X$ which is justified by the Pontryagin duality). Putting $d = b^{-1}$, $e = -b^{-1}a \in \mathbb{Z}_p$, we obtain

$$\hat{\rho}_A(\chi) = \hat{\rho}_{\eta(A)}(\chi \circ d) \hat{\rho}_A(\chi \circ e), \quad (4.5)$$

for all $\chi \in \hat{X}$. The equation (4.5) holds for every set $A \in \mathcal{B}$ satisfying (4.1). But since $\eta$ is shift-commuting and measure-preserving, the set $\eta^k(A)$ satisfies (4.1) whenever $A$ does. Therefore, (4.5) remains true, if we replace $A$ by $\eta^k(A)$ for any $k \in \mathbb{Z}$. Thus,

$$\hat{\rho}_{\eta^k(A)}(\chi) = \hat{\rho}_{\eta^{k+1}(A)}(\chi \circ d) \hat{\rho}_{\eta^k(A)}(\chi \circ e), \quad \chi \in \hat{X}, \ k \in \mathbb{Z} \quad (4.6)$$

Clearly, $|\hat{\rho}_A(\chi)| \leq 1$, $\chi \in \hat{X}$. Using (4.6), we will prove that in fact $|\hat{\rho}_A(\chi)|$ can take only two values: 0 and 1. Indeed, we have $|\hat{\rho}_A(\chi)| = |\hat{\rho}_{\eta^k(A)}(\chi \circ d)| \cdot |\hat{\rho}_A(\chi \circ e)|$. Suppose for some $m \in \mathbb{N}$ we have $|\hat{\rho}_A(\chi)| \leq |\hat{\rho}_{\eta^m(A)}(\chi \circ d^m)| \cdot |\hat{\rho}_A(\chi \circ e^m)|$. Then, in view of (4.6), this implies $|\hat{\rho}_A(\chi)| \leq |\hat{\rho}_{\eta^{m+1}(A)}(\chi \circ d^{m+1})| \cdot |\hat{\rho}_A(\chi \circ e^{m+1})|$. By induction, this proves the following inequality

$$|\hat{\rho}_A(\chi)| \leq |\hat{\rho}_{\eta^k(A)}(\chi \circ d^k)| \cdot |\hat{\rho}_A(\chi \circ e^k)|, \ k \in \mathbb{Z}. \quad (4.7)$$

For $k = r(p - 1)$, where $r$ is the order of $\eta$, (4.7) yields $|\hat{\rho}_A(\chi)| \leq |\hat{\rho}_A(\chi)|^2$ which implies $|\hat{\rho}_A(\chi)| \in \{0, 1\}$.

It is a consequence of a classical result in Harmonic Analysis (see 53.
(HR, p. 257) that the subset \( \Gamma = \{ \chi \in \hat{X} : |\hat{\rho}_A(\chi)| = 1 \} \) is a subgroup and the restriction of \( \hat{\rho}_A : \hat{X} \to \mathbb{C} \) to \( \Gamma \) is a character on \( \Gamma \). Let \( H = \Gamma^\perp \subset X \) be the annihilator of \( \Gamma \). By virtue of the Pontryagin duality, there exists a coset \( Y \in X/H \) such that \( \hat{\rho}_A(\chi) = \langle x_* , \chi \rangle \) for all \( \chi \in \Gamma \) with an arbitrarily chosen \( x_* \in Y \), and from what we have proved above it follows that \( \hat{\rho}_A(\chi) = 0 \) for all \( \chi \in \hat{X} \setminus \Gamma \).

But it is easy to see now that \( \hat{\rho}_A \) is identical to the Fourier transform of the function \( \rho_{H-x_*}(x) = \mu(H)^{-1} \mathbb{1}_{H-x_*}(x) \). By the Inversion Theorem, the functions \( \rho_A \) and \( \rho_{H-x_*} \) are equal as elements of \( L^1(X, \mu) \). Hence, \( A \) differs from the coset \( H-x_* \) by a set of measure zero. \( \square \)

**Lemma 4.2.6.** Any subgroup \( H \) of \( X_f \) with \( \mu_f(H) > 0 \) (and, hence, any coset \( Q \in X_f/H \)) is a closed and open subset of \( X_f \).

**Proof.** One can easily show that the map \( \Delta_H : X_f \to \mathbb{R} \) defined by \( \Delta_H(x) = \mu_f(H \Delta (H + x)) \) is continuous. Since \( \mu_f(H) > 0 \), the closed (by continuity) set \( \{ x \in X_f : \Delta_H(x) = 0 \} \) is precisely the subgroup \( H \). \( H \) is also open, because its complement is a finite union of cosets which are closed, since \( H \) is. \( \square \)

Thus, we have shown that any set of positive measure, satisfying (4.1) differs from a closed-open set by a set of measure 0. Now we proceed to proving Theorem 4.2.1.

**Proof of Theorem 4.2.1.** Let \( \varphi : X_f \to X_g \) be a measurable isomorphism of the dynamical systems \( (X_f, \mathcal{B}_f, \mu_f, \tau_f) \) and \( (X_g, \mathcal{B}_g, \tau_g) \), \( f, g \in \mathcal{P}_f \). Any cylinder set \( C_f = C^T\{f\}(\alpha) \subset X_f \) obviously satisfies

\[
\lim_{n \to \infty} \mu_f(C_f \cap \sigma^{-n}(C_f) \cap \tau^{-n}\xi(C_f)) = \mu_f(C_f)^2,
\]

where \( \xi : X_f \to X_f \) is given by \( \xi(x) = \varphi(f(0, 1)^{-1}(c_f(0, 0) + c_f(1, 0))x \). Clearly, if \( c_f(0, 0) + c_f(1, 0) \neq 0 \), then \( \xi \) is a shift-commuting automorphism of finite order (\( \xi^{p-1}(x) = x \) for all \( x \in X \)). Hence, so is the automorphism \( \eta = \varphi \circ \xi \circ \varphi^{-1} : X_g \to X_g \). For any cylinder set \( C = C^T\{f\}(\alpha) \) the image \( \varphi(C_f) \in \mathcal{B}_g \) has positive measure and satisfies
Now Lemmas 4.2.5 and 4.2.6 tell us that \( \varphi(C_f) \) coincides with a closed and open set up to a set of measure 0. The "mirror image" of the above argument shows that for any cylinder set \( C_g \subset X_f \), the pre-image \( \varphi^I(C_g) \in \mathcal{B}_f \) coincides with a closed and open set up to a set of measure 0.

Thus, \( \varphi \) establishes a well defined one-to-one correspondence between the set algebras \( \mathcal{C}_f \) and \( \mathcal{C}_g \), where \( \mathcal{C}_f \subset \mathcal{B}_f \) is the algebra of clopen (closed and open) sets of \( X_f \), i.e. the algebra generated by cylinder sets. This correspondence defines an isomorphism \( F_{\mathcal{C}_f} \) between the algebras of simple continuous functions \( \mathcal{C}_{\mathcal{C}_f}(X_f) \) and \( \mathcal{C}_{\mathcal{C}_g}(X_g) \) (the algebra \( \mathcal{C}_{\mathcal{C}_f}(X_f) \) is generated by the indicator functions of clopen subsets of \( X_f \)). Since \( \mathcal{C}_{\mathcal{C}_f}(X_f) \) is dense in the Banach algebra \( \mathcal{C}(X_f) \) of continuous functions on \( X_f \), the isomorphism \( F_{\mathcal{C}_f} : \mathcal{C}_{\mathcal{C}_f}(X_f) \to \mathcal{C}_{\mathcal{C}_g}(X_g) \) has a unique extension to an isomorphism of the Banach algebras \( F : \mathcal{C}(X_f) \to \mathcal{C}(X_g) \). In its turn, \( F \) induces a homeomorphism \( \phi : M(\mathcal{C}(X_f)) \to M(\mathcal{C}(X_g)) \) between the maximal ideal spaces of the Banach algebras. But, according to the Gelfand theory (see [Ru], p.271), \( M(\mathcal{C}(X_f)) \) is (homeomorphic to) \( X_f \). Thus, we have obtained a homeomorphism \( \phi : X_f \to X_g \) which defines the same correspondence between the set algebras \( \mathcal{C}_f \) and \( \mathcal{C}_g \) as \( \varphi \). It is clear that if we throw away the set \( N = \bigcup_{C \in \mathcal{C}_f} (C \Delta \varphi^I(\varphi(C))) \), then \( \varphi(x) = \phi(x) \), on the complement \( X_f \setminus N \). But \( N \) is a countable union of sets of measure 0 and, therefore, \( \mu_f(N) = 0 \) completing the proof.

In the argument above we used the fact that \( c_f(0,0) + c_f(1,0) \neq 0 \). But it is easy to see that, unless \( p = 2 \) (the case \( p = 2 \) is of no interest for us, since \( \Delta_2 \) consists of only one polynomial), at least one of the following inequalities holds: \( c_f(0,0) + c_f(1,0) \neq 0 \), \( c_f(0,0) + c_f(0,1) \neq 0 \), \( c_f(1,0) + c_f(1,0) \neq 0 \). If, say, \( c_f(1,0) + c_f(1,0) \neq 0 \) is the case, then we just have to use a modified version of Lemma 4.2.6, with

\[
\lim_{n \to \infty} \mu_f(\eta(A) \cap \sigma^{-p^n}A \cap \tau^{-p^n}A) = \mu_f(A)^2,
\]

instead of (4.1) (the proof of the lemma remains essentially the same). \( \square \)
4.3. TOPOLOGICAL CONJUGACY IMPLIES ALGEBRAIC ISOMORPHISM

In the previous section we proved that any measurable isomorphism of the dynamical systems \((X_{\alpha}, \mathcal{B}_{\alpha}, \mu_{\alpha}, T_{\alpha})\) and \((X_{\beta}, \mathcal{B}_{\beta}, \mu_{\beta}, T_{\beta})\), \(\alpha, \beta \in \Omega_p\) must coincide almost everywhere with a homeomorphism. This enables us now to be concerned only with the question of topological conjugacy. In this section we consider the shift action \(T_{\alpha}\) on \(X_{\alpha}\) as a topological dynamical system. Theorem 4.3.1 below provides the further reduction. Namely, it turns out that a topological conjugacy between the Markov subgroups must respect their algebraic structure.

Remark that the abelian group \(\Omega_p = (\mathbb{Z}_p)^2\) can in a natural way be considered as an (infinite dimensional) vector space over the finite field \(\mathbb{Z}_p\), and any Markov subgroup \(X_{\alpha}\) becomes a subspace of \(\Omega_p\). The following theorem is a generalization of Observation 4.1 in [KS1].

**Theorem 4.3.1.** Let \(\alpha, \beta \in \Omega_p\) and let \(\varphi : (X_{\alpha}, T_{\alpha}) \to (X_{\beta}, T_{\beta})\) be a continuous factor map. Then there exists \(h \in \mathbb{Z}_p\) such that \((\varphi(x))(i,j) = (\psi(x))(i,j) + h\), \(x \in X_{\alpha}\), \((i,j) \in \mathbb{Z}^2\), where \(\psi : (X_{\alpha}, T_{\alpha}) \to (X_{\beta}, T_{\beta})\) is a homomorphism of vector spaces.

**Proof.** For any \(x \in \Omega_p\) let \(0 \in X_{\alpha}\) be the configuration of all zeros (the zero element of \(X_{\alpha}\)). Obviously \(0\) is a fixed point of the action \(T_{\alpha}\) and it is the only one, unless \(T_{\alpha}(1,1) = 0\); if \(T_{\alpha}(1,1) = 0\), then for each \(h \in \mathbb{Z}_p\) the action \(T_{\alpha}\) has the fixed point \(b \in X_{\alpha}\) all coordinates of which equal \(h\). The factor map \(\varphi : (X_{\alpha}, T_{\alpha}) \to (X_{\beta}, T_{\beta})\) sends the fixed point \(0 \in X_{\alpha}\) to a fixed point \(h \in X_{\beta}\), hence \(\varphi(x) = \psi(x) + h\), \(x \in X_{\alpha}\), where \(\psi : (X_{\alpha}, T_{\alpha}) \to (X_{\beta}, T_{\beta})\) is a factor map with the additional property \(\varphi(0) = 0\).

Let \(\alpha, \beta \in \Omega_p\) and let \(\psi : (X_{\alpha}, T_{\alpha}) \to (X_{\beta}, T_{\beta})\) be a continuous factor map such that \(\psi(0) = 0\). Clearly, there exists \(t \in \mathbb{N}\) and a map \(\psi : X_{(t)}^{\ell(t)} \to \mathbb{Z}_p\) such that \((\psi(x))(i,j) = \psi(\pi_{(t)}(x))\), \(x \in X_{(t)}, (i,j) \in \mathbb{Z}^2\). Take \(\theta, \alpha, \beta \in X_{(t)}^{\ell(t)}\), where \(\theta\) is the zero element of the group \(X_{(t)}^{\ell(t)}\) and \(\alpha, \beta\) are just arbitrary, and
denote: \( O = C^{T(t)}(\theta), A = C^{T(t)}(\alpha), B = C^{T(t)}(\beta) \). According to Lemma 4.2.4 the intersections \( A \cap \sigma^{-n}O \) and \( B \cap \tau^{-n}O \) are non-empty for \( n \) large enough, and we fix \( x \in A \cap \sigma^{-n}O \) and \( y \in B \cap \tau^{-n}O \). We also consider the point \( x + y \in X_{<f>} \). We have

\[
\begin{align*}
\psi(0,0)(\psi(x))(0,0) + c_{1}(0,0)(\psi(x))(0,0) + c_{1}(0,1)(\psi(x))(0,0) &= 0, \\[10pt]
\psi(0,0)(\psi(y))(0,0) + c_{1}(0,0)(\psi(y))(0,0) + c_{1}(0,1)(\psi(y))(0,0) &= 0, \\[10pt]
\psi(0,0)(\psi(x+y))(0,0) + c_{1}(0,0)(\psi(x+y))(0,0) + c_{1}(0,1)(\psi(x+y))(0,0) &= 0. \end{align*}
\]

On the other hand, \( (\psi(x))(0,0) = \psi(\alpha), (\psi(y))(0,0) = \psi(\beta) \), \( (\psi(x+y))(0,0) = \psi(\alpha+\beta) \), \( (\psi(x))(0,0) = \psi(\theta) = 0, (\psi(y))(0,0) = \psi(\theta) = 0, (\psi(x+y))(0,0) = (\psi(x))(0,0), (\psi(x+y))(0,0) = (\psi(x))(0,0) \), where the equality \( (\psi(x))(0,0) = 0 \) follows from \( \psi(0) = 0 \). Thus, we obtain \( c_{1}(0,0)(\psi(x))(0,0) + c_{1}(0,0)(\psi(x))(0,0) + c_{1}(0,1)(\psi(x))(0,0) = 0 \), and \( (\psi(x+y))(0,0) = (\psi(x))(0,0) \), which also implies \( \psi(d \alpha) = \psi(x) \), \( x \in X_{<f>} \), \( d \in \mathbb{Z}_p \). \( \square \)

**Corollary 4.3.2.** Let \( f, g \in \mathcal{O}_p \) and let \( \varphi: (X_{<f>}, T_{<f>}) \to (X_{<g>}, T_{<g>}) \) be a topological conjugacy. Then there exists \( h \in \mathbb{Z}_p \) such that \( \varphi(x)(i,j) = h, x \in X_{<f>} \), \( (i,j) \in \mathbb{Z}^2 \), where \( \psi: (X_{<f>}, T_{<f>}) \to (X_{<g>}, T_{<g>}) \) is an isomorphism of vector spaces.

### 4.4. ALGEBRAIC CLASSIFICATION

Now we give the complete classification of the "three dot" Markov subgroups with respect to a shift commuting vector space isomorphism. In view of the results of the previous sections, this algebraic classification immediately gives a measurable classifications of such dynamical systems.

**Theorem 4.4.1.** Let \( f, g \in \mathcal{O}_p \) and let \( \varphi: (X_{<f>}, T_{<f>}) \to (X_{<g>}, T_{<g>}) \) be an isomorphism of vector spaces commuting with shifts. Then \( \langle f \rangle = \langle g \rangle \), i.e. \( f = d \cdot g \) for some \( d \in \mathbb{Z}_p^{\times} \).

**Proof.** Observe that for any \( f \in \mathcal{O}_p \) the set \( \text{Fix}(X_{<f>}, \tau \circ \sigma) = \{ x \in X_{<f>}: \tau \circ \sigma(x) = x \} \) is a subspace of the vector space \( X_{<f>} \) isomorphic to \( (\mathbb{Z}_p)^2 \), the isomorphism being given by the projection \( \pi_S \), where \( S = \{ (0,0), \ldots \} \).
The restriction of $\sigma$ onto $\text{Fix}(X_\tau, \tau \circ \sigma) = (\mathbb{Z}_p)^2$ is the linear operator given by the matrix

$$M_f = \begin{pmatrix} -c_f(0,0) c_f(1,0)^{-1} & -c_f(0,1) c_f(1,0)^{-1} \\ 1 & 0 \end{pmatrix} \in \text{GL}(2, \mathbb{Z}_p).$$

Now let $f, g \in \mathcal{G}_p$ and suppose that there exists a topological conjugacy $\varphi : (X_\tau, T_\tau) \to (X_\gamma, T_\gamma)$. Then from Lemma 4.3.2 it follows that $\varphi(x) = \psi(x) + b$, $x \in X_\tau$, where $\psi : (X_\tau, T_\tau) \to (X_\gamma, T_\gamma)$ is an isomorphism of vector spaces. Clearly, $\psi$ induces an isomorphism between $\text{Fix}(X_\tau, \tau \circ \sigma)$ and $\text{Fix}(X_\gamma, \tau \circ \sigma)$ which can be considered as an invertible linear operator on $(\mathbb{Z}_p)^2$ given by a matrix $R \in \text{GL}(2, \mathbb{Z}_p)$. As $\psi$ is shift-commuting, $R$ must satisfy the equation $R M_f = M_g R$. This implies $\text{tr}(M_{f_1}) = \text{tr}(M_{f_2})$ and $\det(M_f) = \det(M_g)$. Thus, we have

$$c_f(0,0) c_f(1,0)^{-1} = c_g(0,0) c_g(1,0)^{-1}, \quad c_f(0,1) c_f(1,0)^{-1} = c_g(0,1) c_g(1,0)^{-1},$$

hence, $c_f(0,0) c_g(0,0)^{-1} = c_f(1,0) c_g(1,0)^{-1} = c_f(0,1) c_g(0,1)^{-1}$, i.e. $g = a f$ for some $a \in \mathbb{Z}_p^\times$ which completes the proof.}

Now our Main Result (Theorem 4.1.1) follows immediately from Corollary 4.2.2, Corollary 4.3.2 and Theorem 4.4.1.
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Chapter 4

Three Dimensional Bénard Convection

4.1 Introduction

In this chapter we apply some of the results of chapters 2 and 3 to the Bénard convection problem in a 3-dimensional box. In section 1.1 we gave a brief description of bifurcations occurring in a 2-dimensional vertical cross section of the domain. By exploring the third direction we find a much richer structure of patterns, specially when the horizontal cross section is a square.

In section 4.2 we state the Boussinesq approximation of the equations for time independent convection in a box with a mixture of Neumann and Dirichlet boundary conditions. Then we define a scaling that makes the quantities nondimensional.

In section 4.3 we set the symmetry context where these equations should be viewed. It will be shown that the problem has more symmetries than the group that leaves the domain invariant. These symmetries are found by defining a periodic extension by reflection across the boundaries in such a way that the regularity of the solutions is preserved. The extended problem satisfies periodic boundary conditions on a larger domain and the symmetries are a 3-torus extension of the group that leaves the domain invariant. Then, the solutions that satisfy the original boundary conditions are constrained by invariance under a group of reflections.

Sections 4.4 and 4.5 deal with bifurcation problems. The construction described above will be used to give a general form of the reduced bifurcation equations. In appendices A and B, normal forms and universal unfoldings are given together with some bifurcation diagrams.

Sections 4.6, 4.7 and 4.8 are concerned with the well known method of Liapunov-Schmidt reduction that gives an exact Taylor expansion of the bifurcation equations. From the previous sections we have the information about which terms must be calculated. By taking the result to appendix A or B we get the bifurcation diagrams.
4.2 The Boussinesq Equations

As in Golubitsky et al. [11], the Boussinesq approximation of the equations for the Bénard convection in the box \([0, \pi \ell_1] \times [0, \pi \ell_2] \times [0, \pi \ell_3]\) may be written as

\[
\begin{align*}
\frac{1}{\sigma} \left( \frac{\partial v}{\partial t} + (v \cdot \nabla)v \right) &= -\nabla p + \Theta g + \Delta v \\
\text{div } v &= 0 \\
\frac{\partial \Theta}{\partial t} + (v \cdot \nabla)\Theta &= Rv_3 + \Theta
\end{align*}
\]

where \(v = (v_1, v_2, v_3)\) is the velocity vector, \(\Theta\) describes the deviation of temperature, \(p\) is the pressure and the parameters \(R\) and \(\sigma\) are, respectively, the Rayleigh number and the Prandtl number. In order to nondimensionalize the quantities, we scale the domain variables as

\[
\xi_1 \mapsto \frac{1}{\ell_1} \xi_1 \quad \xi_2 \mapsto \frac{1}{\ell_2} \xi_2 \quad \xi_3 \mapsto \frac{1}{\ell_3} \xi_3,
\]

the deviation of temperature, the pressure and the Rayleigh and Prandtl numbers the are scaled as

\[
\Theta \mapsto \ell_3^2 \Theta \quad p \mapsto \ell_3 p \quad R \mapsto \ell_3^2 R \quad \sigma \mapsto \frac{1}{\ell_3} \sigma.
\]

By denoting \(u = (v, \Theta, p)\) and applying the scaling above to the time independent Boussinesq equations we get

\[
\begin{align*}
\Phi_r[1](u, R) &\equiv \Delta_r v_1 - \frac{1}{r_1} \frac{\partial p}{\partial \xi_1} - \frac{1}{\sigma} v_1 \cdot \nabla \Theta v_1 = 0 \\
\Phi_r[2](u, R) &\equiv \Delta_r v_2 - \frac{1}{r_2} \frac{\partial p}{\partial \xi_2} - \frac{1}{\sigma} v_2 \cdot \nabla \Theta v_2 = 0 \\
\Phi_r[3](u, R) &\equiv \Delta_r v_3 - \frac{\partial p}{\partial \xi_3} + \Theta - \frac{1}{\sigma} v \cdot \nabla \Theta v_3 = 0 \\
\Phi_r[4](u, R) &\equiv \Delta_r \Theta + Rv_3 - v \cdot \nabla \Theta = 0 \\
\Phi_r[5](u, R) &\equiv \nabla_r \cdot v = 0
\end{align*}
\]

where the parameter

\[
r = (r_1, r_2) = \left( \frac{\ell_1}{\ell_3}, \frac{\ell_2}{\ell_3} \right)
\]

has been transferred from the dimensions of the domain to the equations, and \(\Delta_r, \nabla_r\) are, respectively, scaled laplacian and gradient as

\[
\Delta_r = \frac{1}{r_1^2} \frac{\partial^2}{\partial \xi_1^2} + \frac{1}{r_2^2} \frac{\partial^2}{\partial \xi_2^2} + \frac{\partial^2}{\partial \xi_3^2} \\
\nabla_r = \left( \frac{1}{r_1} \frac{\partial}{\partial \xi_1}, \frac{1}{r_2} \frac{\partial}{\partial \xi_2}, \frac{\partial}{\partial \xi_3} \right).
\]
4.3 The Appropriate Symmetry Context

We denote the scaled domain $\Omega = [0, \pi]^3$ and the boundary conditions are a mixture of Neumann and Dirichlet as

$$
\begin{align*}
\frac{\partial v_1}{\partial \xi_1} &= \frac{\partial v_3}{\partial \xi_1} = 0, \quad \text{for} \quad \xi_1 = 0, \pi \\
\frac{\partial v_1}{\partial \xi_2} &= v_2 = \frac{\partial v_3}{\partial \xi_2} = 0, \quad \text{for} \quad \xi_2 = 0, \pi \\
\frac{\partial v_1}{\partial \xi_3} &= \frac{\partial v_2}{\partial \xi_3} = v_3 = 0, \quad \text{for} \quad \xi_3 = 0, \pi.
\end{align*}
$$

4.3 The Appropriate Symmetry Context

Let $u \in (C^\infty(\Omega))^5$ be an arbitrary solution of $\Phi_r = 0$. We proceed by summarizing the extension method described in chapters 2 and 3 and showing that the procedure applies to this particular problem. We define an extension $\hat{u}$ by reflecting each component of $u$ across the boundaries of the domain $\Omega$ and combine it with sign change in the case of a Dirichlet boundary condition. These reflections generate the group

$$
K = Z_2 \oplus Z_2 \oplus Z_2 = (\kappa_1, \kappa_2, \kappa_3)
$$

acting on $\hat{u}$ as

$$
\begin{align*}
\kappa_1 &: (v_1, v_2, v_3, \Theta, p)(\xi_1, \xi_2, \xi_3) \mapsto (-v_1, v_2, v_3, \Theta, p)(-\xi_1, \xi_2, \xi_3) \\
\kappa_2 &: (v_1, v_2, v_3, \Theta, p)(\xi_1, \xi_2, \xi_3) \mapsto (v_1, -v_2, v_3, \Theta, p)(\xi_1, -\xi_2, \xi_3) \\
\kappa_3 &: (v_1, v_2, v_3, \Theta, p)(\xi_1, \xi_2, \xi_3) \mapsto (v_1, v_2, -v_3, -\Theta, p)(\xi_1, \xi_2, -\xi_3).
\end{align*}
$$

In lemma 9 below we show that this extended function is a solution of the same operator on the larger domain

$$
\hat{\Omega} = [-\pi, \pi]^3.
$$

Then, by extending $\hat{u}$ periodically to $\mathbb{R}^3$ we still have a solution of $\Phi_r = 0$ for which we keep the notation $\hat{u}$. Lemma 10 below says that this extension preserves the regularity of the solution. The extended solution $\hat{u}$ satisfies periodic boundary conditions on $\hat{\Omega}$.

Now we define an action of the extended group $K \ast T^3$. This group is generated by the reflections $\kappa_1, \kappa_2, \kappa_3$ acting as above together with the translations $\theta_j \in [0, 2\pi)$ for $j = 1, 2, 3$ acting as

$$
\begin{align*}
\theta_1 &: \hat{u}(\xi_1, \xi_2, \xi_3) \mapsto \hat{u}(\xi_1 + \theta_1, \xi_2, \xi_3) \\
\theta_2 &: \hat{u}(\xi_1, \xi_2, \xi_3) \mapsto \hat{u}(\xi_1, \xi_2 + \theta_2, \xi_3) \\
\theta_3 &: \hat{u}(\xi_1, \xi_2, \xi_3) \mapsto \hat{u}(\xi_1, \xi_2, \xi_3 + \theta_3).
\end{align*}
$$

Given the translation invariance of the operator $\Phi_r$, by acting on $\hat{u}$ with an element of the 3-torus $T^3$ we get a solution of the periodic boundary value problem.

Up to this point we know that any smooth solution $u$ of $\Phi_r = 0$ satisfying the boundary conditions (4.2) corresponds to a unique $K \ast T^3$-orbit of solutions to the
4.3. The Appropriate Symmetry Context

same equation satisfying periodic boundary conditions on \( \hat{\Omega} \). We choose from this group orbit of \( \hat{u} \) all the solutions \( w \) that satisfy the boundary conditions (4.2). These are exactly the ones that are fixed by the action of \( K \)

\[
\kappa w(\kappa \xi) = w(\xi)
\]

for all \( \kappa \in K \). These solutions belong to the subspace fixed by \( K \), which we denote by \( \text{Fix}(K) \).

We proceed by stating and proving the results referred to above.

**Lemma 9** Let \( u \) be a solution of \( \Phi_r = 0 \). Let the group \( K \) act as above. Then \( \kappa u \) is a solution of the same equation for all \( \kappa \in K \).

**Proof** Given the group structure of \( K \) it is enough to show that this result holds for the generators of \( K \). We define an action of \( \kappa_1, \kappa_2, \kappa_3 \) on the operator \( \Phi_r \) as

\[
\kappa_1 : (\Phi_r[1], \Phi_r[2], \Phi_r[3], \Phi_r[4], \Phi_r[5]) \mapsto (-\Phi_r[1], \Phi_r[2], \Phi_r[3], \Phi_r[4], \Phi_r[5])
\]

\[
\kappa_2 : (\Phi_r[1], \Phi_r[2], \Phi_r[3], \Phi_r[4], \Phi_r[5]) \mapsto (\Phi_r[1], -\Phi_r[2], \Phi_r[3], \Phi_r[4], \Phi_r[5])
\]

\[
\kappa_3 : (\Phi_r[1], \Phi_r[2], \Phi_r[3], \Phi_r[4], \Phi_r[5]) \mapsto (\Phi_r[1], \Phi_r[2], -\Phi_r[3], -\Phi_r[4], \Phi_r[5]).
\]

It is easy to see that \( \Phi_r \) commutes with the action of \( K \)

\[
\Phi_r(\kappa_j u(\kappa_j \xi), R) = \kappa_j \Phi_r(u(\xi), R) \quad \text{for} \quad j = 1, 2, 3. \tag{4.3}
\]

By assumption, \( u \) is a solution of \( \Phi_r = 0 \). So

\[
\Phi_r(u(\xi), R) = 0 \quad \text{for} \quad j = 1, 2, 3.
\]

Together with (4.3) this implies that

\[
\Phi_r(\kappa_j u(\kappa_j \xi), R) = 0 \quad \text{for} \quad j = 1, 2, 3
\]

and this is what we wanted to show. \( \Box \)

**Lemma 10** Let \( u \in (C^1(\mathbb{R}^3))^5 \) be a solution of \( \Phi_r = 0 \). Then \( u \in (C^\infty(\mathbb{R}^3))^5 \).

**Proof** See Field et al. [8]. \( \Box \)

Note that by this method we find symmetries that are not obvious in bounded domains. The most immediate thing to do would be to consider only the reflections that leave the equations and domain invariant. This approach would be simpler but incomplete: some translations of our extended solutions satisfy the required boundary conditions and remain hidden if we insist upon leaving the domain invariant.

Up to now we mentioned all the symmetries that do not depend on the parameter \( r \). If we allow group actions on \( r \) there is one more symmetry: the group \( S_2 \). This group has one generator denoted by \( s \) and acting as

\[
s : (r_1, r_2) \mapsto (r_2, r_1)
\]

\[
s : (v_1, v_2, v_3, \Theta, p)(\xi_1, \xi_2, \xi_3) \mapsto (v_2, v_1, v_3, \Theta, p)(\xi_2, \xi_1, \xi_3)
\]

\[
s : (\Phi_r[1], \Phi_r[2], \Phi_r[3], \Phi_r[4], \Phi_r[5]) \mapsto (\Phi_r[2], \Phi_r[1], \Phi_r[3], \Phi_r[4], \Phi_r[5]).
\]

By noting that the set of boundary conditions is invariant under the action of \( S_2 \) on \( u \) we have the following...
Lemma 11 Let \( u \) be a solution of \( \Phi_r = 0 \) satisfying the boundary conditions (4.2). Let the group \( S_2 \) act as above. Then \( s u \) is a zero of \( \Phi_{sr} = 0 \) satisfying the same boundary conditions.

Proof As we said before there is nothing to prove about the boundary conditions. So we only have to show that the \( s \)-conjugate of a solution \( u \) of \( \Phi_r = 0 \) is a solution of the conjugate operator \( \Phi_{sr} \). A straightforward calculation shows that the operator \( \Phi_r \) commutes with the action of \( S_2 \) as

\[
\Phi_{sr}(su(s\xi), R) = s\Phi_r(u(\xi), R).
\] (4.4)

By assumption, \( u \) is a solution of \( \Phi_r = 0 \). So

\[
\Phi_r(u(\xi), R) = 0.
\]

Together with (4.4) this implies that

\[
\Phi_{sr}(su(s\xi), R) = 0
\]

and the result follows.

Note that if \( r_1 = r_2 \) the operator \( \Phi_r \) is invariant under the action of \( S_2 \). In this case, given a solution \( u \) of \( \Phi_r = 0 \) there is a conjugate \( su \) satisfying the same equations. If \( r_1 \neq r_2 \) then \( su \) is a solution of the different equation \( \Phi_{sr} = 0 \).

Finally we combine all the results obtained up to now in the following

Theorem 17 Let \( \Phi_r \) be the operator defined by (4.1). Let the groups \( K, T^3 \) and \( S_2 \) act as above. Then

1. If \( r_1 \neq r_2 \) (\( r_1 = r_2 \)) every smooth \( K \)-invariant solution \( \hat{u} \) of \( \Phi_r = 0 \) on \( \mathbb{R}^3 \) with \( K(+S_2)$$+T^3$$-symmetry restricts to a smooth solution of \( \Phi_r = 0 \) on \( \Omega \) with the boundary conditions (4.2).

2. Let \( u \in (C^1(\Omega))^5 \) be a solution of \( \Phi_r = 0 \) on \( \Omega \) with the boundary conditions (4.2). Then
   
   \( u \) is smooth.
   
   - If \( r_1 \neq r_2 \) then \( u \) extends uniquely to a smooth \( K \)-invariant solution of \( \Phi_r = 0 \) on \( \mathbb{R}^3 \) with \( K+T^3 \)-symmetry. The \( S_2 \)-conjugate \( su \) is a solution of the equation defined by the \( S_2 \)-conjugate operator \( \Phi_{sr} \).
   
   - If \( r_1 = r_2 \) then \( u \) extends uniquely to a smooth \( K \)-invariant solution of \( \Phi_r = 0 \) on \( \mathbb{R}^3 \) with \( K+S_2+T^3 \)-symmetry.

We observe that \( u = 0 \) is always a translation invariant solution of the equation \( \Phi_r = 0 \). We are interested in steady states bifurcating from this trivial branch when the Rayleigh number \( R \) is increased from below. We restrict our bifurcation analysis to a neighbourhood of some critical values of the unfolding parameter \( r \). Denote \( L_r = d\Phi_r \) the linearization of \( \Phi_r \) about \( u = 0 \). In sections 4.4 and 4.5 below, and
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According to chapters 2 and 3, we use the symmetries in theorem 17 to get a general polynomial form for the projection of the bifurcation equations onto ker $L_r$. In latter sections a Liapunov-Schmidt reduction will be performed to give the exact values of the coefficients in the bifurcation equations. Finally, these equations will be put into normal form and the bifurcation diagrams read from the tables in appendix.

4.4 Bifurcations with a $K+T^3$-Symmetric Extension

Assume that $r$ is such that when the parameter $R$ is increased from zero, it crosses a critical value for which the linear operator $L_r$ has a nontrivial kernel. Then there are branches of solutions bifurcating from $u = 0$. The Rayleigh number $R$ is playing the role of bifurcation parameter and $r$ is a 2-dimensional unfolding parameter. Recall that $r = (r_1, r_2)$ depends only on the domain before being scaled: the two components represent the aspect ratios of the horizontal dimensions of the box by the vertical dimension.

By Golubitsky et al. [11], bifurcations of codimension up to three are generic in problems with two unfolding parameters. Such bifurcations are expected to occur in regions of the unfolding parameter space as follows:

- Codimension one in open regions.
- Codimension two along lines.
- Codimension three at isolated points.

We begin by describing shortly the simplest codimension one bifurcations, proceeding then to the more complicated ones. The main interest of this section is the codimension three.

As in section 4.3, from the problem $\Phi_r = 0$ with the boundary conditions (4.2) we construct a larger one consisting of the same equation with periodic boundary conditions. The second problem is invariant under an action of the group $K+T^3$. We also know that in order to get explicitly all the symmetries of the first, we really need to state the extended problem and restrict the result to the subspace fixed by $K$. This is what we proceed to do.

4.4.1 Single Mode Bifurcations

By Golubitsky et al. [11], we have a codimension one bifurcation with $K+T^3$-symmetry when ker $L_r$ is an irreducible representation of this group. Suppose that $r$ in such that this holds for some value of the bifurcation parameter $R$. We may write an irreducible representation of $T^3$ as

$$
\theta_1 : (z_1, z_2, z_3, z_4) \mapsto (e^{ik_1\theta_1}z_1, e^{ik_1\theta_1}z_2, e^{ik_1\theta_1}z_3, e^{ik_1\theta_1}z_4)
$$
$$
\theta_2 : (z_1, z_2, z_3, z_4) \mapsto (e^{ik_2\theta_2}z_1, e^{ik_2\theta_2}z_2, e^{-ik_2\theta_2}z_3, e^{-ik_2\theta_2}z_4)
$$
$$
\theta_3 : (z_1, z_2, z_3, z_4) \mapsto (e^{ik_3\theta_3}z_1, e^{-ik_3\theta_3}z_2, e^{ik_3\theta_3}z_3, e^{-ik_3\theta_3}z_4)
$$
where $k_1, k_2, k_3$ are nonnegative integers and

- $z_1 = z_4$ and $z_2 = z_3$ if $k_1 = 0$.
- $z_1 = z_3$ and $z_2 = z_4$ if $k_2 = 0$.
- $z_1 = z_2$ and $z_3 = z_4$ if $k_3 = 0$.
- $z_1, z_2, z_3, z_4$ are any complex numbers otherwise.

The action of $K = \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2$ may be written as

$\kappa_1 : (z_1, z_2, z_3, z_4) \mapsto (z_4, z_3, z_2, z_1)$

$\kappa_2 : (z_1, z_2, z_3, z_4) \mapsto (z_3, z_4, z_1, z_2)$

$\kappa_3 : (z_1, z_2, z_3, z_4) \mapsto (z_2, z_1, z_4, z_3)$

Note that bifurcating solutions have a well defined set of mode numbers $k = (k_1, k_2, k_3) \in \mathbb{N}^3$. These are induced by the action of $T^3$ above and are associated with pattern formation that can be observed in experiments. Denote

$\mathbb{V}_k = \text{span}\{z_1, z_2, z_3, z_4\}$

and $W_k$ the subspace fixed by $K$. Then we have that

$W_k = \{(\text{Re}(z_1), \text{Re}(z_2), \text{Re}(z_3), \text{Re}(z_4))| z_1 = z_2 = z_3 = z_4\}

= \mathbb{R}$.

Note that the representation $\mathbb{V}_k$ of the group $K + T^3$ is a particular case of that used in chapter 2 in a slightly different setting: single mode bifurcations of reaction-diffusion equations with Neumann boundary conditions on $n$-dimensional rectangles. By finding an isomorphism between $\mathbb{V}_k$ and $\ker L_r$ we will be able to use here all the results obtained in chapter 2.

**Theorem 18** Assume that the translation invariant solution $u = 0$ of $\Phi_r = 0$ undergoes a codimension one bifurcation with mode numbers $k$ when the parameter $R$ is increased from zero. Assume also that this occurs for some value of $r$ such that $r_1 \neq r_2$. Then

1. In the extended problem, $\ker L_r$ is isomorphic to $\mathbb{V}_k$.

2. If the boundary conditions $(4.2)$ are imposed, $\ker L_r$ is spanned by $u_k$ with components

\[v_1 = a_k[1] \sin(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3)\]

\[v_2 = a_k[2] \cos(k_1 \xi_1) \sin(k_2 \xi_2) \cos(k_3 \xi_3)\]

\[v_3 = a_k[3] \cos(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3)\]

\[\Theta = a_k[4] \cos(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3)\]

\[p = a_k[5] \cos(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3),\]

where the $a_k[j]$ are real numbers depending on the mode numbers and the unfolding parameters $r$. 79
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**Proof** To prove part 1 we construct an isomorphism between the two representations of the group $K+T^3$. For that we need to introduce explicitly a set of generators for $\text{ker } L_r$. In part 2 we restrict these generators to $\text{Fix}(K)$.

1. We write $z_1, z_2, z_3, z_4$ as functions of the domain variables $\xi_1, \xi_2, \xi_3$. These functions will be used to generate the eigenmodes spanning $\text{ker } L_r$. The condition for isomorphism is that acting on the $z_j$ as above is the same as acting on the eigenfunctions as in section 4.3. Define

\[
\begin{align*}
z_1 : (\xi_1, \xi_2, \xi_3) &\mapsto e^{i(k_1\xi_1+k_2\xi_2+k_3\xi_3)} \\
z_2 : (\xi_1, \xi_2, \xi_3) &\mapsto e^{i(k_1\xi_1+k_2\xi_2-k_3\xi_3)} \\
z_3 : (\xi_1, \xi_2, \xi_3) &\mapsto e^{i(k_1\xi_1-k_2\xi_2+k_3\xi_3)} \\
z_4 : (\xi_1, \xi_2, \xi_3) &\mapsto e^{i(k_1\xi_1-k_2\xi_2-k_3\xi_3)}.
\end{align*}
\]

Let $u_k$ be an eigenmode in $\text{ker } L_r$. Then we say that each component of $u_k$ belongs to a space spanned, over the reals, by the $z_j$ as

\[
\begin{align*}
v_1 &\in \text{span}\{-iz_1, -iz_2, -iz_3, -iz_4\} \\
v_2 &\in \text{span}\{-iz_1, -iz_2, iz_3, iz_4\} \\
v_3 &\in \text{span}\{-iz_1, iz_2, -iz_3, iz_4\} \\
\Theta &\in \text{span}\{-iz_1, iz_2, -iz_3, iz_4\} \quad (4.5) \\
p &\in \text{span}\{z_1, z_2, z_3, z_4\}
\end{align*}
\]

and checking that the two actions are isomorphic is a straightforward calculation.

2. In order to restrict $\text{ker } L_r$ to $\text{Fix}(K)$ it is more convenient to write (4.5) in the equivalent form

\[
\begin{align*}
v_1(\xi) &\in \text{span}\{z_1(\xi_1-\frac{\xi}{2}, \xi_2, \xi_3), z_2(\xi_1-\frac{\xi}{2}, \xi_2, \xi_3), z_3(\xi_1-\frac{\xi}{2}, \xi_2, \xi_3), z_4(\xi_1-\frac{\xi}{2}, \xi_2, \xi_3)\} \\
v_2(\xi) &\in \text{span}\{z_1(\xi_1, \xi_2-\frac{\xi}{2}, \xi_3), z_2(\xi_1, \xi_2-\frac{\xi}{2}, \xi_3), z_3(\xi_1, \xi_2-\frac{\xi}{2}, \xi_3), z_4(\xi_1, \xi_2-\frac{\xi}{2}, \xi_3)\} \\
v_3(\xi) &\in \text{span}\{z_1(\xi_1, \xi_2, \xi_3-\frac{\xi}{2}), z_2(\xi_1, \xi_2, \xi_3-\frac{\xi}{2}), z_3(\xi_1, \xi_2, \xi_3-\frac{\xi}{2}), z_4(\xi_1, \xi_2, \xi_3-\frac{\xi}{2})\} \\
\Theta(\xi) &\in \text{span}\{z_1(\xi_1, \xi_2, \xi_3-\frac{\xi}{2}), z_2(\xi_1, \xi_2, \xi_3-\frac{\xi}{2}), z_3(\xi_1, \xi_2, \xi_3-\frac{\xi}{2}), z_4(\xi_1, \xi_2, \xi_3-\frac{\xi}{2})\} \\
p(\xi) &\in \text{span}\{z_1(\xi_1, \xi_2, \xi_3), z_2(\xi_1, \xi_2, \xi_3), z_3(\xi_1, \xi_2, \xi_3), z_4(\xi_1, \xi_2, \xi_3)\}.
\end{align*}
\]

The result follows by fixing these generators by the action of $K$ in section 4.3.

\[\square\]

By theorem 18, there is no loss of generality in working with the abstract representation $\hat{W}_k$. For ease of exposition the most relevant results obtained in chapter 2 will be reproduced here when appropriate. However, we should not forget the aim of this chapter: to see how the abstract settings of the previous chapters apply to a concrete physical problem. This is why at some points we go back to see what is happening in the Bénard problem.

Before proceeding to bifurcations of higher codimension we denote

\[V_k = \text{span}\{u_k\},\]

which, we recall, is $\text{ker } L_r$ when the single mode $k$ bifurcates from $u = 0$ and the boundary conditions (4.2) are imposed.
4.4.2 Simultaneous Bifurcation of Three Distinct Modes

Now assume that \( r = r_c \) is such that, by increasing the parameter \( R \) from zero, we cross a critical value \( R_c \), for which three distinct modes \( k, l, m \in \mathbb{N}^3 \) bifurcate simultaneously from \( u = 0 \). Then, with the boundary conditions (4.2), we have

\[
\ker L_r = V_k \oplus V_l \oplus V_m. \tag{4.6}
\]

In the associated periodic boundary value problem, \( \ker L_r \) is isomorphic to \( \hat{W}_k \oplus \hat{W}_l \oplus \hat{W}_m \) and \( K + T^3 \) acts on each irreducible block as in the previous section. We may assume, without loss of generality that

\[
\text{hcf}(k_j, l_j, m_j) = 1 \quad \text{for} \quad 1 \leq j \leq 3. \tag{4.7}
\]

Otherwise we factor out the kernel of the group action and take it into account at the end when interpreting the results. Now (4.6) is isomorphic to

\[
\text{Fix}(K) = W_k \oplus W_l \oplus W_m = \mathbb{R}^3.
\]

We define

\[
\lambda = R - R_c
\]

so that the bifurcation occurs at \( \lambda = 0 \). We want to know what are the symmetry constraints imposed on the bifurcation equations

\[
f(x, y, z, \lambda) = 0,
\]

where \( f \) maps \( \mathbb{R}^3 \times \mathbb{R} \) onto \( \mathbb{R}^3 \).

As in chapter 2 we denote by \( N \) the subgroup \( N_{K+T^3}(K)/K \), which is the normalizer of \( K \) in \( K + T^3 \) factored by \( K \). The group \( N \) is isomorphic to \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) and the mapping \( f \) must be equivariant under its action. As in section 2.5, the action of the normalizer \( N \) on \( W_k \oplus W_l \oplus W_m \) is generated by translations of \( \pi \) along each of the directions chosen to generate \( T^3 \)

\[
\begin{align*}
\tau_1 : (x, y, z) &\mapsto (-1)^{k_1}x, (-1)^{l_1}y, (-1)^{m_1}z) \\
\tau_2 : (x, y, z) &\mapsto (-1)^{k_2}x, (-1)^{l_2}y, (-1)^{m_2}z) \\
\tau_3 : (x, y, z) &\mapsto (-1)^{k_3}x, (-1)^{l_3}y, (-1)^{m_3}z).
\end{align*}
\tag{4.8}
\]

Note that by assumption (4.7) all the \( \tau_j \) act nontrivially and depending on the parities of the mode numbers, one or two of them may be redundant. Therefore we have that \( N \) factored by the kernel of its action is isomorphic to

- \( \mathbb{Z}_2 \) if one and only one of the \( \tau_j \) is redundant.
- \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) if two and only two of the \( \tau_j \) are redundant.
- \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) if all \( \tau_j \) are nonredundant.

It can be shown that if \( N \) factored by the kernel of its action is isomorphic to \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) then the mapping \( f \) is a generic \( N \)-equivariant and the form of the bifurcation equations is easy to obtain.
Theorem 19 Assume that the solution $u = 0$ of the Boussinesq equations undergoes a simultaneous bifurcation of the three modes $k, l, m \in \mathbb{N}^3$ when a shift $\lambda$ of the Rayleigh number crosses zero. Assume that this happens for some value of $r$ such that $r_1 \neq r_2$. If all $r_j$ in (4.8) are nonredundant then the form of the reduced bifurcation equations is

$$
\begin{align*}
    f_1(x, y, z, \lambda) &= ax = 0 \\
    f_2(x, y, z, \lambda) &= by = 0 \\
    f_3(x, y, z, \lambda) &= cz = 0
\end{align*}
$$

(4.9)

where $a, b, c$ are functions of $x^2, y^2, z^2$ and $\lambda$.

Proof If all $r_j$ are nonredundant, the problem has $\mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2$-symmetry. It is easy to see that the invariant functions are all the even functions in $x, y, z$. Then the equivariant mappings are obtained as in theorem 11, chapter 2 and the result follows. □

In appendix A the normal form of system (4.9) and its universal unfolding are given. Tables of nondegeneracy conditions and branching equations are obtained. In section 4.6, a Liapunov-Schmidt reduction is performed. This reduction gives the values of some low order derivatives of the coefficients $a, b, c$. In this case derivatives up to third order are enough. Then, the tables in the appendix will be used to obtain the bifurcation diagrams.

If the action of $N$ has a nontrivial kernel the problem is a bit more subtle. In this case the periodic extension induces extra symmetries. In chapter 2 we deal with this problem in three steps:

1. Impose explicitly the constraints on $T^3$-invariant monomials.

2. Restrict these constraints to $\text{Fix}(K)$ and use an algorithm to obtain a minimal set of generators for the restricted $K + T^3$-invariants.

3. Generate the restricted $K + T^3$-equivariants by using the result of 2 in theorem 11.

Then the restricted $K + T^3$-equivariants are generated by the result of step 3 modulo the ring of invariants generated by the result of step 2.

4.5 Bifurcations with a $K + S_2 + T^3$-Symmetric Extension

The notion of codimension depends on the symmetry of the problem and, by theorem 17, the condition $r_1 = r_2$ imposes an extra $S_2$-symmetry. Under this condition, the unfolding is being restricted to one parameter and codimension three bifurcations are no longer generic. In this diagonal of the $r$-space, bifurcations are expected to occur in regions as follows:

- Codimension one along lines.
4.5. Bifurcations with a $K+\mathbb{S}_2+T^3$-Symmetric Extension

- Codimension two at isolated points.

As in section 4.4 we begin with a brief description of codimension one bifurcations. More attention will be concentrated on simultaneous bifurcations of two distinct modes by increasing the Rayleigh number $R$ from zero. In appendix B we unfold these bifurcations with the diagonal of the $r$-space and then break the $\mathbb{S}_2$-symmetry with the $a$ parameter transverse to this diagonal.

As in section 4.3, by reflecting across the boundaries any solution of the problem $\Phi_r = 0$ satisfying the boundary conditions (4.2) we construct another one consisting of the same equation and periodic boundary conditions on a larger domain. The second problem is invariant under an action of the group $K+\mathbb{S}_2+T^3$. By theorem 17, the solutions satisfying the boundary conditions (4.2) are in one to one correspondence with those of the periodic boundary value problem that are fixed by the action of $K$.

4.5.1 Single Mode Bifurcations

Now the solution $u = 0$ undergoes a single mode bifurcation with $K+\mathbb{S}_2+T^3$-symmetry when $\ker L_r$ is an irreducible representation of this group. Assume that this holds for some $r$ when the bifurcation parameter $R$ crosses a critical value. As in section 4.4, bifurcating solutions have a well defined set of mode numbers $k \in \mathbb{N}^3$. Let the group $\mathbb{S}_2$ act on the mode numbers as

$$s: (k_1, k_2, k_3) \mapsto (k_2, k_1, k_3).$$

By noting that $\mathbb{S}_2$ acts trivially if and only if $k_1 = k_2$, we construct an irreducible representation of $K+\mathbb{S}_2+T^3$ as

- $\hat{W}_k$ if $k_1 = k_2$
- $\hat{W}_k \oplus \hat{W}_{sk}$ if $k_1 \neq k_2$

where $\hat{W}_k$ is as in section 4.4. On the other hand, when a solution with mode numbers $k$ satisfying $\Phi_r = 0$ and the boundary conditions (4.2) bifurcates from $u = 0$ we have that

- $\ker L_r = V_k$ if $k_1 = k_2$
- $\ker L_r = V_k \oplus V_{sk}$ if $k_1 \neq k_2$.

As in section 4.4 it can be shown that $\ker L_r$ is isomorphic to

- $\text{Fix}(K) = W_k = \mathbb{R}$ if $k_1 = k_2$
- $\text{Fix}(K) = W_k \oplus W_{sk} = \mathbb{R}^2$ if $k_1 \neq k_2$

and we have the tools necessary to proceed with a more detailed study of higher codimension bifurcations.
4.5.2 Simultaneous Bifurcation of Two Distinct Modes

Assume that \( r = r_c \) is such that, by increasing the parameter \( R \), we cross a critical value \( R_c \), for which two distinct modes \( k_1, l_1 \in \mathbb{N}^3 \) bifurcate simultaneously from \( u = 0 \). Then, if the boundary conditions (4.2) are imposed we have that

- \( \ker L_r = V_k \oplus V_l \) if \( k_1 = k_2 \) and \( l_1 = l_2 \)
- \( \ker L_r = V_k \oplus V_l \oplus V_{sl} \) if \( k_1 = k_2 \) and \( l_1 \neq l_2 \)
- \( \ker L_r = V_k \oplus V_{sk} \oplus V_l \oplus V_{sl} \) if \( k_1 \neq k_2 \) and \( l_1 \neq l_2 \).

By analogy with the previous section we construct a direct sum of irreducible representations of the group \( K + S_2 + T^3 \) which subspace fixed by \( K \) is

- \( \text{Fix}(K) = W_k \oplus W_l = \mathbb{R}^2 \) if \( k_1 = k_2 \) and \( l_1 = l_2 \)
- \( \text{Fix}(K) = W_k \oplus W_l \oplus W_{sl} = \mathbb{R}^3 \) if \( k_1 = k_2 \) and \( l_1 \neq l_2 \)
- \( \text{Fix}(K) = W_k \oplus W_{sk} \oplus W_l \oplus W_{sl} = \mathbb{R}^4 \) if \( k_1 \neq k_2 \) and \( l_1 \neq l_2 \).

Note that as explained in section 4.4.2, there is no loss of generality in assuming that

\[
\text{hcf}(k_1, k_2, l_1, l_2) = 1
\]
\[
\text{hcf}(k_3, l_3) = 1.
\]

As in section 4.4 it can be shown that, when the boundary conditions (4.2) are imposed, \( \ker L_r \) is isomorphic to \( \text{Fix}(K) \) as above. From now on, without loss of generality, we work with \( \text{Fix}(K) \) so that several results of chapters 2 and 3 apply directly. Once more we define

\[
\lambda = R - R_c
\]

so that the bifurcation is located at \( \lambda = 0 \). We want to know what are the symmetry constraints on the bifurcation equations

\[
f(x, y, \lambda) = 0,
\]

where \( f \) maps \( \text{Fix}(K) \times \mathbb{R} \) onto \( \text{Fix}(K) \).

By analogy with section 4.4 we denote by \( N \) the subgroup \( N_{K + S_2 + T^3}(K)/K \) and the mapping \( f \) must be equivariant under its action. As we will see below, \( f \) is not always a generic \( N \)-equivariant. In order to write explicitly the action of \( N \) on \( \text{Fix}(K) \) we need to consider separately three distinct cases.

(a) \( k_1 = k_2 \) and \( l_1 = l_2 \)

This case reduces to that of 3-dimensional rectangles described in section 2.4. The results are reproduced here to make this chapter complete. The group \( N \) is isomorphic
to $\mathbb{Z}_2 \oplus \mathbb{Z}_2$ and its action on $W_k \oplus W_l$ is generated by translations of $\pi$ along each of the directions chosen to generate $T^3$

$$
\tau_1 : (x, y) \mapsto ((-1)^{k_1}x, (-1)^{l_1}y) \\
\tau_3 : (x, y) \mapsto ((-1)^{k_2}x, (-1)^{l_2}y).
$$

The translation $\tau_2$ is omitted because it acts as $\tau_1$. Note that all $\tau_j$ act nontrivially and some of them may be redundant. In fact, as in theorem 5, we have that $N$ factored by the kernel of its action is isomorphic to

- $\mathbb{Z}_2$ if all $k_j$ have the same parity and all $l_j$ have the same parity.
- $\mathbb{Z}_2 \oplus \mathbb{Z}_2$ otherwise.

We proceed by giving a general form for the bifurcation equations.

**Theorem 20** Assume that the solution $u = 0$ of the Boussinesq equations undergoes a simultaneous bifurcation of the two modes $k, l \in \mathbb{N}^3$ when a shift $\lambda$ of the Rayleigh number crosses zero. Assume that this happens for some value of $r$ such that $r_1 = r_2$. If $k_1 = k_2$ and $l_1 = l_2$ then the form of the reduced bifurcation equations is

1. If all $k_j$ have the same parity and all $l_j$ have the same parity

$$
\begin{align*}
\frac{f_1(x, y, \lambda)}{f_2(x, y, \lambda)} &= ax + cz^{l-1}y^k = 0 \\
&= by + dx^{l-1}y^k = 0
\end{align*}
$$

where $k = \max_j k_j$ and $l = \max_j l_j$.

2. Otherwise

$$
\begin{align*}
\frac{f_1(x, y, \lambda)}{f_2(x, y, \lambda)} &= ax = 0 \\
&= by = 0
\end{align*}
$$

where $a, b, c, d$ are functions of $x^2, y^2$ and $\lambda$.

**Proof** See section 2.4.

(b) $k_1 = k_2$ and $l_1 \neq l_2$

In this case the group $N$ is isomorphic to $\mathbb{Z}_2 \oplus \mathbb{D}_4$ and its action on $W_k \oplus W_l \oplus W_{sl}$ is generated by

$$
\begin{align*}
\tau_1 : (x, y, z) &\mapsto ((-1)^{k_1}x, (-1)^{l_1}y, 1) \\
s : (x, y, z) &\mapsto (x, y, z) \\
\tau_3 : (x, y, z) &\mapsto ((-1)^{k_2}x, (-1)^{l_2}y, 1)
\end{align*}
$$

Note that the translation $\tau_2$ is omitted because it acts as $s\tau_1 s$. As before, one of these generators may be redundant. By inspection on (4.10) we see that $N$ factored by the kernel of its action is isomorphic to
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- $Z_2 \oplus S_2$ if all $k_j$ have the same parity and all $l_j$ have the same parity
  or $k_1, k_3 + 1$ have the same parity and $l_1, l_2, l_3 + 1$ have the same parity.

- $Z_2 \oplus Z_2 \oplus S_2$ if all $k_j$ have the same parity and $l_1, l_2, l_3 + 1$ have the same parity
  or $k_1, k_3 + 1$ have the same parity and all $l_j$ have the same parity.

- $D_4$ if $l_1, l_2 + 1$ have the same parity and $k_3$ is even.

- $Z_2 \oplus D_4$ if $l_1, l_2 + 1$ have the same parity and $k_3$ is odd.

It can be shown that if $N$ factored by the kernel of its action is isomorphic to $Z_2 \oplus D_4$
then the mapping $f$ is a generic $N$-equivariant and the form of the bifurcation equations
is easily obtained.

**Theorem 21** Assume that the solution $u = 0$ of the Boussinesq equations undergoes
a simultaneous bifurcation of the two modes $k_1, l \in \mathbb{N}^3$ when a shift $\lambda$ of the Rayleigh
number crosses zero. Assume that this happens for some value of $\tau$ such that $\tau_1 = \tau_2$.
If $l_1, l_2$ have different parities and $k_3$ is odd then the form of the reduced bifurcation
equations is

\[
\begin{align*}
  f_1(x, y_1, y_2, \lambda) &= ax = 0 \\
  f_2(x, y_1, y_2, \lambda) &= (b + c\delta)y_1 = 0 \\
  f_3(x, y_1, y_2, \lambda) &= (b - c\delta)y_2 = 0
\end{align*}
\]  

(4.11)

where $a, b, c$ are functions of $x^2, y_1^2 + y_2^2, (y_2^2 - y_1^2)^2$ and $\lambda$; and $\delta = y_2^2 - y_1^2$.

**Proof** The action of $Z_2$ generated by $\tau_2$ implies that $f_1$ is odd in $x$ and $f_2, f_3$ are
even in $x$. Terms involving $y_1, y_2$ are determined by the action of $D_4$ generated by $s, \tau_3$.
See Golubitsky et al. [11], chapter XVII, section 4.

The normal form for system (4.11) together with the universal unfolding that keeps
the symmetry are given in appendix B. Tables of nondegeneracy conditions, branching
equations and some bifurcation diagrams are obtained. Then the $S_2$ symmetry is
broken with an other unfolding parameter.

If the action of $N$ has a nontrivial kernel, a general form for the bifurcation equations
cannot be given. The method for finding the generators of the restricted invariants and
equivariants splits into five steps:

1. Impose explicitly the constraints on $T^3$-invariant monomials.

2. Restrict these constraints to $\text{Fix}(K)$ and use an algorithm to obtain a minimal
   set of generators for the restricted $T^3$-invariants.

3. Generate the restricted $T^3$-equivariants by using the result of 2 in theorem 11.

4. Symmetrize the result of 2 over $S_2$ to obtain the restricted $K \oplus S_2 \oplus T^3$-invariants.
4.6 Some Generalities About the Liapunov-Schmidt Reduction

This section gives a description of the Liapunov-Schmidt reduction as in Golubitsky and Schaeffer [28]. Then we apply it to steady-state bifurcations of the family of operators $\Phi_r$ parametrized by $r \in \mathbb{R}^2$ satisfying the boundary conditions (4.2). This procedure projects the dynamics onto the kernel of the linearized operator $L_r$. Denote

$$\mathcal{X} = (C^2(\Omega))^5$$
$$\mathcal{Y} = (C^0(\Omega))^5.$$ 

The operator

$$\Phi : \mathcal{X} \times \mathbb{R} \times \mathbb{R}^2 \rightarrow \mathcal{Y}$$
$$(u, R, r) \mapsto \Phi_r(u, R)$$

in section 4.2 is a smooth $C^\infty$ mapping and $R_c$, $r_e$ are chosen such that the derivative $L = (d\Phi)(0, R_c, r_e)$ is a Fredholm operator of index 0. Substituting

$$r \mapsto \rho + r_e$$
$$R \mapsto \lambda + R_e$$

we say that a bifurcation for the parameter $\lambda$ occurs at $\rho = 0$ and $\lambda = 0$ if $L$ has a nontrivial kernel, which will be assumed latter in all applications. Because $L$ is Fredholm, it has a finite-dimensional kernel. We choose a basis for ker $L$ and write

$$\ker L = \text{span}\{u_1, \ldots, u_n\}.$$
4.6. Some Generalities About the Liapunov-Schmidt Reduction

Also, range \( L \) has finite codimension and we may write

\[
(range \ L)^\perp = \ker L^*,
\]

where \( L^* \) is the adjoint of \( L \). Now, \( L \) having index 0 means that \( \ker L \) and \( \ker L^* \) have the same dimension. So we choose a basis for \( \ker L^* \) and write

\[
\ker L^* = \text{span}\{u_1^*, \ldots, u_n^*\}.
\]

We may decompose

\[
\mathcal{X} = \ker L \oplus M \quad \text{(4.12)}
\]

\[
\mathcal{Y} = N \oplus \text{range } L. \quad \text{(4.13)}
\]

Let \( E \) be the projection of \( \mathcal{Y} \) onto range \( L \) and write the equations \( \Phi(u, \lambda, \rho) = 0 \) in the equivalent form

\[
\begin{align*}
E\Phi(u, \lambda, \rho) &= 0 \quad \text{(4.14)} \\
(I - E)\Phi(u, \lambda, \rho) &= 0 \quad \text{(4.15)}
\end{align*}
\]

where \( I \) is the identity on \( \mathcal{Y} \). Note that \( I - E \) is the projection of \( \mathcal{Y} \) onto \( N = \ker L^* \).

By decomposition (4.12) we may write any \( u \in \mathcal{X} \) as

\[
u = \sum_{j=1}^{n} x_j u_j + w
\]

where \( w \in M \). Denote \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \) and \( U = (u_1, \ldots, u_n) \). By the implicit function theorem, equations (4.14) may be solved as a function \( w = W(x, \lambda, \rho) \). Thus there exists a function

\[
W : \ker L \times \mathbb{R} \rightarrow M
\]

such that

\[
E\Phi(x.U + W(x, \lambda, \rho), \lambda, \rho) \equiv 0.
\]

Substituting \( u \) we make the projection \( I - E \) by using the basis chosen for \( \ker L \) and get the so called Liapunov-Schmidt reduced mapping

\[
f : \ker L \times \mathbb{R} \times \mathbb{R}^2 \rightarrow \ker L^*
\]

as

\[
f_j(x, \lambda, \rho) = \langle u_j^*, \Phi(x.U + W(x, \lambda, \rho), \lambda, \rho) \rangle,
\]

for \( 1 \leq j \leq n \). Note that the formula for \( f \) is not explicit; it depends on the implicitly defined function \( W \). However, the derivatives of \( W \) can be expressed in terms of \( \Phi \) and we can compute terms of the Taylor expansion of \( f \). By using the symmetry constraints described in the previous sections we see which terms of the expansion we need in order to determine the bifurcation equations.
4.7 Basic Tools

The aim of this section is to extract some information from the Boussinesq equations (4.1) with boundary conditions (4.2) so that we will be ready to perform Liapunov-Schmidt reductions in the following sections. In section 4.7.1 we locate bifurcation points in the parameter space. Section 4.7.2 is concerned with symmetries of the linearized operator $L_r$ that will simplify the calculations.

4.7.1 Location of Primary Bifurcations

Here we identify parameter values for which there is a bifurcation from the solution $u = 0$ of $-D\phi_r$ satisfying the boundary conditions (4.2). So we want the values of $R$ such that $L_r(u, R)$ has a nontrivial kernel. By theorem 18, associated to any bifurcating solution is a set of mode numbers $k = (k_1, k_2, k_3) \in \mathbb{N}^3$ and an eigenmode $u_k$ with components

$$
\begin{align*}
v_1 &= a_k[1] \sin(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3) \\
v_2 &= a_k[2] \cos(k_1 \xi_1) \sin(k_2 \xi_2) \cos(k_3 \xi_3) \\
v_3 &= a_k[3] \cos(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3) \\
\Theta &= a_k[4] \cos(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3) \\
p &= a_k[5] \cos(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3),
\end{align*}
$$

where the $a_k[j]$ are real numbers depending on the mode numbers and the unfolding parameters $r$. As in section 4.4, we denote

$$V_k = \text{span}\{u_k\}.$$

Let $r$ be any point in the unfolding parameter space. By solving

$$L_r(u_k, R_k) = 0, \quad (4.16)$$

we calculate the critical Rayleigh number $R_k$ and the coefficients $a_k$ of the eigenmode. By denoting

$$\Lambda_k = \frac{k_1^2}{r_1^2} + \frac{k_2^2}{r_2^2} + k_3^2,$$

the solution of (4.16) is

$$R_k = \frac{\Lambda_k^3}{\frac{k_1^2}{r_1^2} + \frac{k_2^2}{r_2^2}}.$$

and

$$
\begin{align*}
a_k[1] &= \frac{k_1}{r_1} (\Lambda_k^2 - R_k) \\
a_k[2] &= \frac{k_2}{r_2} (\Lambda_k^2 - R_k) \\
a_k[3] &= k_3 \Lambda_k^2 \\
a_k[4] &= k_3 \Lambda_k R_k \\
a_k[5] &= \Lambda_k (\Lambda_k^2 - R_k).
\end{align*}
$$
As a simplification of notations, the unfolding parameters \( r \) have not kept as a subscript. However, we remark the dependence of \( a_k \) and \( u_k \) on \( r \). From now the dependence on \( r \) should be seen implicitly on the mode numbers.

As a tool for the Liapunov-Schmidt reductions in latter section we have that when \( R = R_k \), the function \( u_k^* \) with components

\[
\begin{align*}
  v_1^* &= \frac{k_1}{r_1} \sin(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3) \\
  v_2^* &= \frac{k_2}{r_2} \cos(k_1 \xi_1) \sin(k_2 \xi_2) \cos(k_3 \xi_3) \\
  v_3^* &= \frac{k_3}{r_3} \cos(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3) \\
  \Theta^* &= (R_k - \Lambda_k^2) \cos(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3) \\
  p^* &= k_3 \cos(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3)
\end{align*}
\]

is an eigenmode of the adjoint operator \( L_k^* \). We keep also the notation

\[ V_k^* = \text{span} \{ u_k^* \}. \]

The graph of \( R_k \) is a folded surface with minimum

\[ R_k^{\text{min}} = \frac{27}{4} k_3^4 \]

along the curve

\[ \frac{k_1^2}{r_1^2} + \frac{k_2^2}{r_2^2} = \frac{1}{2} k_3^2. \]

From (4.17) we see that \( R_k^{\text{min}} \) increases very fast with \( k_3 \). From (4.18) we get that \( k_1 = k_2 = 0 \) when \( k_3 = 0 \). Thus, the natural candidates to primary bifurcations by increasing the parameter \( R \) from zero are modes such that \( k_3 = 1 \). For such sets of mode numbers, the curves \( R_k^{\text{min}} \) are projected in the 2-dimensional unfolding parameter space as
The unfolding parameter space is divided into regions according to the mode that bifurcates by increasing the Rayleigh number from zero. The result, obtained numerically, is as
4.7.2 S₂-Equivariance of the Linearized Operator

Let the group $S_2$ act on the unfolding parameters $r$ and $\mathcal{X}$ as in previous section. By making the only generator $s$ act on the set of mode numbers $k$ as

$$s : (k_1, k_2, k_3) \mapsto (k_2, k_1, k_3)$$

we consider implicitly an action of $s$ on $r$. We observe that the solution $u_k$ of $L_r(u) = 0$ calculated in section 4.7.1 is $S_2$-equivariant

$$u_{sk}(s\xi) = su_k(\xi).$$

This suggests another result concerning a symmetry of the linear operator $L_r$. Let the group $S_2$ act on the operator $L_r$ as

$$s : (L_r[1], L_r[2], L_r[3], L_r[4], L_r[5]) \mapsto (L_r[2], L_r[1], L_r[3], L_r[4], L_r[5]).$$

This group action is the basis for the proof of the following

Lemma 12 Let $w \in (\ker L_r)^{\perp}$ be a solution of $L_r(u) = b$ where $b \in \mathcal{Y}$ is $S_2$-equivariant. Then $w$ is $S_2$-equivariant.

Proof The equation $L_r(u) = b$ has a unique solution in $(\ker L_r)^{\perp}$. Let $w(\xi)$ be this solution

$$L_r(w(\xi)) = b(\xi). \quad (4.19)$$

We claim that $sw(s\xi)$ is a solution of the same equation and by uniqueness it must be equal to $w(\xi)$. This gives the equivariance that we want

$$w(s\xi) = sw(\xi).$$

To prove the claim we observe that

$$L_{sr}(sw(s\xi)) = b(s\xi). \quad (4.20)$$

Now a direct calculation shows that the operator $L_r$ commutes with the action of $S_2$ as

$$L_{sr}(sw(s\xi)) = L_r(w(\xi))$$

and by equivariance of $b(\xi)$ we have that

$$b(s\xi) = sb(\xi)$$

where $s$ acts on $b$ by permuting the first two components. Therefore, equation (4.20) is the same as (4.19) and $sw(s\xi)$ is a solution.
4.8 Interaction of Three Modes in a Box with Rectangular Cross Section

Assume that $r = r_c$ is such that three solutions with mode numbers $k, l, m \in \mathbb{N}^3$ bifurcate simultaneously when the Rayleigh number is increased across a critical value $R = R_c$. As in section 4.7 we have that $\ker L$ and $\ker L^*$ are 3-dimensional spaces as

\[ \ker L = V_k \oplus V_l \oplus V_m, \]
\[ \ker L^* = V_k^* \oplus V_l^* \oplus V_m^*. \]

Let

\[ k = (0, 1, 1), \]
\[ l = (1, 1, 1), \]
\[ m = (2, 0, 1). \]

A calculation shows that these modes bifurcate simultaneously at two points in the unfolding parameter space. These points are approximately:

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_{1c}$</td>
<td>2.634</td>
</tr>
<tr>
<td>$r_{2c}$</td>
<td>1.521</td>
</tr>
</tbody>
</table>

and the critical values of the bifurcation parameter are approximately:

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_c$</td>
<td>6.797</td>
</tr>
</tbody>
</table>

The Lyapunov-Schmidt calculations will be performed for the two points in parallel since they both satisfy the requirements of the procedure described in the sequel. As in section 4.4.2, the bifurcation equations obtained by a Lyapunov-Schmidt reduction have $\mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2$-symmetry. Thus, up to 3rd order they are of the form

\[ f_1 = (a_{N_1} N_1 + a_{N_2} N_2 + a_{N_3} N_3 + a_{\lambda} \lambda + a_{\rho_1} \rho_1 + a_{\rho_2} \rho_2)x = 0 \]
\[ f_2 = (b_{N_1} N_1 + b_{N_2} N_2 + b_{N_3} N_3 + b_\lambda \lambda + b_{\rho_1} \rho_1 + b_{\rho_2} \rho_2)y = 0 \]
\[ f_3 = (c_{N_1} N_1 + c_{N_2} N_2 + c_{N_3} N_3 + c_\lambda \lambda + c_{\rho_1} \rho_1 + c_{\rho_2} \rho_2)z = 0 \]

where

\[ N_1 = x^2, \quad N_2 = y^2, \quad N_3 = z^2 \]

and

\[ \lambda = R - R_c, \quad \rho_1 = r_1 - r_{1c}, \quad \rho_2 = r_2 - r_{2c}. \]
According to Golubitsky and Schaeffer [28] the coefficients are

\[ a_{N_1} = \frac{1}{6} \langle u_k^*, V_{kk} \rangle \]
\[ a_{N_2} = \frac{1}{2} \langle u_k^*, V_{kl} \rangle \]
\[ a_{N_3} = \frac{1}{2} \langle u_k^*, V_{km} \rangle \]
\[ a_\lambda = \langle u_k^*, (d\Phi_\lambda).u_k - d^2\Phi(u_k, L^{-1}E_\Phi_\lambda) \rangle \]
\[ a_{\rho_j} = \langle u_k^*, (d\Phi_{\rho_j}).u_k - d^2\Phi(u_k, L^{-1}E_\Phi_{\rho_j}) \rangle, \quad j = 1, 2 \]
\[ b_{N_1} = \frac{1}{2} \langle u_l^*, V_{kl} \rangle \]
\[ b_{N_2} = \frac{1}{6} \langle u_l^*, V_{ll} \rangle \]
\[ b_{N_3} = \frac{1}{2} \langle u_l^*, V_{lm} \rangle \]
\[ b_\lambda = \langle u_l^*, (d\Phi_\lambda).u_l - d^2\Phi(u_l, L^{-1}E_\Phi_\lambda) \rangle \]
\[ b_{\rho_j} = \langle u_l^*, (d\Phi_{\rho_j}).u_l - d^2\Phi(u_l, L^{-1}E_\Phi_{\rho_j}) \rangle, \quad j = 1, 2 \]
\[ c_{N_1} = \frac{1}{6} \langle u_m^*, V_{mk} \rangle \]
\[ c_{N_2} = \frac{1}{2} \langle u_m^*, V_{ml} \rangle \]
\[ c_{N_3} = \frac{1}{2} \langle u_m^*, V_{mm} \rangle \]
\[ c_\lambda = \langle u_m^*, (d\Phi_\lambda).u_m - d^2\Phi(u_m, L^{-1}E_\Phi_\lambda) \rangle \]
\[ c_{\rho_j} = \langle u_m^*, (d\Phi_{\rho_j}).u_m - d^2\Phi(u_m, L^{-1}E_\Phi_{\rho_j}) \rangle, \quad j = 1, 2. \]

where \( E \) is the projection onto range \( L \) and, taking into account that the initial equations have only quadratic nonlinearity, we have that

\[ V_{kk} = -3d^2\Phi(u_k, w_{kk}) \]
\[ V_{kl} = -d^2\Phi(u_k, w_{kl}) - 2d^2\Phi(u_l, w_{kl}) \]
\[ V_{km} = -d^2\Phi(u_k, w_{km}) - 2d^2\Phi(u_m, w_{km}) \]
\[ V_{lk} = -d^2\Phi(u_l, w_{kk}) - 2d^2\Phi(u_k, w_{kl}) \]
\[ V_{ll} = -3d^2\Phi(u_l, w_{ll}) \]
\[ V_{lm} = -d^2\Phi(u_l, w_{mm}) - 2d^2\Phi(u_m, w_{lm}) \]
\[ V_{mk} = -d^2\Phi(u_m, w_{kk}) - 2d^2\Phi(u_k, w_{km}) \]
\[ V_{ml} = -d^2\Phi(u_m, w_{ll}) - 2d^2\Phi(u_l, w_{lm}) \]
\[ V_{mm} = -3d^2\Phi(u_m, w_{mm}) \]

where

\[ w_{kk} = L^{-1}Ed^2\Phi(u_k, u_k) \]
\[ w_{kl} = L^{-1}Ed^2\Phi(u_k, u_l) \]
\[ w_{km} = L^{-1} E d^2 \Phi(u_k, u_m) \]
\[ w_{ll} = L^{-1} E d^2 \Phi(u_l, u_l) \]
\[ w_{lm} = L^{-1} E d^2 \Phi(u_l, u_m) \]
\[ w_{mm} = L^{-1} E d^2 \Phi(u_m, u_m). \]

### 4.8.1 Calculation of \( a_{N_1}, b_{N_2}, c_{N_3} \)

In this section we give a detailed description of the calculation of \( a_{N_1} \). The coefficients \( b_{N_2} \) and \( c_{N_3} \) are obtained immediately by substituting the mode numbers \( k \) by \( l \) and \( m \) respectively. The main technical difficulty is the calculation of \( w_{kk} \). We reserve part (a) to deal with this problem. In part (b) we explain how to use Maple to do the rest of the work.

(a) Calculation of \( w_{kk} \)

The equation to solve in order to calculate \( w_{kk} \) is

\[ L(w_{kk}) = E d^2 \Phi(u_k, u_k). \]

In order to simplify the notations we denote

\[ A_k = \sin(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3) \]
\[ B_k = \cos(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3) \]
\[ C_k = \sin(k_1 \xi_1) \sin(k_2 \xi_2) \sin(k_3 \xi_3) \]
\[ D_k = \cos(k_1 \xi_1) \cos(k_2 \xi_2) \cos(k_3 \xi_3) \]
\[ E_k = \sin(k_1 \xi_1) \sin(k_2 \xi_2) \cos(k_3 \xi_3) \]
\[ F_k = \sin(k_1 \xi_1) \cos(k_2 \xi_2) \sin(k_3 \xi_3). \]

Recall from section 4.7 that


where after calculating \( a_k \) explicitly we observed the equivariance under the group \( S_2 \) as

\[ a_{sk} = sa_k. \]

Now we have

\[ d^2 \Phi[1](u_k, u_k) = -\frac{2a_k[1]}{\sigma} \left( \frac{k_1}{r_1} a_k[1] A_k D_k - \frac{k_2}{r_2} a_k[2] A_{sk} E_k - k_3 a_k[3] B_k F_k \right) \]
\[ d^2 \Phi[2](u_k, u_k) = -\frac{2a_k[2]}{\sigma} \left( \frac{k_2}{r_2} a_k[2] A_{sk} D_k - \frac{k_1}{r_1} a_k[1] A_k E_k - k_3 a_k[3] B_k F_{sk} \right) \]
\[ d^2 \Phi[3](u_k, u_k) = -\frac{2a_k[3]}{\sigma} \left( k_3 a_k[3] B_k D_k - \frac{k_2}{r_2} a_k[2] A_{sk} F_{sk} - \frac{k_1}{r_1} a_k[1] A_k F_k \right) \]
\[ d^2 \Phi[4](u_k, u_k) = -2a_k[4] \left( k_3 a_k[3] B_k D_k - \frac{k_2}{r_2} a_k[2] A_{sk} F_{sk} - \frac{k_1}{r_1} a_k[1] A_k F_k \right) \]
\[ d^2 \Phi[5](u_k, u_k) = 0. \]
A direct calculation shows that
\[ \langle u_j, d^2 \Phi(u_k, u_k) \rangle = 0 \]
for \( j = k, l, m \), which means that \( d^2 \Phi(u_k, u_k) \in \text{range } L \). Recalling that \( E \) in equation (4.21) denotes an orthogonal projection onto range \( L \), this equation is the same as
\[ L(w_{kk}) = d^2 \Phi(u_k, u_k). \tag{4.22} \]
Also by direct calculation we have that \( d^2 \Phi(u_k, u_k) \) is \( S_2 \)-equivariant. Thus, by lemma 12, the solution \( w_{kk} \) of system (4.22) must be such that
\[ w_{skk}(s \xi) = sw_{kk}(\xi). \tag{4.23} \]
Maple does not seem to solve PDEs and system (4.22) is very hard to solve without the help of some computer algebra. The approach we take here is to write \( w_{kk} \) as a polynomial function of \( A_k, \ldots, F_k \). The coefficients in this polynomial are the solution of a system of linear algebraic equations. Denote
\[
\begin{align*}
\beta_1 \ &= \ (A_k D_k, A_k E_k, B_k F_k, C_k F_{sk}) \\
X_2 \ &= \ (A_k D_k, A_k E_k, B_k F_{sk}, C_k E_k) \\
X_3 \ &= \ (B_k D_k, A_k F_{sk}, A_k F_k, C_k E_k) \\
X_4 \ &= \ (B_k D_k, A_k F_{sk}, A_k F_k, C_k E_k) \\
X_5 \ &= \ (A_k^2, A_k F_{sk}, A_k F_k, B_k D_k, C_k E_k)
\end{align*}
\]
and note that \( d^2 \Phi[j](u_k, u_k) \) is a linear combination of the components of \( X_k[j] \). More precisely, by denoting
\[
\begin{align*}
b_1 \ &= \ \frac{2a_k[1]}{\sigma} \left( -\frac{k_1}{r_1} a_k[1], \frac{k_2}{r_2} a_k[2], k_3 a_k[3], 0 \right) \\
b_2 \ &= \ \frac{2a_k[2]}{\sigma} \left( -\frac{k_2}{r_2} a_k[2], \frac{k_1}{r_1} a_k[1], k_3 a_k[3], 0 \right) \\
b_3 \ &= \ \frac{2a_k[3]}{\sigma} \left( -k_3 a_k[3], \frac{k_2}{r_2} a_k[2], \frac{k_1}{r_1} a_k[1], 0 \right) \\
b_4 \ &= \ 2a_k[4] \left( -k_3 a_k[3], \frac{k_2}{r_2} a_k[2], \frac{k_1}{r_1} a_k[1], 0 \right) \\
b_5 \ &= \ (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)
\end{align*}
\]
we have that
\[ d^2 \Phi[j](u_k, u_k) = b_k[j].X_k[j]. \]
Writing \( w_{kk}[j] \) linearly on the components of \( X_k[j] \) and substituting on (4.22) we get a system of linear algebraic equations on the coefficients. By doing this we arrived at the conclusion that the coordinates \( X_k \) are not convenient: the system we got is not
determined and Maple cannot solve it. In order to change coordinates we introduce the matrices

\[ P_1 = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 \end{pmatrix} \quad \text{and} \quad P_2 = \begin{pmatrix} P_1 & P_1 \\ P_1 & -P_1 \end{pmatrix} \]

A better coordinate system is

\[ Y_k[j] = P_1X_k[j] \quad \text{for } 1 \leq j \leq 4, \]
\[ Y_k[5] = P_2X_k[5]. \]

Note that this change of coordinates is orthogonal. In fact we have that

\[ P_1^{-1} = \frac{1}{4}P_1 \quad \text{and} \quad P_2^{-1} = \frac{1}{8}P_2. \]

Let

\[ d^2\Phi[j](u_k, u_k) = q_k[j]Y_k[j] \]
\[ w_{kk}[j] = p_k[j]Y_k[j], \]

where

\[ q_k[j] = P_1^{-1}b_k[j] \]

and \( p_k \) are the coefficients that we want to calculate. As another symmetry observation we have that \( Y_k \) is \( S_2 \)-equivariant as

\[ Y_{sk}[1] = Y_k[2], \]
\[ Y_{sk}[3, 2] = Y_k[3, 3], \]
\[ Y_{sk}[4, 2] = Y_k[4, 3], \]
\[ Y_{sk}[5, 2] = -Y_k[5, 8], \]
\[ Y_{sk}[3, 4] = -Y_k[5, 6], \]

where \( Y_k[i, j] \) represents the \( j \)th component of \( Y_k[i] \). A simple reasoning says that \( w_{kk} \) written in the coordinates \( Y_k \) satisfies the equivariance (4.23) if and only if the coefficients \( p_k \) are constrained by the symmetries (4.25). For the same reason \( q_k \) satisfies the same symmetries.

Substituting (4.24) in system (4.22) we get a system of linear algebraic equations in the form

\[ L_kp_k = q_k, \]

where \( q_k \) is already known and by permuting rows and columns, the matrix \( L_k \) may be
written as

\[
L_k = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & L_k[1] & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & L_k[1] & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & L_k[2] & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & L_k[3] & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & L_k[4] & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & L_k[4] & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & L_k[5]
\end{pmatrix},
\]

where the matrices along the diagonal are

\[
L_k[1] = \begin{pmatrix}
-4 \frac{k_1^2}{r_1^2} & 4 \frac{k_2}{r_2} \\
\frac{k_2}{r_2} & 0
\end{pmatrix},
\]

\[
L_k[2] = \begin{pmatrix}
0 & -4 \left( \frac{k_1^2}{r_1^2} + \frac{k_2}{r_2^2} \right) & -4 \frac{k_1}{r_1} \\
-\frac{k_1}{r_1} & 0 & -4 \left( \frac{k_1^2}{r_1^2} + \frac{k_2}{r_2^2} \right)
\end{pmatrix},
\]

\[
L_k[3] = \begin{pmatrix}
-4 k_3^2 & 1 & 4 k_3 \\
R & -4 k_3^2 & 0 \\
k_3 & 0 & 0
\end{pmatrix},
\]

\[
L_k[4] = \begin{pmatrix}
-4 \left( \frac{k_1^2}{r_1^2} + k_3^2 \right) & 0 & 0 & 4 \frac{k_2}{r_2} \\
0 & -4 \left( \frac{k_1^2}{r_1^2} + k_3^2 \right) & 1 & 4 k_3 \\
4 \frac{k_2}{r_2} & k_3 & 0 & 0
\end{pmatrix},
\]

\[
L_k[5] = \begin{pmatrix}
-4 \Lambda_k & 0 & 0 & 0 & -4 \frac{k_1}{r_1} \\
0 & -4 \Lambda_k & 0 & 0 & -4 \frac{k_1}{r_1} \\
0 & 0 & -4 \Lambda_k & 1 & -4 k_3 \\
0 & 0 & 0 & R & -4 \Lambda_k \\
-\frac{k_1}{r_1} & -\frac{k_1}{r_1} & -k_3 & 0 & 0
\end{pmatrix}
\]

Letting \( c_k \) be the corresponding reordering of \( p_k \) we have that

\[
c_k[0] = p_k[5, 1] \\
c_k[1] = (p_k[2, 1], p_k[5, 2]) \\
c_k[2] = (p_k[1, 2], p_k[2, 2], p_k[5, 7]) \\
c_k[3] = (p_k[3, 1], p_k[4, 1], p_k[5, 3]) \\
c_k[4] = (p_k[2, 3], p_k[3, 2], p_k[4, 2], p_k[5, 4]) \\
c_k[5] = (p_k[1, 4], p_k[2, 4], p_k[3, 4], p_k[4, 4], p_k[5, 5]),
\]

and we let \( d_k \) be the same reordering of \( q_k \). Now systems of the form

\[
L_{sk}[j]c_{sk}[j] = d_{sk}[j]
\]
are redundant since $c_k[j]$ can be obtained by conjugacy of $c_k[j]$. So we are restricted to solve the systems

$$L_k[j]c_k[j] = d_k[j]$$

for $1 \leq j \leq 5$, which may be easily solved by hand. We may also ask Maple to solve these systems without worrying about any technical problem since the determinants are nonzero. All coefficients are now determined apart from $p_k[5,1]$ which can have any value. This is not surprising if we see that

$$Y_k[5,1] = 1.$$  

Thus when we differentiate $w_{kk}$ with respect to any $\xi$, the coefficient $p_k[5,1]$ will not appear. Finally we have $w_{kk}$ and we can proceed with the rest of the calculation of $a_{N_1}$.

(b) The rest of the job with Maple

Now, Maple has no problem in doing the rest of the job. Recall that what is left is the computation of

$$V_{kk} = -3d^2\Phi(u_k, w_{kk}),$$

where $u_k$ is one of the eigenfunctions generating ker $L$ and $w_{kk}$ is what we have just calculated. Given the values of $u_k$ and $w_{kk}$, that we know at this point, Maple computes $V_{kk}$ according to the formula above. Then we have one of the coefficients of the reduced equations by computing

$$a_{N_1} = \frac{1}{6} (u_k^*, V_{kk})$$

$$= \frac{1}{6} \int_0^\pi \int_0^\pi \int_0^\pi u_k^* . V_{kk} \, dx \, dy \, dz,$$

where the dot is the usual dot product in $\mathbb{R}^5$ and we recall that $u_k^*$ is one of the eigenfunctions generating ker $L^*$. Two of the remaining coefficients of the bifurcation equations are obtained by substituting the mode numbers $k$ in the formulas above by $l$ and $m$ respectively. The approximate results are as follows

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{N_1}$</td>
<td>$-2.712 \pi^{-3}$</td>
</tr>
<tr>
<td>$b_{N_2}$</td>
<td>$-1.529 \sigma^{-0.024} \pi^{-3}$</td>
</tr>
<tr>
<td>$c_{N_3}$</td>
<td>$-4.148 \sigma^{-3}$</td>
</tr>
</tbody>
</table>

4.8.2 Calculation of $a_{N_2}, a_{N_3}, b_{N_1}, b_{N_3}, c_{N_1}, b_{N_2}$

This section gives a detailed explanation of how to obtain $a_{N_2}$. The other five coefficients are obtained automatically by substitution of mode numbers. Again we reserve part (a) to deal with the main technical difficulty: the calculation of $w_{kl}$. In part (b) we show how Maple can do the rest of the work.
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(a) Calculation of $w_{kl}$

Now we want $w_{kl}$ satisfying the equation

$$L(w_{kl}) = Ed^2\Phi(u_k, u_l). \quad (4.26)$$

Recall that


where $a_k$ and $a_l$ are $S_2$-equivariant. By analogy with the previous section we denote

$$X_{kl}^1 = (A_l D_k, A_{sl} E_k, B_{sl} F_k, C_l F_{sk}, A_k D_l, A_{sk} E_l, B_k F_l, C_k F_{sl}),$$
$$X_{kl}^2 = (A_l D_k, A_{sl} E_k, B_{sl} F_k, C_l F_{sk}, A_k D_l, A_{sk} E_l, B_k F_l, C_k F_{sl}),$$
$$X_{kl}^3 = (B_l D_k, A_{sl} F_k, A_l E_k, C_l F_{sk}, A_k D_l, A_{sk} F_l, A_k F_l, C_k E_l),$$
$$X_{kl}^4 = (B_l D_k, A_{sl} F_k, A_l E_k, C_l F_{sk}, A_k D_l, A_{sk} F_l, A_k F_l, C_k E_l),$$
$$X_{kl}^5 = (A_l D_k, A_{sk} F_k, B_{sk} C_k, D_k D_l, E_l E_k, B_l F_k, F_{sl} F_{sk}).$$

Denote also

$$a_{kl}^1 = \frac{1}{\sigma} \left( -\frac{k_1}{r_1} a_k[1] a_l[1], \frac{k_2}{r_2} a_k[1] a_l[2], k_3 a_k[1] a_l[3], 0 \right),$$
$$a_{kl}^2 = \frac{1}{\sigma} \left( -\frac{k_2}{r_2} a_k[2] a_l[2], \frac{k_1}{r_1} a_k[2] a_l[1], k_3 a_k[2] a_l[3], 0 \right),$$
$$a_{kl}^3 = \frac{1}{\sigma} \left( -k_3 a_k[3] a_l[3], \frac{k_2}{r_2} a_k[3] a_l[2], k_1 a_k[3] a_l[1], 0 \right),$$
$$a_{kl}^4 = \left( -k_3 a_k[4] a_l[4], \frac{k_2}{r_2} a_k[4] a_l[2], k_1 a_k[4] a_l[1], 0 \right),$$
$$a_{kl}^5 = (0, 0, 0, 0),$$

and finally define

$$b_{kl}[j] = (a_{kl}[j], a_{lk}[j]).$$

Now we have that $d^2\Phi[j](u_k, u_l)$ is a linear combination of the components of $X_{kl}[j]$ as

$$d^2\Phi[j](u_k, u_l) = b_{kl}[j] \cdot X_{kl}[j].$$

A direct calculation shows that the result of this dot product is in range $L$ and then equation (4.26) becomes

$$L(w_{kl}) = d^2\Phi(u_k, u_l). \quad (4.27)$$

It can also be checked directly that $d^2\Phi(u_k, u_l)$ is $S_2$-equivariant and by lemma 12, the solution $w_{kl}$ of system (4.27) must satisfy the equivariance

$$w_{skl}(s\xi) = sw_{kl}(\xi). \quad (4.28)$$
By writing $w_{kl}$ as a polynomial function of $A_k, A_l, \ldots, F_k, F_l$ we reduce the problem to a system of linear algebraic equations. Again we checked that $X_{kl}$ is not a convenient coordinate system and we apply the change of coordinates $P_2$ defined in the previous section. Thus we denote

$$Y_{kl}[j] = P_2 X_{kl}[j].$$

and let

$$d^2 \Phi [j](u_k, u_l) = q_{kl}[j]. Y_{kl}[j]$$

$$w_{kl}[j] = p_{kl}[j]. Y_{kl}[j],$$

where

$$q_{kl}[j] = P_2^{-1} b_{kl}[j]$$

and $p_{kl}$ are the coefficients that we want to calculate. Now we have that $Y_{kl}$ satisfies the equivariance

$$Y_{skl}[1] = Y_{kl}[2]$$
$$Y_{skl}[3, 2] = Y_{kl}[3, 3]$$
$$Y_{skl}[3, 6] = Y_{kl}[3, 7]$$
$$Y_{skl}[4, 2] = Y_{kl}[4, 3]$$
$$Y_{skl}[4, 6] = Y_{kl}[4, 7]$$
$$Y_{skl}[5, 2] = -Y_{kl}[5, 8]$$
$$Y_{skl}[5, 4] = -Y_{kl}[5, 6].$$

The $S_2$-equivariance of $d^2 \Phi (u_k, u_l)$ and $w_{kl}$ imposes the symmetry constraints (4.30) on the coefficients $q_{kl}$ and $p_{kl}$ respectively.

Substituting (4.29) in system (4.27) we get a system of linear algebraic equations as

$$L_{kl} p_{kl} = q_{kl},$$

where $q_{kl}$ is already known and by permuting rows and columns, the matrix $L_{kl}$ may be written as

$$L_{kl} = \begin{pmatrix}
L_{kl}[1] & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & L_{skl}[1] & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & L_{kl}[2] & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & L_{skl}[2] & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & L_k[3] & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & L_k[4] & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & L_k[5] & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & L_k[6]
\end{pmatrix}.$$
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and the matrices along the diagonal are of the form

$$L_{kl}[j] = \begin{pmatrix} -d & 0 & 0 & 0 & a \\ 0 & -d & 0 & 0 & b \\ 0 & 0 & -d & 1 & c \\ 0 & 0 & R & -d & 0 \\ a & b & c & 0 & 0 \end{pmatrix},$$

where $d = a^2 + b^2 + c^2$ and

- $a = -\frac{k_1}{r_1} + \frac{h_1}{r_1}$, $b = \frac{k_2}{r_2}$ and $c = -k_3 + l_3$ if $j = 1$.
- $a = -\frac{k_1}{r_1} + \frac{h_1}{r_1}$, $b = \frac{k_2}{r_2} + \frac{l_2}{r_2}$ and $c = k_3 + l_3$ if $j = 2$.
- $a = -\frac{k_1}{r_1} - \frac{h_1}{r_1}$, $b = -\frac{k_2}{r_2} - \frac{l_2}{r_2}$ and $c = k_3 - l_3$ if $j = 3$.
- $a = -\frac{k_1}{r_1} - \frac{h_1}{r_1}$, $b = -\frac{k_2}{r_2} + \frac{l_2}{r_2}$ and $c = -k_3 - l_3$ if $j = 4$.
- $a = -\frac{k_1}{r_1} + \frac{h_1}{r_1}$, $b = -\frac{k_2}{r_2} + \frac{l_2}{r_2}$ and $c = k_3 + l_3$ if $j = 5$.
- $a = -\frac{k_1}{r_1} + \frac{h_1}{r_1}$, $b = -\frac{k_2}{r_2} + \frac{l_2}{r_2}$ and $c = -k_3 + l_3$ if $j = 6$.

Letting $c_k$ be the reordering of $p_k$ corresponding to the permutation of columns of $L_{kl}$ we have that

$$c_{kl}[1] = (p_{kl}[1,7], p_{kl}[2,1], p_{kl}[3,7], p_{kl}[4,7], p_{kl}[5,2])$$
$$c_{kl}[2] = (p_{kl}[1,5], p_{kl}[2,3], p_{kl}[3,2], p_{kl}[4,2], p_{kl}[5,4])$$
$$c_{kl}[3] = (p_{kl}[1,2], p_{kl}[2,2], p_{kl}[3,5], p_{kl}[4,5], p_{kl}[5,7])$$
$$c_{kl}[4] = (p_{kl}[1,4], p_{kl}[2,4], p_{kl}[3,4], p_{kl}[4,4], p_{kl}[5,5])$$
$$c_{kl}[5] = (p_{kl}[1,6], p_{kl}[2,6], p_{kl}[3,1], p_{kl}[4,1], p_{kl}[5,3])$$
$$c_{kl}[6] = (p_{kl}[1,8], p_{kl}[2,8], p_{kl}[3,8], p_{kl}[4,8], p_{kl}[5,1]),$$

and we let $d_k$ be the same reordering of $q_k$. By eliminating the redundant blocks of the form $L_{kl}[j]$ we are restricted to solve the systems

$$L_{kl}[j]c_{kl}[j] = d_{kl}[j]$$

for $1 \leq j \leq 6$, which is a reasonably easy calculation with or without computer algebra.

(b) The rest of the job with Maple

Now, Maple has no problem in doing the rest of the job. Recall that what is left is the computation of

$$V_{kl} = -d^2\Phi(u_k, w_{ll}) - 2d^2\Phi(u_l, w_{kl}),$$

where $u_k, u_l$ are two of the eigenfunctions generating ker $L$, $w_{ll}$ was computed in section 4.8.1 and $w_{kl}$ is what we have just calculated. Given the values of $u_k, u_l, w_{ll}$ and $w_{kl}$,
that we know at this point, Maple computes \( V_{kl} \) according to the formula above. Then we have one more coefficient of the reduced equations by computing

\[
a_{N_2} = \frac{1}{2} \langle u_k^*, V_{kl} \rangle,
\]

where we recall that \( u_k^* \) is one of the eigenfunctions generating \( \ker L^* \). Five of the remaining coefficients of the bifurcation equations are obtained by substituting the mode numbers \( k \) in the formulæ above by \( l \) and \( m \) respectively. The results are as follows

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_{N_2} )</td>
<td>( b_{N_2} )</td>
</tr>
<tr>
<td>( 9.676e-0.142 \pi^3 )</td>
<td>( 9.680e-0.119 \pi^3 )</td>
</tr>
<tr>
<td>( 7.693e+3.474 \pi^3 )</td>
<td>( 5.902e+0.540 \pi^3 )</td>
</tr>
<tr>
<td>( 8.733e+0.692 \pi^3 )</td>
<td>( 8.946e+0.573 \pi^3 )</td>
</tr>
<tr>
<td>( 6.366e-1.824 \pi^3 )</td>
<td>( 5.902e+0.540 \pi^3 )</td>
</tr>
<tr>
<td>( 4.226e+1.848 \pi^3 )</td>
<td></td>
</tr>
</tbody>
</table>

### 4.8.3 Calculation of \( a_\lambda, b_\lambda, c_\lambda \)

In this section we describe how to obtain \( a_\lambda \). Then the coefficients \( b_\lambda \) and \( c_\lambda \) come immediately by substituting the mode numbers \( k \) by \( l \) and \( m \) respectively. The calculation of \( a_\lambda \) is very simple comparing with the complication of the previous sections. Recall that the formula is

\[
a_\lambda = \langle u_k^*, (d\Phi_\lambda) u_k - d^2\Phi(u_k, L^{-1} E\Phi_\lambda) \rangle.
\]

By differentiating \( \Phi \) with respect to \( \lambda \) we get

\[
\Phi_\lambda = (0, 0, 0, \nu_3, 0)^t.
\]

Since \( \Phi_\lambda \) is a linear operator, its linearization evaluated at \( u_k \) is

\[
(d\Phi_\lambda). u_k = (0, 0, 0, u_k[3], 0)^t.
\]

Note that \( \Phi_\lambda \) is odd, which implies that when \( u = 0 \) we have

\[
\Phi_\lambda = 0.
\]

All together, this results say that

\[
a_\lambda = \langle u_k^*, (d\Phi_\lambda) u_k \rangle = \int_0^\pi \int_0^\pi \int_0^\pi u_k^*[4] u_k[3] dx dy dz.
\]

The result evaluated by Maple is approximately

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_\lambda )</td>
<td>( b_\lambda )</td>
</tr>
<tr>
<td>( 2.752\pi^3 )</td>
<td>( 2.790\pi^3 )</td>
</tr>
<tr>
<td>( 1.622\pi^3 )</td>
<td>( 1.585\pi^3 )</td>
</tr>
<tr>
<td>( 3.241\pi^3 )</td>
<td>( 2.790\pi^3 )</td>
</tr>
</tbody>
</table>
4.8.4 Calculation of $a_{\rho_1}, a_{\rho_2}, b_{\rho_1}, b_{\rho_2}, c_{\rho_1}, c_{\rho_2}$

In this section we describe how to calculate $a_{\rho_1}$ and the remaining five coefficients are obtained by analogy. Recall that the formula is

$$a_{\rho_1} = \langle u_k^*, (d\Phi_{\rho_1}).u_k - d^2\Phi(u_k, L^{-1}E\Phi_{\rho_1}) \rangle.$$ 

Differentiating $\Phi$ with respect to the parameter $\rho_1$ we get

$$\Phi_{\rho_1}[1] = -\frac{2}{r_1^3} \frac{\partial^2 v_1}{\partial \xi_1^2} + \frac{1}{r_1^2} \frac{\partial p}{\partial \xi_1} + \frac{1}{\sigma r_1^2} v_1 \frac{\partial v_1}{\partial \xi_1}$$

$$\Phi_{\rho_1}[2] = -\frac{2}{r_1^3} \frac{\partial^2 v_2}{\partial \xi_1^2} + \frac{1}{r_1^2} \frac{\partial v_2}{\partial \xi_1}$$

$$\Phi_{\rho_1}[3] = -\frac{2}{r_1^3} \frac{\partial^2 v_3}{\partial \xi_1^2} + \frac{1}{r_1^2} \frac{\partial v_3}{\partial \xi_1}$$

$$\Phi_{\rho_1}[4] = -\frac{2}{r_1^3} \frac{\partial^2 \theta}{\partial \xi_1^2} + \frac{1}{r_1^2} \frac{\partial \theta}{\partial \xi_1}$$

$$\Phi_{\rho_1}[5] = -\frac{1}{r_1^2} \frac{\partial v_1}{\partial \xi_1}.$$ 

By linearizing this operator about $u = 0$ and evaluating at $u_k$ we get

$$\left(\frac{\partial \Phi_{\rho_1}[1]}{\partial u} \right), u_k = \left( -\frac{2}{r_1^3} k_1^2 a_k[1] - \frac{1}{r_1^2} k_1 a_k[5] \right) A_k$$

$$\left(\frac{\partial \Phi_{\rho_1}[2]}{\partial u} \right), u_k = \frac{2}{r_1^3} k_2^2 a_k[2] A_k$$

$$\left(\frac{\partial \Phi_{\rho_1}[3]}{\partial u} \right), u_k = \frac{2}{r_1^3} k_3^2 a_k[3] B_k$$

$$\left(\frac{\partial \Phi_{\rho_1}[4]}{\partial u} \right), u_k = \frac{2}{r_1^3} k_4^2 a_k[4] B_k$$

$$\left(\frac{\partial \Phi_{\rho_1}[5]}{\partial u} \right), u_k = \frac{1}{r_1^2} k_1 a_k[1] D_k.$$ 

By inspection on the operator $\Phi_{\rho_1}$ we see that $u = 0$ then

$$\Phi_{\rho_1} = 0.$$ 

All together, the results above say that

$$a_{\rho_1} = \langle u_k^*, (d\Phi_{\rho_1}).u_k \rangle.$$ 

The result evaluated by Maple for the six coefficients is approximately

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{\rho_1}$</td>
<td>0</td>
</tr>
<tr>
<td>$a_{\rho_2}$</td>
<td>8.249$\pi^3$</td>
</tr>
<tr>
<td>$b_{\rho_1}$</td>
<td>0.842$\pi^3$</td>
</tr>
<tr>
<td>$b_{\rho_2}$</td>
<td>4.373$\pi^3$</td>
</tr>
<tr>
<td>$c_{\rho_1}$</td>
<td>6.732$\pi^3$</td>
</tr>
<tr>
<td>$c_{\rho_2}$</td>
<td>0</td>
</tr>
</tbody>
</table>
4.8.5 Normal Form and Bifurcation Diagrams

Given a set of equations \( f(x, \lambda) = 0 \), where \( f \) is obtained by a Liapunov-Schmidt reduction we can find the topology of the bifurcation diagram, but not the stability. The corresponding differential equation is one of

(a) \( \dot{x} + f(x, \lambda) = 0 \).

(b) \( \dot{x} = f(x, \lambda) \).

In order to get information about stability we must know if our mapping \( f \) satisfies (a) or (b). In previous sections a 3rd order truncation of \( f \) was calculated for the (0,1,1)-(1,1,1)-(2,0,1) mode interaction on the Renard problem. The result is a \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \)-equivariant as

\[
\begin{align*}
    f_1(x, y, z, \lambda, \rho_1, \rho_2) &= (aN_1 N_1 + aN_2 N_2 + aN_3 N_3 + a\lambda + a_{\rho_1} \rho_1 + a_{\rho_2} \rho_2)x \\
    f_2(x, y, z, \lambda, \rho_1, \rho_2) &= (bN_1 N_1 + bN_2 N_2 + bN_3 N_3 + b\lambda + b_{\rho_1} \rho_1 + b_{\rho_2} \rho_2)y \\
    f_3(x, y, z, \lambda, \rho_1, \rho_2) &= (cN_1 N_1 + cN_2 N_2 + cN_3 N_3 + c\lambda + c_{\rho_1} \rho_1 + c_{\rho_2} \rho_2)z
\end{align*}
\]

where \( N_1 = x^2, N_2 = y^2, N_3 = z^2 \). The bifurcation parameter \( \lambda \) is the Rayleigh number with the origin shifted and \( \rho_1, \rho_2 \) are the unfolding parameters that have to do with the lengths of the domain. The coefficients \( a, b, c \) are computed in previous sections by a Liapunov-Schmidt reduction.

When \( \rho_1 = \rho_2 = 0 \), the linearization of \( f \) about the origin is

\[
df = \begin{pmatrix}
    a\lambda & 0 & 0 \\
    0 & b\lambda & 0 \\
    0 & 0 & c\lambda
\end{pmatrix},
\]

which has three negative real eigenvalues if \( \lambda < 0 \) since \( a, b, c, \lambda \) are positive numbers as in section 4.8.3. Thus an equation in the form (a) for this particular \( f \) leads to instability of the solution \( (x, y, z) = (0, 0, 0) \). This means instability of the translation-invariant solution \( u = 0 \) to the Bénard problem when the Rayleigh number is below the critical value, which does not make sense physically. In the same way, we see that an equation in the form (b) gives the correct stability.

In appendix A we analyse a normal form with \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \oplus \mathbb{Z}_2 \)-symmetry. The stabilities are given under the assumption that the mapping \( f \) satisfies the differential equation (a). In order to apply the results obtained to this particular problem it is enough to change the signs of all coefficients in \( f \) and reduce the result to the equivalent normal form.

Some of the coefficients depend on the Prandtl number \( \sigma \). From now on we assume that the fluid inside the box is water, which corresponds to

\[
\sigma \approx 7.03.
\]

Substituting this number in the coefficients calculated in previous sections and reversing sign we get
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<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{N1}$</td>
<td>11.962</td>
</tr>
<tr>
<td>$a_{N2}$</td>
<td>42.589</td>
</tr>
<tr>
<td>$a_{N3}$</td>
<td>36.111</td>
</tr>
<tr>
<td>$a_{\lambda}$</td>
<td>-85.328</td>
</tr>
<tr>
<td>$a_{p1}$</td>
<td>0</td>
</tr>
<tr>
<td>$a_{p2}$</td>
<td>-255.76</td>
</tr>
<tr>
<td>$b_{N1}$</td>
<td>38.951</td>
</tr>
<tr>
<td>$b_{N2}$</td>
<td>6.6793</td>
</tr>
<tr>
<td>$b_{N3}$</td>
<td>22.711</td>
</tr>
<tr>
<td>$b_{\lambda}$</td>
<td>-50.294</td>
</tr>
<tr>
<td>$b_{p1}$</td>
<td>-26.093</td>
</tr>
<tr>
<td>$b_{p2}$</td>
<td>-135.59</td>
</tr>
<tr>
<td>$c_{N1}$</td>
<td>26.935</td>
</tr>
<tr>
<td>$c_{N2}$</td>
<td>22.711</td>
</tr>
<tr>
<td>$c_{N3}$</td>
<td>18.297</td>
</tr>
<tr>
<td>$c_{\lambda}$</td>
<td>-100.59</td>
</tr>
<tr>
<td>$c_{p1}$</td>
<td>-208.75</td>
</tr>
<tr>
<td>$c_{p2}$</td>
<td>0</td>
</tr>
</tbody>
</table>

In order to compute the normal form for $f$ we apply a $Z_2 \oplus Z_2 \oplus Z_2$-equivalent transformation as

$$ H(x, y, z, \lambda, \rho_1, \rho_2) = Sf(X, \Lambda, \rho_1, \rho_2) \tag{4.31} $$

where

$$ X(x, y, z, \lambda, \rho_1, \rho_2) = (A x, B y, C z) $$

$$ \Lambda(\lambda, \rho_1, \rho_2) = \lambda - \frac{a_{p1}}{a_{\lambda}} \rho_1 - \frac{a_{p2}}{a_{\lambda}} \rho_2 $$

and $A, B, C, D, E, F$ are positive constants. Substituting $X, \Lambda$ and $S$ in (4.31) leads to

$$ H_1(x, y, z, \lambda, \bar{\tau}_1, \bar{\tau}_2) = (a_{N1} A^3 D x^2 + a_{N2} A B^2 D y^2 + a_{N3} A C^2 D z^2 + a_{\lambda} A D A \lambda)x $$

$$ H_2(x, y, z, \lambda, \bar{\tau}_1, \bar{\tau}_2) = (b_{N1} A^2 B E x^2 + b_{N2} B^3 E y^2 + b_{N3} B C^2 E z^2 + b_{\lambda} B E \lambda + \bar{\tau}_1)y $$

$$ H_3(x, y, z, \lambda, \bar{\tau}_1, \bar{\tau}_2) = (c_{N1} A^2 C F x^2 + c_{N2} B^2 C F y^2 + c_{N3} C^3 F z^2 + c_{\lambda} C F \lambda + \bar{\tau}_2)z, $$

where

$$ \bar{\tau}_1 = BE \left( b_{p1} - \frac{a_{p1} b_{\lambda}}{a_{\lambda}} \right) \rho_1 + BE \left( b_{p2} - \frac{a_{p2} b_{\lambda}}{a_{\lambda}} \right) \rho_2 $$

$$ \bar{\tau}_2 = CF \left( c_{p1} - \frac{a_{p1} c_{\lambda}}{a_{\lambda}} \right) \rho_1 + CF \left( c_{p2} - \frac{a_{p2} c_{\lambda}}{a_{\lambda}} \right) \rho_2. $$
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By imposing the conditions

\[ |a_{N_1}|A^3D = 1 \]
\[ |b_{N_2}|B^3E = 1 \]
\[ |c_{N_3}|C^3F = 1 \]
\[ |a_\lambda|AD = 1 \]
\[ |b_\lambda|BE = 1 \]
\[ |c_\lambda|CF = 1 \]

we get \( H \) in the desired form

\[ H_1(x, y, z, \lambda, \tilde{r}_1, \tilde{r}_2) = (\epsilon_1 x^2 + n_1 y^2 + n_2 z^2 + \epsilon_2 \lambda) x \]
\[ H_2(x, y, z, \lambda, \tilde{r}_1, \tilde{r}_2) = (n_3 x^2 + \epsilon_3 y^2 + n_4 z^2 + \epsilon_4 \lambda + \tilde{r}_1) y \]
\[ H_3(x, y, z, \lambda, \tilde{r}_1, \tilde{r}_2) = (n_5 x^2 + \epsilon_5 y^2 + \epsilon_6 z^2 + \epsilon_6 \lambda + \tilde{r}_2) z , \]

where

\[ \epsilon_1 = \text{sgn}(a_{N_1}) \]
\[ \epsilon_2 = \text{sgn}(a_\lambda) \]
\[ \epsilon_3 = \text{sgn}(b_{N_2}) \]
\[ \epsilon_4 = \text{sgn}(b_\lambda) \]
\[ \epsilon_5 = \text{sgn}(c_{N_3}) \]
\[ \epsilon_6 = \text{sgn}(c_\lambda) \]

and

\[ n_1 = \left| \frac{b_\lambda}{b_{N_2} a_\lambda} \right| a_{N_2} \]
\[ n_2 = \left| \frac{c_\lambda}{c_{N_3} a_\lambda} \right| a_{N_3} \]
\[ n_3 = \left| \frac{a_\lambda}{a_{N_1} b_\lambda} \right| b_{N_1} \]
\[ n_4 = \left| \frac{c_\lambda}{c_{N_3} b_\lambda} \right| b_{N_3} \]
\[ n_5 = \left| \frac{a_\lambda}{a_{N_1} c_\lambda} \right| c_{N_1} \]
\[ n_6 = \left| \frac{b_\lambda}{b_{N_2} c_\lambda} \right| c_{N_2} \]

The unfolding parameters are

\[ \tilde{r}_1 = \frac{1}{|b_\lambda|} \left( b_{p_1} - \frac{a_{p_1} b_\lambda}{a_\lambda} \right) \rho_1 + \frac{1}{|b_\lambda|} \left( b_{p_2} - \frac{a_{p_2} b_\lambda}{a_\lambda} \right) \rho_2 \]
\[ \tilde{r}_2 = \frac{1}{|c_\lambda|} \left( c_{p_1} - \frac{a_{p_1} c_\lambda}{a_\lambda} \right) \rho_1 + \frac{1}{|c_\lambda|} \left( c_{p_2} - \frac{a_{p_2} c_\lambda}{a_\lambda} \right) \rho_2 . \]
By substituting the derivatives of $a, b, c$ given above in the formulae for $\varepsilon_j$ and $n_j$ we get

\[ \varepsilon_1 = \varepsilon_3 = \varepsilon_5 = 1 \]
\[ \varepsilon_2 = \varepsilon_4 = \varepsilon_6 = -1 \]

and

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>3.758</td>
</tr>
<tr>
<td>$n_2$</td>
<td>2.327</td>
</tr>
<tr>
<td>$n_3$</td>
<td>5.524</td>
</tr>
<tr>
<td>$n_4$</td>
<td>2.482</td>
</tr>
<tr>
<td>$n_5$</td>
<td>1.910</td>
</tr>
<tr>
<td>$n_6$</td>
<td>1.700</td>
</tr>
</tbody>
</table>

Now the unfolding parameters are approximatly

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{r}_1$</td>
<td>$-0.519\rho_1 + 0.302\rho_2$</td>
</tr>
<tr>
<td>$\tilde{r}_2$</td>
<td>$-2.075\rho_1 + 2.997\rho_2$</td>
</tr>
</tbody>
</table>

Taking these numbers to appendix A, the bifurcation diagrams can be drawn directly by reading the tables. The nondegeneracy conditions are satisfied, since by using the notation in the appendix we have

<table>
<thead>
<tr>
<th>Critical point 1</th>
<th>Critical point 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>-2.758</td>
</tr>
<tr>
<td>(b)</td>
<td>-1.327</td>
</tr>
<tr>
<td>(c)</td>
<td>-4.524</td>
</tr>
<tr>
<td>(d)</td>
<td>-1.482</td>
</tr>
<tr>
<td>(e)</td>
<td>-0.910</td>
</tr>
<tr>
<td>(f)</td>
<td>-0.700</td>
</tr>
<tr>
<td>(g)</td>
<td>-19.76</td>
</tr>
<tr>
<td>(h)</td>
<td>-3.444</td>
</tr>
<tr>
<td>(i)</td>
<td>-3.220</td>
</tr>
<tr>
<td>(j)</td>
<td>-6.802</td>
</tr>
<tr>
<td>(k)</td>
<td>6.144</td>
</tr>
<tr>
<td>(l)</td>
<td>3.980</td>
</tr>
<tr>
<td>(m)</td>
<td>11.24</td>
</tr>
</tbody>
</table>

and they are all nonzero. In appendix A we use the signs if these constants to get all the information about existence and criticality of bifurcating branches. Since the signs are the same for the two critical points they lead to the same bifurcation diagrams. From now on we concentrate on point 1. Before drawing the bifurcation diagrams we make a convention about the labels of possible branches.
(0) Translation-invariant solution \( u = 0 \).

(1) Pure mode \((0,1,1)\).

(2) Pure mode \((1,1,1)\).

(3) Pure mode \((2,0,1)\).

(4) Mixed mode \((0,1,1)-(1,1,1)\).

(5) Mixed mode \((0,1,1)-(2,0,1)\).

(6) Mixed mode \((1,1,1)-(2,0,1)\).

(7) Mixed mode \((0,1,1)-(1,1,1)-(2,0,1)\).

Now the unfolding parameter space is divided into six distinct regions according to the order of primary bifurcations when the parameter is increased. This division is the following.

Then some of these regions need a subdivision according to the order of secondary bifurcations. This will be illustrated when appropriate and we proceed by drawing the bifurcation diagrams.

**Region A**

This region is divided into two subregions according to the order of bifurcations from the primary branches. We show this division and then proceed by drawing the bifurcation diagram corresponding to each subregion.
This region is divided into two subregions according to the order of bifurcations from the primary branches. We show this division and then proceed by drawing the bifurcation diagram corresponding to each subregion.
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Region D

This region is divided into two subregions according to the order of bifurcations from the primary branches. We show this division and then proceed by drawing the bifurcation diagram corresponding to each subregion.

\[ r_2 = 0 \]

\[ r_2 = 0.201 r_1 \]

Region E

\[ r_1 = r_2 \]
Now we assume that \( r = r_c \) is such that the two modes \( k, l \in \mathbb{N}^3 \) bifurcate simultaneously when the Rayleigh number is increased across a critical value \( R = R_c \). By imposing the extra condition \( r_1 = r_2 \) we have that \( \text{ker} \ L \) is either 2, 3 or 4-dimensional depending on the mode numbers as

1. \( V_k \oplus V_l \) if \( k_1 = k_2 \) and \( l_1 = l_2 \)
2. \( V_k \oplus V_l \oplus V_{st} \) if \( k_1 = k_2 \) and \( l_1 \neq l_2 \)
3. \( V_k \oplus V_{sk} \oplus V_l \oplus V_{st} \) if \( k_1 \neq k_2 \) and \( l_1 \neq l_2 \)

and \( \text{ker} \ L^* \) is

1. \( V_k^* \oplus V_l^* \) if \( k_1 = k_2 \) and \( l_1 = l_2 \)
2. \( V_k^* \oplus V_l^* \oplus V_{st}^* \) if \( k_1 = k_2 \) and \( l_1 \neq l_2 \)
3. \( V_k^* \oplus V_{sk}^* \oplus V_l^* \oplus V_{st}^* \) if \( k_1 \neq k_2 \) and \( l_1 \neq l_2 \)

where \( V_k \) and \( V_k^* \) are defined in section 4.7.1 for any given set of mode numbers \( k \). For the particular case of the Bénard convection we did not find any mode interaction of type 1. We performed a Liapunov-Schmidt reduction for a mode interaction of type 2 which gives a 3-dimensional system of ODEs. For the particular modes chosen, a 3rd order truncation is enough to determine the bifurcation diagrams and the analysis described in section 4.8 applies directly. Further analysis of the points of type 3 is left for further work. The reason for not doing it here is that an expansion of the reduced equations up to 3rd order would not be enough to catch all the features of the bifurcation diagrams and we are not technically prepared to go up to higher order yet.

Now we consider a bifurcation of type 2 with mode numbers

\[
\begin{align*}
k &= (1,1,1) \\
l &= (0,1,1).
\end{align*}
\]
A calculation shows that these modes bifurcate simultaneously when the unfolding parameters are

\[ r_{1c} = r_{2c} \approx 1.687 \]

and the bifurcation parameter is

\[ R_c \approx 7.024. \]

As in section 4.5.2, the bifurcation equations obtained by a Liapunov-Schmidt reduction have \( \mathbb{Z}_2 \oplus \mathbb{D}_4 \)-symmetry. Thus, up to 3rd order they are of the form

\[
\begin{align*}
    f_1 &= [a_{N_1} N_1 + a_{N_2} N_2 + a_{\lambda \lambda} + a_{\rho_1+\rho_2}(\rho_1 + \rho_2)] x \\
    f_2 &= [b_{N_1} N_1 + b_{N_2} N_2 + c_\delta + b_{\lambda \lambda} + b_{\rho_1+\rho_2}(\rho_1 + \rho_2) + b_{\rho_1-\rho_2}(\rho_1 - \rho_2)] y_1 \\
    f_3 &= [b_{N_1} N_1 + b_{N_2} N_2 - c_\delta + b_{\lambda \lambda} + b_{\rho_1+\rho_2}(\rho_1 + \rho_2) - b_{\rho_1-\rho_2}(\rho_1 - \rho_2)] y_2
\end{align*}
\]

where

\[
\begin{align*}
    N_1 &= x^2 \\
    N_2 &= y_1^2 + y_2^2 \\
    \delta &= y_2^2 - y_1^2
\end{align*}
\]

and

\[
\begin{align*}
    \lambda &= R - R_c \\
    \rho_1 &= r_1 - r_{1c} \\
    \rho_2 &= r_2 - r_{2c}. \\
\end{align*}
\]

The coefficients in the formulae for \( f \) are computed as in section 4.5.2 and the result for \( \sigma = 7.03 \) (Prandtl number for the water) is

\[
\begin{align*}
    a_{N_1} &\approx 10.715 \\
    a_{N_2} &\approx 35.738 \\
    a_{\lambda} &\approx -59.780 \\
    a_{\rho_1+\rho_2} &\approx -55.835 \\
    b_{N_1} &\approx 46.241 \\
    b_{N_2} &\approx 15.643 \\
    b_{\lambda} &\approx -80.288 \\
    b_{\rho_1+\rho_2} &\approx -96.732 \\
    b_{\rho_1-\rho_2} &\approx 96.732 \\
    c &\approx 5.6526
\end{align*}
\]

In order to compute the normal form and bifurcation diagrams we apply a \( \mathbb{Z}_2 \oplus \mathbb{D}_4 \)-equivariant transformation

\[
H(x, y_1, y_2, \lambda, \rho_1 + \rho_2, \rho_1 - \rho_2) = Sf(X, \Lambda, \rho_1 + \rho_2, \rho_1 - \rho_2) \quad (4.32)
\]
where

\[ X(x, y_1, y_2, \lambda, \rho_1 + \rho_2, \rho_1 - \rho_2) = (Ax, By_1, By_2) \]

\[ \Lambda(\lambda) = \lambda - \frac{\alpha_{\rho_1 + \rho_2}}{\alpha_\lambda} (\rho_1 + \rho_2) \]

\[ S(x, y_1, y_2, \lambda, \rho_1 + \rho_2, \rho_1 - \rho_2) = \begin{pmatrix} C & 0 & 0 \\ 0 & D & 0 \\ 0 & 0 & D \end{pmatrix} \]

and \( A, B, C, D \) are positive constants. By substituting \( X, \Lambda \) and \( S \) in (4.32) we get

\[ H_1(x, y_1, y_2, \lambda, \bar{\rho}_1, \bar{\rho}_2) = [a_{N_1} A^3 C x^2 + a_{N_2} A B^2 C (y_1^2 + y_2^2) + \alpha_\lambda A C \lambda] x \]

\[ H_2(x, y_1, y_2, \lambda, \bar{\rho}_1, \bar{\rho}_2) = [b_{N_1} A^2 B D x^2 + b_{N_2} B^2 D (y_1^2 + y_2^2) + c B^3 D (y_1^2 - y_2^2)] + b_\lambda B D \lambda + \bar{\rho}_1 + \bar{\rho}_2 y_1 \]

\[ H_3(x, y_1, y_2, \lambda, \bar{\rho}_1, \bar{\rho}_2) = [b_{N_1} A^2 B D x^2 + b_{N_2} B^2 D (y_1^2 + y_2^2) - c B^3 D (y_1^2 - y_2^2)] + b_\lambda B D \lambda + \bar{\rho}_1 - \bar{\rho}_2 y_2. \]

where

\[ \bar{\rho}_1 = BD \left( \frac{b_{\rho_1 + \rho_2}}{a_\lambda} \right) (\rho_1 + \rho_2) \]

\[ \bar{\rho}_2 = BD b_{\rho_1 - \rho_2} (\rho_1 - \rho_2). \]

By imposing the conditions

\[ |a_{N_1}| A^3 C = 1 \]

\[ |\alpha_\lambda| A C = 1 \]

\[ |c| B^3 D = 1 \]

\[ |b_\lambda| B D = 1 \]

we get \( H \) in the desired form

\[ H_1(x, y_1, y_2, \lambda, \bar{\rho}_1, \bar{\rho}_2) = \left[ \epsilon_1 x^2 + n_1 (y_1^2 + y_2^2) + \epsilon_2 \lambda \right] x \]

\[ H_2(x, y_1, y_2, \lambda, \bar{\rho}_1, \bar{\rho}_2) = \left[ n_2 x^2 + n_3 (y_1^2 + y_2^2) + \epsilon_2 (y_1^2 - y_2^2) + \epsilon_4 \lambda + \bar{\rho}_1 + \bar{\rho}_2 \right] y_1 \]

\[ H_3(x, y_1, y_2, \lambda, \bar{\rho}_1, \bar{\rho}_2) = \left[ n_2 x^2 + n_3 (y_1^2 + y_2^2) - \epsilon_2 (y_1^2 - y_2^2) + \epsilon_4 \lambda + \bar{\rho}_1 - \bar{\rho}_2 \right] y_2 \]

where

\[ \epsilon_1 = \text{sgn}(a_{N_1}) \]

\[ \epsilon_2 = \text{sgn}(a_\lambda) \]

\[ \epsilon_3 = \text{sgn}(c) \]

\[ \epsilon_4 = \text{sgn}(b_\lambda) \]
and

\[ n_1 = \left| \frac{b_\lambda}{c a_\lambda} \right| a_{N_2} \]
\[ n_2 = \left| \frac{a_\lambda}{a_{N_1} b_\lambda} \right| b_{N_1} \]
\[ n_3 = \left| \frac{1}{c} \right| b_{N_2}. \]

The unfolding parameters are

\[ \tilde{\rho}_1 = \frac{1}{|b_\lambda|} \left( b_{p_1 + p_2} - \frac{a_{p_1 + p_2} b_\lambda}{a_\lambda} \right) (\rho_1 + \rho_2) \]
\[ \tilde{\rho}_2 = \frac{1}{|b_\lambda|} b_{p_1 - p_2} (\rho_1 - \rho_2). \]

By substituting the derivatives of \( a, b, c \) given above in the formulae for \( \epsilon_j \) and \( n_j \) we get

\[ \epsilon_1 = \epsilon_3 = 1 \]
\[ \epsilon_2 = \epsilon_4 = -1 \]

and

\[ n_1 \approx 8.491 \]
\[ n_2 \approx 3.213 \]
\[ n_3 \approx 2.767. \]

Now the unfolding parameters are

\[ \tilde{\rho}_1 \approx 0.663(\rho_1 + \rho_2) \]
\[ \tilde{\rho}_2 \approx 1.205(\rho_1 - \rho_2). \]

A complete stability analysis of steady solutions of the system

\[ \dot{x} = H_1(x, y_1, y_2, \lambda, \tilde{\rho}_1, \tilde{\rho}_2) \]
\[ \dot{y}_1 = H_2(x, y_1, y_2, \lambda, \tilde{\rho}_1, \tilde{\rho}_2) \]
\[ \dot{y}_2 = H_3(x, y_1, y_2, \lambda, \tilde{\rho}_1, \tilde{\rho}_2) \]

is performed in appendix B. The results are condensed into tables giving the branches of solutions and their criticality with respect to the bifurcation parameter \( \lambda \) if the system is nondegenerate. Our particular mapping \( H \) satisfies the nondegeneracy conditions since we have

\[ (a) \approx -2.213 \]
\[ (b) \approx 2.767 \]
\[ (c) \approx 1.767 \]
\[ (d) \approx -5.724 \]
\[ (e) \approx -6.724 \]
\[ (f) \approx -24.52 \]
\[ (g) \approx -26.28 \]
and they are all nonzero. We proceed by drawing the bifurcation diagrams for the case when the mapping $H$ is $\mathbb{Z}_2 \oplus \mathbb{D}_4$-equivariant. This happens when $\tilde{\rho}_2 = 0$. Then we show the effects of breaking the $S_2$ symmetry with the parameter $\tilde{\rho}_2$. Before drawing the bifurcation diagrams we make a convention about the labels of possible branches.

(0) Translation-invariant solution $u = 0$.

(1) Pure mode $(1,1,1)$.

(2) Pure modes $(0,1,1)$ and $(1,0,1)$.

(3) Mixed mode $(0,1,1)-(1,0,1)$.

(4) Mixed modes $(1,1,1)-(0,1,1)$ and $(1,1,1)-(1,0,1)$.

(5) Mixed mode $(1,1,1)-(0,1,1)-(1,0,1)$.

Now the bifurcation diagrams depend on the sign of $\tilde{\rho}_1$ as

$$\tilde{\rho}_1 < 0$$

![Bifurcation Diagram for $\tilde{\rho}_1 < 0$]

$$\tilde{\rho}_1 > 0$$

![Bifurcation Diagram for $\tilde{\rho}_1 > 0$]

We proceed by breaking the $S_2$ symmetry with the parameter $\tilde{\rho}_2$. Now the modes $(0,1,1)$ and $(1,0,1)$ are no longer conjugate. In order to make the bifurcation diagrams clear we need new labels

(2.1) Pure mode $(0,1,1)$.

(2.2) Pure mode $(1,0,1)$.

(4.1) Mixed mode $(1,1,1)-(0,1,1)$.

(4.2) Mixed mode $(1,1,1)-(1,0,1)$.

(6) Mixed mode $(1,0,1)-(0,1,1)$.

(7) Mixed mode $(1,1,1)-(0,1,1)-(1,0,1)$.

The unfolding parameter space is divided into six distinct regions according to the order of primary bifurcations when the bifurcation parameter is increased. This division is the following
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Then some of these regions need a subdivision according to the order of secondary bifurcations. This will be illustrated when appropriate and we proceed by drawing the bifurcation diagrams.

Region A

This region is divided into two subregions according to the order of bifurcations from the primary branches. We show this division and then proceed by drawing the bifurcation diagram corresponding to each subregion.

\[
\begin{align*}
\rho_1 + \rho_2 &= 0 \\
\rho_1 - \rho_2 &= 0
\end{align*}
\]

\[
\begin{align*}
\rho_2 &= 0
\end{align*}
\]
Region B

This region is divided into two subregions according to the order of bifurcations from the primary branches. We show this division and then proceed by drawing the bifurcation diagram corresponding to each subregion.
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\[ \varphi_2 = 0 \]

\[ \varphi_2 = -0.175 \varphi_1 \]

\[ \varphi_1 = -\varphi_2 \]

\[ F_1 \]

\[ F_2 \]

\[ \text{F}_1: \]

\[ \text{F}_2: \]