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ABSTRACT. The Chafee-Infante equation is one of the canonical infinite-dimensional dynamical systems for which a complete description of the global attractor is available. In this paper we study the structure of the pullback attractor for a non-autonomous version of this equation, \( u_t = u_{xx} + \lambda u - \beta(t)u^3 \), and investigate the bifurcations that this attractor undergoes as \( \lambda \) is varied. We are able to describe these in some detail, despite the fact that our model is truly non-autonomous; i.e., we do not restrict to ‘small perturbations’ of the autonomous case.

1. INTRODUCTION

The study of the internal dynamics on the global attractor is a very important subject in the theory of infinite-dimensional dynamical systems. This problem is usually closely related to the geometric structure of the attractor and its bifurcations under perturbation. However, a detailed description of the global attractor of an infinite-dimensional dynamical system is usually a difficult task, and there is only a small set of examples for which a full characterization of the attractor is available. One of these canonical models is the Chafee-Infante equation, for which the attractor consists of an odd number of stationary points (which bifurcate from the origin) and the unstable manifolds joining them (Hale [7]; Henry [8], Chafee-Infante [5]; Robinson [17]).

In this paper we will study the asymptotic behaviour of the following non-autonomous version of the Chafee-Infante equation:

\[
\begin{align*}
  u_t &= u_{xx} + \lambda u - \beta(t)u^3, \quad 0 \leq x \leq \pi \text{ and } t > \tau, \\
  u(0, t) &= u(\pi, t) = 0, \\
  u(x, \tau) &= \phi(x),
\end{align*}
\]
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where $\lambda \in [0, \infty)$ and $\phi \in X := H^1_0(0, \pi)$. Throughout we denote by $\lambda_n$ the eigenvalues of the operator $u \mapsto -u_{xx}$ with Dirichlet boundary conditions on $(0, \pi)$ (so that in fact $\lambda_n = n^2$). Note also that there are a variety of natural phase spaces in which one can consider the dynamics of this equation; in addition to $H^1_0(0, \pi)$, one might consider $L^2(0, \pi)$ or $C^0([0, \pi])$. For consistency we choose the smallest space $H^1_0(0, \pi)$; we could work in larger spaces of initial conditions, but since the equation is immediately smoothing, little is lost by proceeding in this way.

Carvalho and Langa [2], [4] and their collaborators [3] have studied the characterization of pullback attractors related to small non-autonomous perturbations of autonomous dynamical systems possessing a global attractor. As a consequence of these results, for (1.1) it is already known that if $\beta(t)$ is a small non-autonomous perturbation of an autonomous $\beta_0$, then the associated pullback attractor can be described in a similar manner as the global attractor for the autonomous case (see Section 4). One can consider asymptotically autonomous systems as a special case of this result. It is also known that the pullback attractors behave upper and lower semicontinuously with respect to the limiting (autonomous) global attractor [12], [2].

In this paper we want to study the asymptotic dynamics of (1.1) when $\beta(t)$ is ‘genuinely’ non-autonomous, i.e. when we do not have a small non-autonomous perturbation of an underlying autonomous system. The most general case we consider is when there are positive constants $\beta_1$ and $\beta_2$ such that

$$0 < \beta_1 \leq \beta(t) \leq \beta_2$$

for all $t \in \mathbb{R}$.

First, we show in Section 3 that much of the structure of the autonomous attractor is preserved; its dimension has the same dependence on $\lambda$ (independent of the choice of $\beta(t)$), and for any chosen $\lambda > 0$ the attractor has ‘at least as much complexity’ as the autonomous attractor (as reflected by the number of ‘equilibria’, if defined appropriately). However, we are not able to go as far as a full description of the structure of the attractor.

In Section 4 we restrict to small non-autonomous perturbations. In this case, for each fixed $\lambda > 0$ we can give a complete description of the pullback attractor, provided that the perturbation is sufficiently small. We then show that for any $\Lambda > 0$ this is enough to give a ‘rough’ bifurcation diagram for all $\lambda \leq \Lambda$, provided we ignore the (admittedly most interesting) behaviour around the autonomous bifurcation values $\lambda = \lambda_n$.

In the final section we consider some other situations in which we can characterize the pullback attractor, but in which $\beta(t)$ is not a small perturbation of an autonomous system (i.e. is ‘truly non-autonomous’): in each of these situations there is a change of variables that transforms the original non-autonomous system into a small perturbation of some autonomous equation, and we can use similar ideas to those in Section 4 to describe the attractors.

While some of the results here are consequences of our previous work (in particular in the papers [2], [3], and [4] cited above), our approach in what follows is to bring to bear all the tools currently at our disposal to give as detailed a description as we can of the non-autonomous Chafee-Infante equation, and to promote it as a canonical model of non-autonomous dynamics. Indeed, since the autonomous version is the equation in which our knowledge of the structure of the attractor is the deepest, it is to be expected that the pursuit of a similar goal in the non-autonomous
case will serve as an important test case in which to develop the correct language in which to consider the dynamics of more general non-autonomous systems.

2. The autonomous Chafee-Infante equation

One of the few models in which we can fully understand the structure of the global attractor is the autonomous Chafee-Infante reaction-diffusion equation:

\[
\begin{cases}
  u_t = u_{xx} + \lambda u - u^3, & 0 \leq x \leq \pi \text{ and } t > 0, \\
  u(0, t) = u(\pi, t) = 0, \\
  u(x, 0) = \phi(x),
\end{cases}
\]

(2.1)

where \( \lambda \in [0, \infty) \) and \( \phi \in X := H^1_0(0, \pi) \). For this autonomous problem we follow [5], [7] and [8]. Existence and uniqueness for this equation can be found in many references (see, for example, [8]). Simple energy estimates show that these solutions do not blow up in \( X \) and, for each \( t \geq 0 \), we can define the operator \( S(t) : X \to X \)

\[ S(t)\phi = u(t; \phi), \]

where \( u(t, \phi) \in X \) denotes the unique solution of (2.1). The family of operators \( \{S(t) : t \geq 0\} \) satisfies the usual semigroup properties, namely \( S(0) = \text{Id} \), \( S(t)S(s) = S(t+s) \) for all \( s \geq 0 \), and \( (t, \phi) \mapsto S(t)\phi \) is continuous as a map from \( \mathbb{R} \times X \) into \( X \).

It can also be shown that this semigroup \( \{S(t) : t \geq 0\} \) possesses a global attractor \( A \), a compact invariant set that attracts bounded subsets of \( X \):

\[ S(t)A = A \quad \text{for every } t \in \mathbb{R} \quad \text{(invariance)} \]

and

\[ \text{dist}(S(t)B, A) \to 0 \quad \text{as } t \to \infty \quad \text{(attraction)}, \]

(2.3)

where \( B \) is any bounded subset of \( X \) and \( \text{dist}(A, B) := \sup_{a \in A} \inf_{b \in B} \|a - b\|_X \) is the Hausdorff semidistance between \( A \) and \( B \).

This attractor has finite upper box-counting dimension (often termed ‘fractal dimension’ in the literature), which can be estimated from above in terms of \( \lambda \) (see [9], Theorem III.5.2),

\[ \dim(A) \leq \sqrt{3} \lambda^{1/2}. \]

(2.4)

(Although this bound is derived for the dimension measured in \( L^2(0, \pi) \), one can then use the invariance of \( A \) and the fact that \( S(1) : L^2(0, 1) \to H^1_0(0, \pi) \) is Lipschitz to deduce that the same bound holds if one measures the dimension in \( H^1_0(0, \pi) \), since the box-counting dimension does not increase under Lipschitz maps; cf. Proposition VI.3.2 in [18].)

In order to study the bifurcation of the equilibria for (2.1) we seek the non-trivial solutions of the boundary value problem

\[ u_{xx} - \lambda u + u^3 = 0, \quad u(0) = u(\pi) = 0, \]

(2.5)

for \( 0 \leq \lambda < \infty \). This problem is well understood: for \( \lambda \in (n^2, (n+1)^2] \) there are \( 2n+1 \) stationary points \( \{0, u^+_1, \ldots, u^+_n\} \), where \( u^+_j(\lambda) \) bifurcate from the origin at \( \lambda = \lambda_j := j^2 \). Each bifurcation is associated with an increase in the dimension of the local unstable manifold near the origin by one; this provides a lower bound on the attractor dimension which is of the same order as the upper bound in (2.4):

\[ \dim(A) \geq n \text{ for } \lambda \in (\lambda_n, \lambda_{n+1}], \text{ and hence } \dim(A) = O(\lambda^{1/2}). \]
Moreover, the semigroup $S(\cdot)$ associated to (2.1) is a gradient system [7, 8]; that is, there exists an associated Lyapunov functional $V : X \to \mathbb{R}$. In particular, therefore, $A$ is a gradient-like attractor (see [3]); i.e. it is given as the union of the unstable manifolds of its equilibria,

$$A = \bigcup_{i=0}^{n} W^n(u_i^\pm),$$

with the convention that $u_0^\pm = 0$. If $y(\cdot) : \mathbb{R} \to X$ is a global solution for (2.1), there are $i, j \in \{0, \ldots, n\}$ such that

$$\lim_{t \to -\infty} y(t) = u_j^* \quad \text{and} \quad \lim_{t \to +\infty} y(t) = u_i^*,$$

where $V(u_i^*) < V(u_j^*)$.

In particular, as $\lambda$ passes through $\lambda_1$, the attractor changes from a single stable fixed point ($u \equiv 0$) to a set, homeomorphic to an interval, which consists of the one-dimensional unstable manifold of the origin together with $u_1^\pm$. This has two distinct components, one of which lies in the cone of positive solutions and on which all solutions approach a new positive fixed point, and one which lies in the cone of negative solutions and on which all solutions approach a new negative fixed point. We will be able to recover elements of this first bifurcation in the next section for a very general non-autonomous form of the equation.

3. Structure of the pullback attractor when $\beta_1 \leq \beta(t) \leq \beta_2$

In this section we treat the case of a general bounded non-autonomous term. We are not able to obtain as much detailed information as we can in more restrictive cases, but nevertheless we are able to show ‘lower bounds’ on the complexity of the pullback attractor that increase with $\lambda$ in line with the autonomous case.

The dynamics of non-autonomous equations is described by a non-linear process, i.e. a two-parameter family $\{S(t, \tau) : t \geq \tau \in \mathbb{R}\}$ of continuous operators from $X$ into itself such that $S(\tau, \tau) = I$, $S(t, \sigma)S(\sigma, \tau) = S(t, \tau)$, for each $t \geq \sigma \geq \tau$, and $S(t, \tau)z_0$ is continuous for $t \geq \tau$, $z_0 \in X$.

**Definition 1.** A family of compact sets $\{A(t) \subset X : t \in \mathbb{R}\}$ is the pullback attractor for $\{S(t, \tau) : t \geq \tau \in \mathbb{R}\}$ if it is invariant ($S(t, s)A(s) = A(t)$, for all $t \geq s$), where $\bigcup_{s \leq t} A(s)$ is bounded for each $t \in \mathbb{R}$ and attracts all bounded subsets of $X$ ‘in the pullback sense’; that is, for each bounded subset $B$ of $X$,

$$\lim_{\tau \to -\infty} \operatorname{dist}(S(t, \tau)B, A(t)) = 0, \forall t \in \mathbb{R}.$$

(Note that the requirement in the definition that $\bigcup_{s \leq t} A(s)$ is bounded for each $t \in \mathbb{R}$ is not strictly necessary; or, rather, one can choose to allow sets for which this is not the case as ‘pullback attractors’. However, requiring $A(\cdot)$ to be ‘bounded in the past’ in this way excludes certain pathologies, e.g. unstable sets that are not contained in the attractor; see [10] for more details.)

3.1. Asymptotic bounds on solutions. In this section we give some global bounds for the pullback attractor for a general bounded $\beta(t)$ and show that this attractor consists of all the globally defined solutions. We assume that there are positive constants $\beta_1, \beta_2$ such that $0 < \beta_1 \leq \beta(t) \leq \beta_2$ for all $t \in \mathbb{R}$ and consider the non-autonomous equation

$$u_t = u_{xx} + \lambda u - \beta(t)u^3$$

(3.1)
for \( x \in [0, \pi] \) with Dirichlet boundary conditions. The existence of global pullback attractors for this equation is known (see, for instance, [14]). Moreover, the results in [11, 13] provide the following upper and lower bounds for bounded global solutions to (3.1). In particular, the pullback attractor lies between two ‘extremal bounded solutions’. [In the following result the choice of \( \psi(t) \) is any bounded global solution for (3.1), then]

\[
\xi_m(t) \leq \psi(t) \leq \xi_M(t), \quad \text{for all } t \in \mathbb{R}.
\]

Moreover, the order interval \( I(t) = [\xi_m(t), \xi_M(t)] = \{ z \in X : \xi_m(t) \leq z \leq \xi_M(t) \} \) is forwards invariant, and the extremal solutions are pullback bounds for solutions of (3.1) in the sense that

\[
\xi_m(t) \leq \liminf_{s \to -\infty} u(t, s, x; u_0) \leq \limsup_{s \to -\infty} u(t, s, x; u_0) \leq \xi_M(t)
\]

uniformly in \( u_0 \in D \subset X \) bounded.

Moreover, if \( u_0 \in X \) and \( u_0 \geq \xi_M(s) \) for all \( s \in \mathbb{R} \), then

\[
\lim_{s \to -\infty} u(t, s, x; u_0) = \xi_M(t);
\]

i.e. \( \xi_M(\cdot) \) is pullback asymptotically stable from above. Similarly, \( \xi_m(\cdot) \) is pullback asymptotically stable from below; i.e. if \( u_0 \in X \) and \( u_0 \leq \xi_m(s) \) for all \( s \in \mathbb{R} \), then

\[
\lim_{s \to -\infty} u(t, s, x; u_0) = \xi_m(t).
\]

As a consequence, (3.1) has a pullback attractor \( A(t) \) with

\[
A(t) \subset [\xi_m(t), \xi_M(t)], \quad \text{for all } t \in \mathbb{R},
\]

and with \( \xi_m(t), \xi_M(t) \in A(t) \) for all \( t \in \mathbb{R} \).

When the pullback attractor is uniformly bounded in \( X \) (uniformly with respect to \( t \)) the definition we have given of the pullback attractor has a similar characterization to that possible in the autonomous case (see [3, 10]), namely as the union of all the globally defined bounded orbits:

\[
(3.2) \quad \{ A(t) : t \in \mathbb{R} \} = \{ \xi(t) : \xi(\cdot) : \mathbb{R} \to \mathcal{Z} \text{ is bounded and } S(t, \tau)\xi(\tau) = \xi(t) \}.
\]

In principle, there could be unbounded global solutions which lie outside the attractor. This is a common feature of non-autonomous dynamical systems (cf. [10]), but in our case every global solution of (3.1) is uniformly bounded in \( X \) (with respect to \( t \in \mathbb{R} \)) as a consequence of the strong dissipation caused by the term \(-\beta(t)u^3\) (see Remark III.1.3 in [13]).

3.2. Upper and lower bounds on the dimension of the pullback attractor.

Before analysing further the structure of the pullback attractor in the general case of a bounded \( \beta(t) \), we first consider bounds on its box-counting dimension.

Observe that Theorem 2 gives upper and lower bounds for solutions in the pullback attractor \( A(t) \). Moreover, the upper and lower bounds on \( \beta(t) \) imply that

\[
\xi_M(t) \leq w_{\beta_1}, \quad \text{for all } t \in \mathbb{R},
\]

\[
\xi_m(t) \geq w_{\beta_2}, \quad \text{for all } t \in \mathbb{R},
\]

where

\[
w_{\beta_1} = \lim_{\tau \to -\infty} \inf_{t \in \mathbb{R}} S(t, \tau)_{\beta_1} u_0 \quad \text{and} \quad w_{\beta_2} = \lim_{\tau \to -\infty} \sup_{t \in \mathbb{R}} S(t, \tau)_{\beta_2} u_0.
\]
where \( w_\beta \) is the unique positive equilibrium of the autonomous Chafee-Infante equation (3.1) with \( \beta(t) \equiv \beta_1 \). Thus, we conclude that

\[
\bigcup_{t \in \mathbb{R}} A(t) \subset B_X(0, \|w_\beta\|_X);
\]

i.e. the pullback attractor is bounded uniformly in \( X \) (with respect to \( t \)).

It follows that our equation (3.1) is a particular case of the non-autonomous reaction-diffusion equation considered in Section VIII.4.2 in Chepyzhov and Vishik [6]; their Theorem VIII.4.2 applies, and so

\[
\dim(A(t)) \leq \sqrt{3} \lambda \quad \text{for all } t \in \mathbb{R},
\]

where the dimension is calculated in \( L^2(0,1) \). In line with the comments above, one can obtain the same bound in \( H^1_0(0,1) \) using the invariance of \( A(\cdot) \) and the Lipschitz property of the map \( S(t+1,t) \).

On the other hand, \( u \equiv 0 \) is an equilibrium solution of the non-autonomous equation (5.1). Moreover, it is hyperbolic, since the linearization of (5.1) around zero gives

\[
u_t - \Delta v = (\lambda - 3\beta(t)u^2)|_{u=0} v = \lambda v,\]

so that, by the results in [8], if \( \lambda_n \leq \lambda < \lambda_{n+1} \), then the local unstable manifold at zero is an \( n \)-dimensional Lipschitz manifold. Since this must be part of the pullback attractor, \( \dim(A(t)) \) is bounded below by \( n \approx \lambda^{1/2} \). It follows that in the non-autonomous case, as in the autonomous case, the dimension of the attractor is \( O(\lambda^{1/2}) \).

Observe that there is certainly a bifurcation within the pullback attractor (in the sense of an attractor bifurcation as defined by Ma and Wang [15]) as \( \lambda \) passes through each successive eigenvalue of the negative Laplacian, since the dimension of the unstable manifold of the origin increases. In the next section we are able to obtain some more information on the change in the structure of the whole pullback attractor.

3.3. On the attractor in the positive cone. Observe that since the non-linear term is odd if \( u \) is a solution of (3.1), then so is \( v = -u \). As a consequence, the behaviour of solutions in the positive and negative cones (defined formally below) are symmetric, and thus, if we denote by \( \xi_M(t) \) the maximal bounded solution in the positive cone, the minimal bounded solution in the negative cone is just \(-\xi_M(t)\).

We consider the positive cone within \( H^1_0(0,\pi) \),

\[
\mathcal{V}^+ = \{ u \in H^1_0(0,\pi) : u(x) \geq 0 \text{ for a.e. } x \in [0,\pi] \}.
\]

For (3.1), we can define an order with respect to \( \mathcal{V}^+ \); i.e., \( u_0 \leq v_0 \) if \( v_0 - u_0 \in \mathcal{V}^+ \).

In order to investigate further the behaviour of positive solutions, the following definition (11) is crucial.

**Definition 3.** A positive function with values in \( C(\bar{\Omega}) \) is non-degenerate at \( \infty \) (respectively \(-\infty\)) if there exists \( t_0 \in \mathbb{R} \) such that \( u \) is defined in \([t_0,\infty) \) (respectively \((-\infty,t_0)\)) and there exists a \( C^1(\bar{\Omega}) \) function \( \varphi_0(x) > 0 \) in \( \Omega \) (vanishing on \( \partial \Omega \) in case of Dirichlet boundary conditions) and satisfying \( \partial\varphi_0/\partial n < 0 \), such that

\[
u(t,x) \geq \varphi_0(x) \quad \text{for all } x \in \Omega \text{ and all } t \geq t_0
\]

(respectively for all \( t \leq t_0 \)).
As a direct application of the results in [11] we obtain the following description of the pullback attractor within the positive cone.

**Theorem 4.**

a) If \( \lambda < \lambda_1 \), then \( \xi_M(t) \equiv 0 \) for all \( t \in \mathbb{R} \).

b) If \( \lambda > \lambda_1 \), then \( \xi_M(t) \) is strictly positive and is the unique non-degenerate global solution at \(-\infty\) and \( +\infty \).

c) The pullback attractor for (3.1) in the positive cone satisfies \( A^+(t) \subset [0, \xi_M(t)] \). In particular, any global solution in \( A^+(t) \) is non-degenerate at \(-\infty\). Finally, \( \xi_M(t) \) also attracts forwards in time all bounded sets lying in the interior of the positive cone.

As a consequence, this result also provides an example of a ‘non-autonomous pitchfork bifurcation’ in the sense of [10].

**Corollary 5.** Equation (3.1) undergoes a localised pitchfork bifurcation at \( u \equiv 0 \), \( \lambda = \lambda_1 \); i.e. there exists a \( \delta > 0 \) such that

(i) for all \( \lambda_1 - \delta < \lambda \leq \lambda_1 \) the zero solution is pullback attracting;

(ii) when \( \lambda_1 < \lambda < \lambda_1 + \delta \) the zero solution is asymptotically unstable, and there exist bounded trajectories \( \xi^+_M(t) \) and \( \xi^-_M(t) \) that are pullback (and forwards) attracting in \( \mathcal{O}_A(0) \cap \mathcal{V}^+ \) and \( \mathcal{O}_A(0) \cap \mathcal{V}^- \), respectively, and satisfy \( \xi^+_M(t) \to 0 \) as \( \lambda \searrow \lambda_1 \)

uniformly on compact subsets of \( \mathbb{R} \).

Currently we are able to give a full description of the pullback attractor only when we restrict our attention to the cone of positive solutions (part (c) of Theorem 4). While a complete description in general currently seems out of reach, one interesting open problem which appears more tractable is to determine whether, for \( 0 < \lambda - \lambda_1 < \delta \) and \( \delta \) small enough, the pullback attractor on all of \( X \) is in fact the closure of the one-dimensional unstable manifold of the zero solution (i.e. the union of those in the positive and negative cones).

### 3.4. Global hyperbolic solutions within the pullback attractor.

One way to analyse further the asymptotic behaviour of (3.1),

\[
  u_t = u_{xx} + \lambda u - \beta(t)u^3, \quad u(s) = u_s, 
\]

is to scale the solutions according to

\[
  z(x,t) = \beta(t)\frac{1}{2}u(x,t), 
\]

so that \( z \) satisfies

\[
  \begin{aligned}
    z_t &= z_{xx} + \left( \lambda + \frac{1}{2} \beta'(t) \right) z - z^3, \\
    z(0,t) &= z(\pi, t) = 0, \\
    z(s) &= z_s = \beta(s)\frac{1}{2}u_s; 
  \end{aligned}
\]

the non-autonomous dependence has been transferred to the linear part of the equation.

As indicated in Section 2, if \( \lambda \in (\lambda_n, \lambda_{n+1}) \), then for any \( \beta > 0 \), the problem (3.1) with \( \beta(t) = \beta \) has \( 2n + 1 \) equilibria, all of them hyperbolic. It is reasonable to expect that even if \( \beta(t) \) depends on time there will be the same number of global hyperbolic solutions. The following result goes some way towards establishing this.
Theorem 6. Consider \( \beta_1 \leq \beta \leq \beta_2 \) with \( 0 < \beta_1 \leq \beta(t) \leq \beta_2 \). Then there exists an \( n_0 \) and a sequence \( \mu_n \to \infty \) with \( \mu_n \in (\lambda_n, \lambda_{n+1}) \) such that, for all \( n \geq n_0 \), corresponding to each of the \( 2n + 1 \) equilibria of
\[
 u_t = u_{xx} + \mu_j u - u^3,
\]
there is a global hyperbolic solution contained in the pullback attractor of
\[
 u_t = u_{xx} + \mu_j u - \beta(t)u^3.
\]

Proof. Choose \( \mu_n = \lambda_n + n \), so that \( \lambda_{n+1} - \mu_n = n + 1 \); in particular, \( \lambda_n < \mu_n < \lambda_{n+1} \). Consider the problem
\[
 u_t = u_{xx} + \mu_n u - u^3
\]
and denote the equilibria of this equation by \( u_0 = 0 \) and \( u_1^\pm (\mu_n), \ldots, u_n^\pm (\mu_n) \). If we linearize the equation around each of these equilibria we obtain
\[
 u_t = u_{xx} + \mu_n u - 3(u_t^\pm)^2 u.
\]
If we multiply the equation by \( 1/n \) and rescale time, then
\[
 u_t = \frac{1}{n} u_{xx} + \frac{\mu_n}{n} u - \frac{3}{n} (u_t^\pm)^2 u.
\]
Noticing that the semigroup generated by \( \frac{1}{n} u_{xx} + \frac{\mu_n}{n} u \) has an exponential dichotomy with constant 1 and exponent 1, we see that a perturbation of the type \( \frac{1}{n} \beta(t)u \) with \( n \) suitably large will not destroy the exponential dichotomy (independently of \( i \) or \( \pm \)). So, there is an \( n_0 \in \mathbb{N} \) such that, for each \( n \geq n_0 \), the problem (3.1) has at least \( 2n + 1 \) global hyperbolic solutions (see [2]). □

3.5. ‘Non-autonomous equilibria’ within the pullback attractor. We now prove a related and in some ways stronger result, although this involves dropping the requirement of hyperbolicity. First we define the notion of a ‘non-autonomous equilibrium’ of (3.1) using the lap number \( l(u) \), which denotes the number of zeros of \( u(x) \).

Recall, from [14], that for a solution of the (autonomous or non-autonomous) Chafee-Infante equation the lap number \( l(t) := l(u(t)) \) is decreasing in \( t \) and, for the autonomous case, the only global solutions for which \( l(t) \) is constant for all \( t \geq 0 \) are the equilibria (in which case, of course, all the zeros are fixed). This gives a characterization of the equilibria of the autonomous problem in terms of the lap-number function \( l(t) \).

We use this as the basis of a definition in the non-autonomous case; it would be natural to make the same requirement (that \( l(t) \) is constant for all \( t \in \mathbb{R} \)), but since the solutions are non-autonomous the zeros can move and there is the possibility that their number could change ‘in the limit’ \( t = \pm \infty \). We therefore make the following somewhat less elegant definition, which should be viewed as a first attempt towards a more systematic use of the lap number in this non-autonomous context.

Definition 7. We say that a global solution \( \xi : \mathbb{R} \to X \) for (3.1) is a non-autonomous equilibrium if there is a \( \delta > 0 \) such that the distance between two consecutive zeroes of \( \xi(t) \) is greater than \( \delta \) for all \( t \in \mathbb{R} \). (In particular, \( l(t) \) is constant for all \( t \in \mathbb{R} \).)
If $\lambda \in (\lambda_N, \lambda_{N+1})$, then there are $2N + 1$ equilibria $\{0, \phi_{i,j}^+, \ldots, \phi_{N,j}^+\}$ for both of the two problems

\begin{equation}
u_t = u_{xx} + \lambda u - \beta_j u^3, \quad j = 1, 2, \quad \text{and that } \phi_{i,2}^+ = \beta_2^i \phi_{i,1}^+, \text{ where } \beta = \frac{\beta_1}{\beta_2}.
\end{equation}

Thus all the $i+1$ zeros of $\phi_{i,1}^+$ and $\phi_{i,2}^+$ coincide.

It follows from the dynamical method used to construct the solutions $\phi_{i,j}^+$ (see [37] [8] [17]) that the zeros of $\phi_{i,j}^+$ are $0, \pi, \frac{2\pi}{3}, \ldots, \pi$, for $1 \leq i \leq N$ and $j = 1, 2$. Furthermore, these solutions have certain symmetry properties (which we now introduce) that will play a key role in our proof. Define

\begin{equation}
Y_{i}^\pm = \{ \phi \in H_0^1((0, \pi)) : \min(\phi_{i,1}^+(x), \phi_{i,2}^+(x)) \leq \phi(x) \leq \max(\phi_{i,1}^+(x), \phi_{i,2}^+(x)) \}
\end{equation}

and $X_{i}^\pm = Y_{i}^\pm \cap Z_{i}^\pm$, where

\begin{equation}
Z_{i}^\pm = \{ \phi \in H_0^1((0, \pi)) : \phi(x) = \phi\left(\frac{2p-1}{i}\pi - x\right) \text{ for } x \in (0, \frac{2p-1}{i}\pi), \quad 1 \leq p \leq i+1 \frac{1}{2}, \quad \text{and} \quad \phi(x) = -\phi\left(\frac{2q}{1}\pi - x\right) \text{ for } x \in (0, \frac{2q}{1}\pi), \quad 1 \leq q \leq i+1 \frac{1}{2} \}.
\end{equation}

The solutions $\phi_{i,j}^+$ are elements of $X_{i}^\pm$; again, this follows from the dynamical construction referred to above.

We now show that each $X_{i}^\pm$ is positively invariant under the dynamics of the non-autonomous equation

\begin{equation}
u_t = u_{xx} + u - \beta(t) u^3, \quad x \in (0, \pi), \quad t > s,
\end{equation}

\begin{equation}
u(0, t) = u(\pi, t) = 0, \quad t \geq s,
\end{equation}

\begin{equation}u(x, s) = \phi(x), \quad x \in [0, \pi].
\end{equation}

If $\phi \in X_{1}^\pm$, then $\phi(x) = \phi(\pi - x)$ and from the uniqueness of solution we have that $u(t, s, \phi)(x) = u(t, s, \phi)(\pi - x)$ for all $t \geq s$. Using comparison, it is easy to see that $X_{1}^\pm$ is invariant.

For $X_{2}^\pm$ we first note that if $\phi \in X_{2}^\pm$, $\phi(x) = -\phi(\pi - x)$. It is clear that $\phi_{1,2}^+ = \left(\frac{\beta_1}{\beta_2}\right)^2 \phi_{1,1}^+$ and that $\phi, \phi_{1,1}^+$ and $\phi_{1,2}^+$ vanish on $\frac{\pi}{2}$. Consider the solution $u(t, s, \phi)(x)$ of the initial boundary value problem

\begin{equation}
u_t = u_{xx} + u - \beta(t) u^3, \quad x \in (0, \pi), \quad t > s,
\end{equation}

\begin{equation}
u(0, t) = u(\pi, t) = 0, \quad t \geq s,
\end{equation}

\begin{equation}u(x, s) = \phi(x), \quad x \in [0, \pi].
\end{equation}

The lap-number property of that $u(t, s, \phi)$ ensures that it will have only one zero in $(0, \pi)$ (at least for $t > s$ sufficiently close to $s$). It follows from the fact that $\phi(x) = -\phi(\pi - x)$ and from the uniqueness of solutions that $u(t, s, \phi)(x) = -u(t, s, \phi)(\pi - x)$ and from this we obtain that $u(t, s, \phi)(\frac{\pi}{2}) = 0$ for all $t > s$. We can now use comparison in each of the intervals $(0, \frac{\pi}{2})$ and $(\frac{\pi}{2}, 1)$ to say that $u(t, s, \phi)$ remains in $Y_{i}^\pm$ for $t > s$. 
Before proving the invariance of \( X^\pm_3 \) we consider the invariance of \( X^\pm_4 \). The above reasoning ensures that any solution \( u(t, s, \psi) \) starting at \( \psi \in X^\pm_4 \) must satisfy \( u(t, s, \psi)(\frac{\pi}{2}) = 0 \) for all \( t > s \). Restricting this solution to \( (0, \frac{\pi}{2}) \) we have a solution of

\[
\begin{align*}
    u_t &= u_{xx} + u - \beta(t)u^3, \quad x \in (0, \frac{\pi}{2}), \quad t > s, \\
    u(0, t) &= u(\frac{\pi}{2}, t) = 0, \quad t \geq s, \\
    u(x, s) &= \psi(x), \quad x \in [0, \frac{\pi}{2}].
\end{align*}
\]

(3.11)

The reasoning used for \( X^\pm_2 \) shows that \( u(t, s, \psi)(\frac{\pi}{2}) = 0 \) for all \( t > s \) and the fact that \( u(t, s, \psi)(x) = -u(t, s, \psi)(\frac{\pi}{2} - x) \) implies that \( u(t, s, \psi)(\frac{3\pi}{4}) = 0 \) for all \( t > s \). Also \( u(t, s, \psi)(x) = -u(t, s, \psi)(\frac{\pi}{2} - x) \) for \( x \in (0, \frac{\pi}{2}) \) and \( u(t, s, \psi)(\frac{\pi}{2} + x) = -u(t, s, \psi)(\pi - x) \) for \( x \in (\frac{\pi}{2}, \pi) \). This ensures that a solution starting in \( X^+_4 \) stays in \( Y^+_4 \). Now, restricting to each of the intervals and using comparison one can prove that \( X^+_4 \) is invariant.

The case \( X^-_3 \) is a little more elaborate. Consider

\[
W^\pm_4 = \left\{ \phi \in H^1_0(0, \frac{4\pi}{3}) : \phi(x) = -\phi(\frac{4\pi}{3} - x) \text{ for } x \in (0, \frac{4\pi}{3}), \phi_{|[0,\pi]} \in X^\pm_3 \right\}.
\]

It follows from the above argument that \( W^\pm_4 \) is positively invariant for

\[
\begin{align*}
    u_t &= u_{xx} + u - \beta(t)u^3, \quad x \in (0, \frac{4\pi}{3}), \quad t > s, \\
    u(0, t) &= u(\frac{4\pi}{3}, t) = 0, \quad t \geq s, \\
    u(x, s) &= \psi(x), \quad x \in [0, \frac{4\pi}{3}],
\end{align*}
\]

(3.12)

and hence the restriction of a solution of this equation to \([0, \pi]\) is a solution for (3.9). Since \( X^-_3 \) is the restriction of \( W^+_4 \) to \([0, \pi]\) we obtain the invariance of \( X^-_3 \).

This reasoning can now be continued indefinitely and hence \( X^\pm_i \) is invariant for each \( 1 \leq i \leq N \). Given this we can now easily prove the following result.

**Theorem 8.** Given \( \lambda \in (\lambda_N, \lambda_{N+1}) \) there are at least \( 2N + 1 \) non-autonomous equilibria for (3.1).

**Proof.** Define \( X^\pm_i \) as before. Observe that \( X^\pm_i \) are metric subspaces of \( H^1_0(0, \pi) \) with the metric induced by \( H^1_0(0, \pi) \), which is invariant. Hence, the solution operator of (4.4) restricted to \( X^\pm_i \) has a pullback attractor, and therefore there is at least one global solution in \( X^\pm_i \) and consequently a non-autonomous equilibrium in the sense of Definition 7.

**Remark 9.**

(a) If one applies the results of [13] to each of the intervals with endpoints the consecutive zeroes of \( \phi^\pm_{i,j} \), this ensures that the pullback attractor of the semigroup restricted to \( X^\pm_i \) is a unique bounded global solution. This does not characterize the pullback attractor in the whole space \( H^1_0(0, \pi) \), but it says that the same sequence of bifurcations seen in the autonomous problem is also seen in the non-autonomous one.
The full characterization of the pullback attractor in this very simple example remains a very interesting problem. Unfortunately we are only able to characterize the pullback attractor fully in some very specific cases (essentially, uniformly small non-autonomous perturbations). Not even in the case of a periodic function \( \beta(\cdot) \) have we been able to provide such a full characterization at present.

(b) We are now able partially to justify the term ‘non-autonomous equilibria’. Theorem 10 below shows that, if \( \beta \in (0, \infty) \) and \( \beta_\epsilon(t) \xrightarrow{\epsilon \to 0} \beta \) (uniformly for \( t \in \mathbb{R} \)), then, for \( \epsilon \) suitably small, there is a unique hyperbolic global solution associated to (3.1) (with \( \beta(t) = \beta_\epsilon(t) \)) uniformly close to each of the equilibria \( \phi^\pm_\beta \). Observe that therefore, for \( \epsilon \) small enough, the ‘non-autonomous equilibria’ defined above are uniformly close to each of the equilibria \( \phi^\pm_\beta \) of (3.9) with \( \beta(\cdot) \equiv \beta \), and so they must coincide with the hyperbolic global solutions which, as described in [2], are the natural candidates for ‘equilibria’ in the non-autonomous context.

(c) The reasoning used above to obtain the non-autonomous equilibria can be carried out for more general non-linearities (e.g. if instead of \( u - \beta(t)u^3 \) we consider a dissipative non-linearity \( \mathbb{R}^2 \ni (t, u) \mapsto f(t, u) \in \mathbb{R} \) which is odd in the second variable). In this case we can still consider the spaces \( Z^\pm_\epsilon \), but with the additional restrictions that near the zeros they are between two lines with slopes of the same sign going through the zero. While this will give the same bifurcation sequence for the non-autonomous equilibria, we may not be able to localize these, since we will not necessarily have ‘bounding equilibria’ \( \phi^\pm_{i, j} \) from the autonomous problem.

4. Structure of the pullback attractor and bifurcation phenomena for small non-autonomous perturbations

In this section we will consider what additional information we can obtain when \( \beta(t) \) is a small non-autonomous perturbation of some constant value (which we take here to be 1). More precisely, we will fix \( \lambda \in (\lambda_N, \lambda_{N+1}) \) for some \( N \) and consider the family of problems

\[
\begin{aligned}
&\left\{ 
\begin{array}{l}
\epsilon u_t = u_{xx} + \lambda u - \beta_\epsilon(t)u^3, \\
u(0, t) = u(\pi, t) = 0,
\end{array}
\right.
\quad x \in (0, \pi) \text{ and } t > \tau,
n\end{aligned}
\]

with \( \epsilon \in [0, 1], \beta_\epsilon(t) \in C^1(\mathbb{R}), \phi \in H^1_0(0, \pi), \) and

\[
\lim_{\epsilon \to 0} \sup_{t \in \mathbb{R}} |\beta_\epsilon(t) - 1| = 0.
\]

As we have seen in the previous section, all the equilibria of (4.1) with \( \epsilon = 0 \) are hyperbolic.

4.1. Structure of the pullback attractor. The following theorem is a consequence of the results in [2] and [4].

**Theorem 10.** There is an \( \epsilon_0 > 0 \) and a \( \delta > 0 \) such that, for all \( 0 \leq \epsilon \leq \epsilon_0 \):

- There is a unique trajectory \( \xi_{n, \epsilon}^\pm : \mathbb{R} \to H^1_0(0, \pi) \) such that

\[
\|\xi_{n, \epsilon}^\pm(t) - u_n^\pm\|_{H^1_0} < \delta \quad \text{for all } t \in \mathbb{R}, \quad \text{for } 0 \leq n \leq N,
\]

with the convention that \( u_0^\pm \equiv 0, \)
\begin{itemize}
  \item $\xi^\pm_{n,\epsilon}(\cdot)$ is hyperbolic,
  \item and $\sup_{t \in \mathbb{R}} \|\xi^\pm_{n,\epsilon}(t) - u^\pm_{n}\|_{H^2_0} \to 0$ as $\epsilon \to 0$.
  \item Problem (4.1) has a pullback attractor $\{A_\epsilon(t) : t \in \mathbb{R}\}$ and
\end{itemize}

\begin{equation}
A_\epsilon(t) = \bigcup_{0 \leq n \leq N} (W^u(\xi^+_{n,\epsilon}(t)) \cup W^u(\xi^-_{n,\epsilon}(t)));
\end{equation}

i.e. the pullback attractor is ‘gradient-like’.

Let $S_\epsilon = \{\xi^\pm_{n,\epsilon}(\cdot) : 0 \leq n \leq N\}$.

\begin{itemize}
  \item For each bounded global solution $\xi_\epsilon : \mathbb{R} \to H^1_0(0, \pi)$ there are $\xi_\epsilon^+, \xi_\epsilon^- \in S_\epsilon$ such that
    \[
    \lim_{t \to -\infty} \|\xi_\epsilon(t) - \xi_\epsilon^+(t)\|_{H^2_0} = 0 \quad \text{and} \quad \lim_{t \to +\infty} \|\xi_\epsilon(t) - \xi_\epsilon^-(t)\|_{H^2_0} = 0.
    \]
  \item $S_\epsilon$ does not have any homoclinic structure (see (3)).
  \item The family of attractors $\{A_\epsilon(t) : t \in \mathbb{R}\}$ is continuous; that is,
    \[
    \text{dist}(A_\epsilon(t), A_0) + \text{dist}(A_0, A_\epsilon(t)) \to 0 \quad \text{as} \quad \epsilon \to 0.
    \]
  \item There is a constant $\gamma > 0$ such that for any bounded subset $B$ of $H^1_0(0, \pi)$,
    \[
    \text{dist}(S_\epsilon(t, s)B, A_\epsilon(t)) \leq c(B)e^{-\gamma(t-s)}.
    \]
\end{itemize}

In any small non-autonomous perturbation of a gradient dynamical system, one can obtain a full description of the geometrical structure of the associated pullback attractor as above. The global attractor $\mathcal{A}$ of the autonomous equation (2.1) is what (11) defined as a ‘regular attractor’; our results give a non-trivial example of what one could define as a ‘regular pullback attractor’.

### 4.2. Bifurcations in the pullback attractor as $\lambda$ is varied.

While the previous result gives a complete description of the pullback attractor for some fixed $\lambda$ and $\epsilon \leq \epsilon_0$, the value of $\epsilon_0$ depends on $\lambda$. In this section we show how the above result can be strengthened to provide a detailed description of the structure of the pullback attractor for a large range of $\lambda$; the essential (and unfortunate) feature is that we have to exclude a small interval either side of each of the ‘bifurcation values’ $\lambda_n$.

**Proposition 11.** For each $n \in \mathbb{N}$ and $\delta \in (0, \frac{3}{2})$ there exists $\epsilon_0(n, \delta)$ such that

\[
A_{\lambda,\epsilon}(t) = \bigcup_{0 \leq n \leq N} (W^u(\xi^+_{n,\epsilon}(t)) \cup W^u(\xi^-_{n,\epsilon}(t)));
\]

for all $\epsilon \leq \epsilon_0$ and all $\lambda \in [\lambda_n + \delta, \lambda_{n+1} - \delta]$.

**Proof.** Fix $n$ and $\delta$. Then, given $\tilde{\lambda} \in [\lambda_n + \delta, \lambda_{n+1} - \delta]$ there exist $\epsilon := \epsilon(\tilde{\lambda}) > 0$ and $\tilde{\epsilon}_0(\tilde{\lambda})$ such that, for all $\epsilon \leq \epsilon_0$ and $\lambda \in O_{\epsilon}(\tilde{\lambda})$,

\[
A_{\lambda,\epsilon}(t) = \bigcup_{0 \leq n \leq N} (W^u(\xi^+_{n,\epsilon}(t)) \cup W^u(\xi^-_{n,\epsilon}(t))).
\]

As $J = [\lambda_n + \delta, \lambda_{n+1} - \delta] \times [0, 1]$ is compact, we can take a finite recovering of $J$ by

\[
O_{\epsilon_k}(\lambda_k) \times [0, \tilde{\epsilon}_k], \quad k \in \{1, \ldots, N\}.
\]

Now, choose $\epsilon_0 = \min_{1 \leq k \leq N} \tilde{\epsilon}_k$. Then, given $\lambda \in [\lambda_n + \delta, \lambda_{n+1} - \delta]$ there exists $k \in \{1, \ldots, N\}$ such that $\lambda \in O_{\epsilon_k}(\lambda_k)$. Thus, for any $\epsilon \leq \epsilon_0$ we get the result. $\square$

The following corollary is immediate.
Corollary 12. Given \( n_0 \in \mathbb{N} \) and \( \delta \in (0, \frac{1}{2}) \) there exists \( \epsilon_0(n_0, \delta) \) such that for \( \epsilon \leq \epsilon_0 \),

\[
A_{\lambda, \epsilon}(t) = \bigcup_{0 \leq i \leq n} (W^u(\xi^+_n)(t) \cup W^u(\xi^-_n)(t)),
\]

for all \( \lambda \in \bigcup_{n=0}^{n_0}[\lambda_n + \delta, \lambda_{n+1} - \delta] \).

5. Examples with gradient-like pullback attractors

for fixed values of \( \lambda \)

5.1. Reduction to the autonomous case: \( \beta(t) \) is exponential. With the particular choice

\[
\beta(t) = n_\delta(t) := \begin{cases} 
1 & t < 0, \\
e^{-\delta t} & t \geq 0,
\end{cases}
\]

for some \( \delta > 0 \), the rescaled equation (3.3) becomes

\[
z_t = z_{xx} + \begin{cases} 
\lambda z - z^3 & t < 0, \\
\left( \lambda - \frac{1}{2} \delta \right) z - z^3 & t \geq 0.
\end{cases}
\]

The asymptotic behaviour of this equation as \( t \to +\infty \) is the same as that of the autonomous equation

\[
z_t = z_{xx} + \left( \lambda - \frac{1}{2} \delta \right) z - z^3,
\]

which is completely understood. In particular, if \( \frac{1}{2} \delta > \lambda - \lambda_1 \), then \( z \equiv 0 \) attracts all solutions as \( t \to \infty \), while if \( \frac{1}{2} \delta < \lambda - \lambda_1 \), then (5.1) has a unique positive stationary solution \( z_\infty(x) \) and all positive solutions satisfy \( z(t) \to z_\infty \) in \( X \) as \( t \to \infty \).

Let \( A \) be the attractor of the problem

\[
z_t = z_{xx} + \lambda z - z^3.
\]

Then for \( \lambda_{n+1} > \lambda > \lambda_n > \lambda - \frac{\delta}{2} > \lambda_{n-1} \), the pullback attractor \( \{A(t) : t \in \mathbb{R}\} \) of (3.1) is given by \( A(t) = A \) if \( t < 0 \) and \( A(t) = e^{itT}(0)A \) if \( t \geq 0 \).

If \( \{0, z^+_1, \ldots, z^+_n, z^-_1, \ldots, z^-_{n-1}\} \) are the equilibria of (5.2), then all solutions \( u(t) \) of (3.1) are asymptotic with respect to the relative error to \( \{0, u^+_1, \ldots, u^+_n, u^-_1, \ldots, u^-_{n-1}\} \) (\( u^+_i = e^{it}z_i^+ \) as \( t \to \infty \); i.e., for each \( u(t) \neq 0 \) there exists \( i \in \{0, 1, \ldots, n\} \) such that, for + or −,

\[
\lim_{t \to +\infty} \frac{||u(t) - u^+_i||}{||u^+_i||} = 0.
\]
On the other hand, if \( \{0, u_1^\pm, \ldots, u_n^\pm\} \) are the equilibria of (5.3) and \( \{0, \xi_1^\pm, \ldots, \xi_n^\pm\} \) are the global solutions of (5.1) that coincide with \( \{0, u_1^\pm, \ldots, u_n^\pm\} \) for \( t < 0 \), then

\[
A(t) = \bigcup_{j=0}^{n} W^u(\xi_j^\pm)(t).
\]

Observe that some of the global solutions \( \xi_j^\pm \) are not “hyperbolic” since they must be asymptotic as \( t \to \infty \) to an equilibrium of (5.2) whose unstable manifold has a lower dimension than the equilibrium of (5.3) from which they come.

On the other hand, if, for \( \delta > 0 \), we consider \( \tilde{\eta}_\delta(t) \), where \( \tilde{\eta}_\delta(t) \equiv 1 \) if \( t > 0 \) and \( \tilde{\eta}_\delta(t) = e^{-\delta t} \) for \( t \leq 0 \), then \( u(x,t) \) is a solution of (5.1) if and only if \( z(x,t) = \tilde{\eta}_\delta(t)^{\frac{1}{2}} u(x,t) \) is a solution of

\[
\begin{align*}
  z_t &= z_{xx} + \begin{cases} 
  (\lambda - \frac{1}{2} \delta)z - z^3 & t \leq 0, \\
  \lambda z - z^3 & t > 0,
  \end{cases} \\
  z(0,t) &= z(\pi,t) = 0, \\
  z(x,\tau) &= \tilde{\eta}_\delta(\tau)^{\frac{1}{2}} \phi(x).
\end{align*}
\]

If \( A_\delta \) denotes the attractor of (2.1) with \( \lambda \) replaced by \( \lambda - \frac{\delta}{2} \), as above, the pullback attractor for (5.4) is given by \( A(t) = e^{\delta t} A_\delta \) if \( t < 0 \) and \( T(t,0)A_\delta \) if \( t \geq 0 \).

In this second example, if we choose \( \delta \) such that there is a positive integer \( n_0 \) such that \( (n_0 - 1)^2 < \lambda - \frac{\delta}{2} < n_0^2 < \lambda < (n_0 + 1)^2 \), the pullback attractor is strictly smaller than the forwards attractor. It is important to notice that some of the solutions in the forwards attractor may never be approximated by solutions in the pullback attractor for, due to the lap-number property of solutions of these one-dimensional parabolic problems (cf. Section 3.3), the solutions in the pullback attractor may have at most \( n_0 \) zeroes in \([0, \pi]\) whereas there will be solutions in the forwards attractor with \( n_0 + 1 \) zeroes.

In the next two sections we consider two particular forms of time dependence for a bounded \( \beta(t) \) and recover a sequence of bifurcations which coincide with those described in Section 3.1 where \( \beta(t) \) was a small non-autonomous perturbation of a constant. However, in the cases we consider, \( \beta(t) \) is not close to an autonomous function.

5.2. Slowly varying non-autonomous terms. First we study the case in which \( \beta(t) \) may vary significantly, but only slowly, in \( t \).

Proposition 13. Take \( \omega > 0 \) and let \( \beta(t) = b(\omega t) \), where \( b : \mathbb{R} \to [n_0, N_0] \) with \( \sup_{t \in \mathbb{R}} \left| \frac{b'(t)}{b(t)} \right| < \infty \). For any fixed \( \lambda \in (\lambda_n, \lambda_{n+1}) \), if \( \omega \) is sufficiently small, there exist \( 2n + 1 \) hyperbolic global solutions \( \{\xi_0, \xi_1^\pm, \ldots, \xi_n^\pm\} \) such that

\[
A(t) = \bigcup_{j=0}^{n} W^u(\xi_j^\pm)(t) \quad \text{for all } t \in \mathbb{R}.
\]

Proof. Setting \( z(x,t) = \beta(t)^{\frac{1}{2}} u(t) \), we obtain the equation

\[
\begin{align*}
  z_t &= z_{xx} + \left( \lambda + \frac{\omega b'(\omega t)}{b(\omega t)} \right) z - z^3, \quad 0 \leq x \leq \pi \text{ and } t > \tau, \\
  z(0,t) &= z(\pi,t) = 0, \\
  z(x,\tau) &= b(\omega \tau)^{\frac{1}{2}} \phi(x).
\end{align*}
\]
For $\lambda \in (\lambda_n, \lambda_{n+1})$ the autonomous system
\[
\begin{aligned}
z_t &= z_{xx} + \lambda z - z^3, \quad 0 \leq x \leq \pi \text{ and } t > \tau, \\
z(0,t) &= z(\pi,t) = 0, \\
z(x,\tau) &= \phi(x)
\end{aligned}
\]
has $2n + 1$ hyperbolic equilibria $\{u_0, u_1 \pm, \ldots, u_n \pm\}$ and the semigroup associated to (5.6) is gradient. From Theorem 10 for suitably small $\omega$, equation (5.5) gives rise to an evolution process $S_\omega(t,s)$ which has $2n + 1$ hyperbolic global solutions $\{\xi_0, \xi_1 \pm, \ldots, \xi_n \pm\}$ and whose pullback attractor is gradient-like in the sense of [8]. Changing back to the original variables, the process $S(t,s)$ associated to (3.1) has $2n + 1$ hyperbolic global solutions
\[
\{\beta(t)^{-\frac{1}{2}}\xi_0, \beta(t)^{-\frac{1}{2}}\xi_1 \pm, \ldots, \beta(t)^{-\frac{1}{2}}\xi_n \pm\}
\]
and a gradient-like attractor as in (4.3). 

One could, of course, use similar arguments to those of Section 4.2 to obtain a result similar to Corollary 12 for this case.

5.3. Rapidly oscillating non-autonomous terms. Now consider the following case:

**Proposition 14.** Choose $b : \mathbb{R} \to [n_0, N_0]$ $(0 < n_0 < N_0)$ such that
\[
b'(t) = h(t) \sin kt,
\]
where $0 < h_0 \leq h(t) \leq H_0$ for all $t \in \mathbb{R}$. For any fixed $\lambda \in (\lambda_n, \lambda_{n+1})$, if $k$ is sufficiently large, then there exist $2n + 1$ hyperbolic global solutions $\{\xi_0, \xi_1 \pm, \ldots, \xi_n \pm\}$ such that
\[
A(t) = \bigcup_{j=0}^n W^u(\xi_j \pm)(t) \text{ for all } t \in \mathbb{R}.
\]

**Proof.** Note that $\int_0^\infty h(t) \sin kt \, dt \to 0$ as $k \to \infty$ (this is a consequence of the Riemann–Lebesgue Lemma). It follows from results on robustness of exponential dichotomies (see Theorem 7.6.11 in [8]) that given a hyperbolic equilibrium $u^*$ of (5.6), for suitably large $k$ the process associated to
\[
\begin{aligned}
z_t &= z_{xx} + (\lambda + h(t) \sin(kt))z - 3(u^*)^2z, \quad 0 \leq x \leq \pi \text{ and } t > \tau, \\
z(0,t) &= z(\pi,t) = 0, \\
z(x,\tau) &= \phi(x)
\end{aligned}
\]
also has an exponential dichotomy with constant, exponent, and projection close to those for the linearization of (5.6) around $u^*$, and hence there is a unique global solution near $u^*$, which is still hyperbolic.

It is also not difficult to see, from Theorem 3.9 in [4], that the process associated to
\[
\begin{aligned}
z_t &= z_{xx} + \left(\lambda + \frac{b'(t)}{2b(t)}\right)z - z^3, \quad 0 \leq x \leq \pi \text{ and } t > \tau, \\
z(0,t) &= z(\pi,t) = 0, \\
z(x,\tau) &= \phi(x)
\end{aligned}
\]
possesses a gradient-like pullback attractor.
This follows from a result completely analogous to Theorem 10 that can be proved by simply proving that near a hyperbolic equilibrium for (5.9) with \( b \equiv 1 \) there is a unique hyperbolic global solution for (5.9) with \( \frac{\nu'(t)}{\beta(t)} = \sin(kt) h(t) \). \( \square \)

Note that, in this case, \( \frac{\nu'(t)}{\beta(t)} \) is no longer small (though bounded) and nevertheless the attractor remains gradient-like as in the case \( b = 1 \).

6. Conclusion

We have applied results from a number of papers to study the structure of the pullback attractor for the non-autonomous model

\[ u_t = u_{xx} + \lambda u - \beta(t)u^3. \]

Despite the fact that we have a full understanding of the autonomous version of this equation, the structure of the pullback attractor is still not clear in the general context \( \beta_1 \leq \beta(t) \leq \beta_2 \). In addition to the desire for a ‘full characterization’ of the attractor, there are some more tractable and striking open questions:

- For \( \lambda \in (\lambda_1, \lambda_2) \), is the pullback attractor in \( X \) the union of those in the positive and negative cones (see Section 3.3)?
- How can one make the most profitable use of lap-number techniques in the non-autonomous case (cf. Section 3.5)?
- Can one say anything about the behaviour of the pullback attractor when \( \beta(t) \simeq \beta \) (i.e. for a small non-autonomous perturbation) near the autonomous bifurcation values \( \lambda = \lambda_n \)?

We hope that this paper will highlight some of the interesting questions that are still open for very simple non-autonomous systems, in particular for the non-autonomous Chafee-Infante equation studied here, which we present as a canonical model worthy of further investigation.
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