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Abstract

Multiscale methods such as averaging and homogenization have become an increasingly interesting topic in stochastic time series modelling. When applying the averaged/homogenized processes to applications such as parameter estimation and filtering problems, the resulting asymptotic properties are often weak. In this thesis, we focus on the above mentioned multiscale methods applied on Ornstein-Uhlenbeck processes. We find that the maximum likelihood based estimators for the drift and diffusion parameters derived from the averaged/homogenized systems can use the corresponding marginal multiscale data as observations, and still provide a strong convergence to the true value as if the observations are from the averaged/homogenized systems themselves. The asymptotic distribution for the estimators are studied in this thesis for the averaging problem, while that of the homogenization problem exhibit more difficulties and will be an interest of future work. In the case when applying the multiscale methods to the Kalman filter of Ornstein-Uhlenbeck systems, we study the convergence between the marginal covariance and marginal mean of the full scale system and those of the averaged/homogenized systems, by measuring their discrepancies.

In Part III, we study real world projects of time series modelling in the field of econometrics. Chapter 7 presents a modelling project on interest rate time series from the well known Nelson-Siegel yield curve model. The methodology shows a development from standard Vector Autoregressive model to Bayesian based heteroscedastic regression model. Gibbs sampling is used as the Monte Carlo method. Chapter 8 presents a model comparison in modelling a portfolio of economic indices between constant correlation GARCH and Dynamic Conditional Correlation GARCH models. It compares the two models suitability in capturing the effect of “volatility clustering”.
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Chapter 1

Introduction

The problem of parameter estimation for autoregressive (AR) type time series has long been a very popular topic. A large amount of literature focuses on parameter estimation problems for AR type models under different setups. In this thesis, we present parameter estimation strategies of AR type models within the framework of Ornstein Uhlenbeck stochastic differential equations in Part I and II, where the data are provided continuously, except when discretization is necessary. We present the problem within the Bayesian framework in Part III, where the data are provided discretely since it is based on real world applications.

Parameter estimation forms an essential part of the statistical inference methodologies, especially for standard models such as Ornstein Uhlenbeck processes. In recent literatures, such as [1, 2, 69, 72], model fitting of multiscale data has become a popular topic in this area, since the finite dimensional data with different scales often become inconsistent with model at small scales when applying standard statistical inference methods. The discrepancy between the estimated and true values of the parameters of the model could deviate significantly. Furthermore, the methods presented in [72] gives a general set of models, but a weak convergence for the estimators. For applications in real practice, this motivates us to study the asymptotic behaviour of the estimators in a strong sense for the model at small scales. For ease of approach, we focus on the Ornstein Uhlenbeck processes as a point of attack, since the problem of parameter estimation for Ornstein-Uhlenbeck (OU) processes has been extensively studied in the literature. Discussions of maximum likelihood estimators for the drift and diffusion parameters of an OU process and their asymptotic properties can be found in [11, 54, 66].

The problem of parameter estimation for stochastic differential equation within the multiscale framework had already been studied for some certain types of multiscale setup. In [6, 7], the authors discuss maximum likelihood estimation of drift and diffusion parameters of a scalar OU process $x_t$, when data is observed from a scaled smoothed OU process
\[ y_t = \frac{1}{\epsilon} \int_{t-\epsilon}^{t} x_s ds. \] They conclude that the observation time step \( \Delta \) and total number of observations \( N \) should both be functions of \( \epsilon \), in order to preserve asymptotic consistency and efficiency. In addition, [5] also constructs an adaptive subsampling scheme to be applied in a Triad model. Another paper discussing parameter estimation for OU processes in the multiscale framework is [1]. It studies the problem of estimating integrated diffusion under the existence of microstructure noise. It assumes the hidden process follows an Itô diffusion process, and tries to estimate the integrated diffusion parameter, while observing data with microstructure additive noise. It proposes a subsampling and aggregating scheme to ensure the consistency and statistical efficiency of the estimator.

In Part I, we focus on a different set up of the multiscale framework, which is discussed in detail in [78]. Within this framework, weak convergence of drift estimator for a general type of Itô SDE is discussed in [73]. Weak drift and diffusion estimations for a Langevin equation is discussed in [79]. In this thesis, we observe data from the slow variable of a two (averaging) or three (homogenization) time-scale system of OU stochastic differential equations, and estimate the drift and diffusion parameters for the coarse-grained equation for the slow variable. We will show that the maximum likelihood based drift and diffusion estimators are asymptotically consistent, in a strong sense.

After we have investigated the behaviour of maximum likelihood estimators for the data with small scales in a finite dimensional multiscale framework, it comes natural to us that we want to further utilize the feature of averaging and homogenization in a wider area of applications. One of the most popular area in stochastic modelling is filtering. Studying the behaviour of multiscale filtering can be useful in many areas, such as analysis of signal processing, dynamical systems and meteorology and oceanic modelling. Multiscale filtering can aid accurate estimate of the small scale component, which reveals the microscopic stochastic nature of the data, while also significantly reduces the demand for computational resources, which make simultaneous estimates more cheaply achievable or even from impossible to possible. These reasons directly motivate us to investigate this methodology in the context of averaging and homogenization.

Though multiscale filtering is a recently developed topic, it has already been studied in many literatures. In [62], the authors studied mathematical strategies for filtering turbulent dynamical systems. The approach involves the synergy of rigorous mathematical guidelines, exactly solvable nonlinear models with physical insight, and novel cheap algorithms with judicious model errors to filter turbulent signals with many degrees of freedom. [76] studied nonlinear filtering problems for the optimal filter of the slow component of a two-scale system, where the fast scale component is ergodic.

Applications of multiscale linear filter has been extensively studied in the context of signal processing, such as [75, 91]. [41] presented a complete study of the limiting
behaviour of the homogenization problem following SPDEs of the form

$$dp^\varepsilon(t,x) = L^\varepsilon(t)p^\varepsilon(t,x)dt + M^\varepsilon(t)p^\varepsilon(t,x)dW_t$$

where

$$L^\varepsilon = \nabla_x (a^{ij}(x/\varepsilon, Z^\varepsilon/\varepsilon) \nabla_x \cdot)$$

and

$$M^\varepsilon_k(t) = h_k(x_t/\varepsilon, Z^\varepsilon_t/\varepsilon)$$

for which $Z^\varepsilon_t$ follows $dZ^\varepsilon_t = f(Z^\varepsilon_t/\varepsilon)dt + QdW_t$. [65] discussed filtering problems where the underlying SDE follows

$$dx = g(x/\varepsilon)xdt + \sigma(x/\varepsilon)dw$$

with observations taken from $dz = h(x/\varepsilon)xdt$, for which $g$, $\sigma$ and $h$ lie on a unit torus on $\mathbb{R}^n$.

In Part II, we focus on the problem of linear filtering for the multiscale system studied in Part I. The observations we consider contain two sources of discrepancies, the discrepancy between the slow part of the multiscale system and the averaged/homogenized process, and the discrepancy between the actual model and the observed data. We apply Kalman filter to the contaminated observation from the slow part of the multiscale system, to show that the marginal Kalman filter for the slow part of the system converges to the filtered distribution of the averaged/homogenized process.

Part III studies the problem of AR type derived time series models fitted in real world applications. Autoregressive model is one of the standard tool in time series data analysis. Autoregressive models are the most established models in time series forecasting. In this part, we integrate the autoregressive models with Bayesian methods and implemented through Markov Chain Monte Carlo to build specific time series hierarchical models for time series forecasting.

In Chapter 7, we will show a step-by-step construction of the AR model from a standard Vector Autoregressive model to a Bayesian Heteroscedastic Regression model, implemented using Monte Carlo methods. The underlying data is the nominal interest rates from the Nelson Siegel yield curve model. The reason behind the choice of Bayesian method is that we believe the nature of the time series has been distorted significantly by the recent crisis, which made standard regression not plausible. We believe that Bayesian updating scheme is a good feature that can be added to the model to make plausible predictions.

In Chapter 8, we fit the GARCH type of the AR model to diagnose the volatility structure of a group of multivariate time series data, under the presence of volatility clus-
tering. The underlying data is a portfolio of 8 indices representing a wide area of economic aspects. Since the aim of this project is to reconstruct the cross-correlation between components of the time series under the presence of volatility clustering, we opt for the GARCH model, and compare the performance of the Constant Correlation (CC) and Dynamic Conditional Correlation (DCC) modifications of the model. The reason we choose GARCH model is that it is the best tool in volatility modelling. We also expect that the DCC version of the GARCH model would represent the evolution of the correlations across the indices.

In this thesis, we use $C$ or $c$ to denote an arbitrary constant which can vary from occurrence to occurrence. For the simplicity of notation, we will write $x_n$ (or $y_n$, $X_n$) instead of $x(n\delta)$ (resp. $y(n\delta)$, $X(n\delta)$) for the discretized process. To simplify on notation, we may sometimes omit the tensor product sign $\otimes$, where we actually mean matrix/vector product as tensor products. Similarly, will often use $(\cdot)^2$ to denote a square under tensor product, and for any matrix $\sqrt{m}$, we define $m$ as $m = \sqrt{m} \sqrt{m}$. When data is observed discrete, we use $\delta$ to denote the time increment observations are provided, and $\Delta$ to denote the time increment observations are taken.
Part I

PARAMETER ESTIMATION FOR MULTISCALE ORNSTEIN-UHLENBECK PROCESSES
Chapter 2

The Ornstein-Uhlenbeck (OU) Process

A vector valued Ornstein Uhlenbeck (OU) process is defined as the solution of a stochastic differential equation of the form

\[ \frac{dX}{dt} = a(X - \mu) + \sqrt{\sigma} \frac{dW}{dt}. \]  

(2.1)

When the drift matrix \( a \) is negative definite, and the diffusion matrix \( \sigma \) is positive definite diagonal, the process is ergodic. The solution \( X \) can be written in closed form,

\[ X(t) = (I - e^{at})\mu + e^{at}X(0) + \int_0^t e^{a(t-s)}\sqrt{\sigma}dW_s. \]  

(2.2)

When this process is ergodic, we take the limit in time,

\[ \lim_{t \to \infty} X(t) = \mu + \lim_{t \to \infty} \int_0^t e^{a(t-s)}\sqrt{\sigma}dW_s. \]  

(2.3)

This is clearly a Gaussian random variable, with mean \( \mu \), and variance \( \sigma_{\infty} \), for which,

\[ \text{vec}(\sigma_{\infty}) = (-a \oplus -a)^{-1}\text{vec}(\sigma), \]  

(2.4)

where \( \oplus \) denotes the Kronecker sum, and \( \text{vec}(\cdot) \) denotes the vectorization of the matrix by stacking its columns into a single column vector. Using this invariant property, the drift and diffusion parameters can be easily estimated. The following known results can be found in [11, 54, 66].

**Theorem 2.1.** Assume we are given continuous observations from an Ornstein Uhlenbeck process \( X \) defined in (2.1). Then the maximum likelihood estimator for the drift parameter
\( \hat{a}_T \), defined as

\[
\hat{a}_T = \left( \int_0^T dX \otimes X \right) \left( \int_0^T X \otimes X dt \right)^{-1} \tag{2.5}
\]

is asymptotically unbiased and converges almost surely to \( a \) as \( T \to \infty \). It is also asymptotically normal, as

\[
\sqrt{T} (\hat{a}_T - a) \xrightarrow{D} N(0, \sigma_\infty) \quad \text{as } T \to \infty.
\]

**Theorem 2.2.** Assume we are given a discretized realization \( X_n = X(n \delta) \) from an Ornstein-Uhlenbeck process defined in (2.1) with time step \( \delta \). The maximum likelihood estimator \( \hat{\sigma}_\delta \), defined as

\[
\hat{\sigma}_\delta = \frac{1}{T} \sum_{n=0}^{N-1} (X_{n+1} - X_n) \otimes (X_{n+1} - X_n) \tag{2.6}
\]

is asymptotically unbiased and converges almost surely to \( \sigma \) as \( \delta \to 0 \), while \( T \) is fixed, and \( X_n = X(n \delta) \). In addition, it is asymptotically normal as

\[
\frac{1}{\sqrt{\delta}} (\hat{\sigma}_\delta - \sigma) \xrightarrow{D} N \left( 0, \frac{2\sigma^2}{T} \right) \quad \text{as } \delta \to 0.
\]

Some key steps in the proof of these theorems are the following:

\[
\int_0^T X(t) \otimes dW_t \xrightarrow{D} N(0, T\sigma_\infty) \quad \text{as } T \to \infty,
\]

and

\[
\int_0^T X(t) \otimes X(t) dt \to T\sigma_\infty \quad \text{a.s., as } T \to \infty.
\]

In Part I, we use the estimators defined in (2.5) and (2.6) to fit the data coming from equations (3.1a) in Chapter 3 and (4.1a) in Chapter 4. Our main goal is to study their asymptotic properties. In chapter 3, we discuss parameter estimation problem in the averaging setup, where the data comes from equation (3.1a); while in chapter 4, we study the parameter estimation problem in the homogenization setup corresponding to equation (4.1a).

Another result which will be useful to us is an extended version of the maximal inequality result from Theorem 2.5 in [34]. The theorem states that the expected supremum of a stopped scalar OU process is bounded in terms of the drift and its stopping time. We convert this result to suit a vector valued OU process.

**Theorem 2.3.** Let \( (X(t))_{t \geq 0} \) be the Ornstein-Uhlenbeck process solving (2.1) with \( X(0) = x_0 \), where \( W \) is a standard Brownian Motion. Then there exists universal constant \( C > 0 \),
such that
\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} \|X(t)\|^2\right) \leq C \log \left(1 + \max_i (|D_{ii}|)T\right) \frac{\log(1 + \max_i (|D_{ii}|)T)}{\min_i (|D_{ii}|)}
\]
where \(a = PDP^{-1}\) is the eigenvalue diagonalization of the drift matrix \(a\), which only has real eigenvalues; \(D\) is the diagonal matrix of eigenvalues of \(a\) with the scales of eigenvalues sorted in increasing magnitude from top-left to lower-right entries. Note that \(P\) is the normalized matrix of corresponding eigenvectors. Finally, \(\Sigma = P^{-1}\sigma(P^{-1})^*\). \(\|\cdot\|\) is the Euclidean norm.

A maximal bound for complex valued OU processes is discussed in Theorem A.1 in [74].

**Proof.** We prove this theorem by doing a linear transformation for \(X(t)\). By assumption, we can write \(a = PDP^{-1}\). Let \(X'(t)\) be
\[
X'(t) = P^{-1}X(t),
\]
Then, we can rewrite equation (2.1) as
\[
dX'(t) = DX'(t)dt + P^{-1}\sqrt{\sigma}dW_t.
\]
Since \(P^{-1}\sqrt{\sigma}W_t\) is a linear combination of the vector valued Brownian motion \(W_t\), we can define a new Brownian motion, by defining a positive definite symmetric matrix \(\Sigma = P^{-1}\sigma(P^{-1})^*,\)
\[
\sqrt{\Sigma}dW'_t = P^{-1}\sqrt{\sigma}dW_t.
\]
Furthermore, by the time change property of Brownian motions, we can rescale \(W'_t\) as
\[
\sqrt{\Sigma_{ii}}dW'_{t/S_{ii}} = d\tilde{W}_{i,t}
\]
where \(\Sigma_{ii}\) is the \(i\)th entry on the diagonal of \(\Sigma\). We can rewrite the OU process in scalar form, for equation \(i,\)
\[
dX'(t/S_{ii})_i = (D_{ii}/\Sigma_{ii})X'(t/S_{ii})_i dt + d\tilde{W}_{i,t}.
\]
Notice that the \(\tilde{W}_{i,t}\) and \(\tilde{W}_{j,t}\) for \(i \neq j\) are correlated, however, this does not undermine the assumption of Theorem 2.5 in [34], since \(\tilde{W}_{i,t}\) is a standard Brownian motion. We apply
Theorem 2.5 in [34] to each transformed equation above, we have

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |(X'(t))_i| \right) = \mathbb{E} \left( \sup_{0 \leq t \leq \Sigma_{ii} T} |(X'(t/\Sigma_{ii}))_i| \right) \leq C \sqrt{\log \left( \frac{1 + \max_i |D_{ii}| T}{\min_i (|D_{ii}/\Sigma_{ii}|)} \right)} \leq C \sqrt{\log \left( 1 + \frac{|D_{ii}| T}{\min_i (|D_{ii}/\Sigma_{ii}|)} \right)}.
\]

From the transformation, we know

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |X(t)_i| \right) \leq \|P_i\| \mathbb{E} \left( \sup_{0 \leq t \leq T} |X'(t)| \right) \leq \|P_i\| \mathbb{E} \left( \sup_{0 \leq t \leq T} |X(t/\Sigma_{ii})| \right).
\]

where \(P_i\) is the \(i\)th row of \(P\), which are normalized eigenvectors. Consequently we have the result,

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|X(t)\| \right) \leq C \max \{\|P_i\|\} \sqrt{\log \left( \frac{1 + \max_i (|D_{ii}|) T}{\min_i (|D_{ii}/\Sigma_{ii}|)} \right)},
\]

hence,

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|X(t)\|^2 \right) \leq C \max \{\|P_i\|^2\} \frac{\log \left( 1 + \max_i (|D_{ii}|) T \right)}{\min_i (|D_{ii}/\Sigma_{ii}|)}.
\]

Since \(P_i\) are normalized eigenvectors of \(a\), \(\|P_i\|^2 = 1\), thus

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|X(t)\|^2 \right) \leq C \frac{\log \left( 1 + \max_i (|D_{ii}|) T \right)}{\min_i (|D_{ii}/\Sigma_{ii}|)}.
\]
Chapter 3

Parameter Estimation for the Averaged Equation of a Multiscale OU Process

3.1 Introduction

In this chapter, we consider the following fast/slow system of stochastic differential equations

\[ \frac{dx}{dt} = a_{11}x + a_{12}y + \sqrt{q_1} \frac{dU}{dt} \tag{3.1a} \]
\[ \frac{dy}{dt} = \frac{1}{\epsilon} (a_{21}x + a_{22}y) + \sqrt{q_2} \frac{dV}{dt} \tag{3.1b} \]

for which \( x \in X, y \in Y \). We may take \( X \) as \( \mathbb{R}^{d_1} \) and \( Y \) as \( \mathbb{R}^{d_2} \). The case where \( X \) is \( \mathbb{T}^{d_1} \) and \( Y \) is \( \mathbb{T}^{d_2} \) is discussed in [78]. We assume we observe data generated by the projection onto the \( x \) coordinate of the system. We also make the following assumptions.

Assumptions 3.1.

We assume that

(i) \( U, V \) are independent standard Brownian motions;

(ii) \( q_1, q_2 \) are positive definite diagonal matrices;

(iii) \( 0 < \epsilon \ll 1 \);

(iv) the system’s drift matrix

\[ \begin{pmatrix} a_{11} & a_{12} \\ \frac{1}{\epsilon} a_{21} & \frac{1}{\epsilon} a_{22} \end{pmatrix} \]
only have negative real eigenvalues when $\epsilon$ is sufficiently small;

(v) $x(0)$ and $y(0)$ are independent of $U$ and $V$, $(x(0), y(0))$ is under the invariant measure of system (3.1), and $\mathbb{E} \left( \|x(0)\|^2 + \|y(0)\|^2 \right) < \infty$.

**Remark 3.2.** Assumption 3.1(iv) guarantees the ergodicity of the system (3.1) when $\epsilon$ is small.

**Remark 3.3.** Though we assumed the whole system (3.1) to be ergodic through assumption 3.1(iv). In other words, we assumed $a_{22}$ and $a_{11} - a_{12}a_{22}^{-1}a_{21}$ to be negative definite. We believe it may be relaxed to complex eigenvalues with negative real parts. Drift matrix with complex eigenvalues may be of interest to further work.

**Remark 3.4.** Assumption 3.1(ii) assumes diagonal matrices for the diffusion parameters $q_1$ and $q_2$, which ensures independence of Brownian motions. However, we believe that $q_1$ and $q_2$ being positive definite symmetric should be sufficient to guarantee the same results in this chapter, since Brownian motions can be rescaled in time and linearly combined to obtain an equivalent Brownian motion in distribution with diagonal diffusion matrix. We make this assumption for simplicity of notation.

In what follows, we will refer to the following equation as the **averaged equation** for equation (3.1a),

\[
\frac{dX}{dt} = \tilde{a}X + \sqrt{q_1} \frac{dU}{dt}, \tag{3.2}
\]

where

\[
\tilde{a} = a_{11} - a_{12}a_{22}^{-1}a_{21}. \tag{3.3}
\]

In the rest of this chapter,

- we take observations from the multiscale system (3.1a);
- we first show that the discrepancy between the trajectories from the slow part $x$ of the multiscale system (3.1a) and the averaged equation (3.2) is of order $O(\sqrt{\epsilon})$ in the $L^2$ sense, in Section 3.2;
- we then show that using observations from the multiscale system (3.1a) and applying them to the drift estimator $\hat{a}_T$, defined in (2.5), we can correctly estimate the drift $\tilde{a}$ of the averaged equation (3.2) in Section 3.3, and study the asymptotic normality of the estimator in Section 3.4;
- we also show that using observations from the multiscale system (3.1a) and applying them to the diffusion estimator $\hat{\sigma}_T$, defined in (2.6), we can correctly estimate the diffusion parameter $q_1$ of the averaged equation (3.2) in Section 3.5, and study the asymptotic normality of the estimator in Section 3.6;
finally a numerical example is studied to illustrate our findings in Section 3.7.

3.2 The Paths

In this section, we show that the projection of system (3.1) onto the \( x \) coordinate converges in a strong sense to the solution \( X \) of the averaged equation (3.2). Our result extends that of Theorem 17.1 in [78], where the state space \( \mathcal{X} \) is restricted to \( \mathbb{T} \) and the averaged equation is deterministic. Assuming that the system is an OU process, the domain can be extended to \( \mathbb{R} \) and the averaged equation can be stochastic. We prove the following lemma first.

**Lemma 3.5.** Suppose that \((x, y)\) solves (3.1a) and Assumptions 3.1 are satisfied. Then, for finite \( T > 0 \), and \( \epsilon \) small

\[
\mathbb{E} \sup_{0 \leq t \leq T} (\|x(t)\|^2 + \|y(t)\|^2) = \mathcal{O} \left( \log(1 + \frac{T}{\epsilon}) \right) \tag{3.4}
\]

where \( \| \cdot \| \) is the vector norm, and the order is in terms of \( \epsilon \).

**Proof.** We look at the system of SDEs as,

\[
dx_t = ax_t dt + \sqrt{q} dW_t
\]

where

\[
x = \begin{pmatrix} x \\ y \end{pmatrix}, \quad a = \begin{pmatrix} a_{11} & a_{12} \\ \frac{\epsilon}{\epsilon} a_{21} & \frac{1}{\epsilon} a_{22} \end{pmatrix} \quad \text{and} \quad q = \begin{pmatrix} q_1 & 0 \\ 0 & q_2 \end{pmatrix}.
\]

We try to characterize the magnitude of the eigenvalues of \( a \). To find the eigenvalues, we require

\[
\det(a - \lambda I) = 0.
\]

For block matrices, the equation above can be rearranged to,

\[
\det \left( \frac{1}{\epsilon} a_{22} - \lambda I \right) \det \left( a_{11} - \lambda I - a_{12} \left( \frac{1}{\epsilon} a_{22} - \lambda I \right) \right) = 0.
\]

First, we set the first determinant equal to zero:

\[
\det \left( \frac{1}{\epsilon} a_{22} - \lambda I \right) = \frac{1}{\epsilon^{d_2}} \det (a_{22} - \epsilon \lambda I) = 0.
\]

By definition, \( \epsilon \lambda \) are the eigenvalues of \( a_{22} \), thus they are of order \( \mathcal{O}(1) \). Consequently, we have \( d_2 \) (not necessarily distinct) real eigenvalues of order \( \mathcal{O}(\frac{1}{\epsilon}) \).
If the determinant of the second matrix is zero, we have
\[
\det \left( (a_{11} - \lambda I) - a_{12} \left( \frac{1}{\epsilon} a_{22} - \lambda I \right)^{-1} \frac{1}{\epsilon} a_{21} \right) = 0.
\]

We apply Taylor expansion on \((a_{22} - \epsilon \lambda I)^{-1}\) at \(\epsilon = 0\). We have,
\[
(a_{22} - \epsilon \lambda I)^{-1} = a_{22}^{-1} + \epsilon \lambda a_{22}^{-2} + O(\epsilon^2).
\]

We substitute the above expansion into the determinant,
\[
\det \left( a_{11} - a_{12} (a_{22}^{-1} + \epsilon \lambda a_{22}^{-2} + O(\epsilon^2)) a_{21} - \lambda I \right) = 0,
\]
and we find it is equivalent to finding the eigenvalues of a perturbed matrix of \(\tilde{a}\),
\[
\det (\tilde{a} - \epsilon \lambda (a_{12} a_{22}^{-2} a_{21}) - O(\epsilon^2) - \lambda I) = \det (\tilde{a} + O(\epsilon) - \lambda I) = 0.
\]

By Theorem 2 in [42], on the eigenvalues of a perturbed matrix, we know that the corresponding \(d_1\) (not necessarily distinct) real eigenvalues are of order \(O(1)\). Therefore, we can decompose \(a\) as
\[
a = PDP^{-1} \quad \text{with} \quad D = \begin{pmatrix} D_1 & 0 \\ 0 & \frac{1}{\epsilon} D_2 \end{pmatrix}
\]
where \(D\) is the diagonal matrix, for which \(D_1 \in \mathbb{R}^{d_1 \times d_1}\) and \(D_2 \in \mathbb{R}^{d_2 \times d_2}\) are diagonal blocks of the eigenvalues of order \(O(1)\). We also define \(\Sigma = P^{-1} q (P^{-1})^*\). Using Lemma 9.14 in Appendix 9.11, we have the ratio between diagonal elements of \(D\) and \(\Sigma\) is always
\[
D_{ii}/\Sigma_{ii} = O(1).
\]

We apply Theorem 2.3 to the system of equations (3.5). We have
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|x(t)\|^2 \right) \leq C \frac{\log (1 + \max_i (|D_{ii}|) T)}{\min \left( |D_{ii}/\Sigma_{ii}| \right)}.
\]

Since \(D_{ii}/\Sigma_{ii} = O(1), \max_i |D_{ii}| = O(\frac{1}{\epsilon})\), we have
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \|x(t)\|^2 \right) = O(\log (1 + T/\epsilon)).
\]
Since $x = \begin{pmatrix} x \\ y \end{pmatrix}$, we get

$$
\mathbb{E} \left( \sup_{0 \leq t \leq T} \left( ||x(t)||^2 + ||y(t)||^2 \right) \right) = O \left( \log(1 + \frac{T}{\epsilon}) \right).
$$

This completes the proof. \qed

**Theorem 3.6.** Let Assumptions 3.1 hold for system (3.1). Suppose that $x$ and $X$ are solutions of (3.1a) and (3.2) respectively, corresponding to the same realization of the $U$ process and $x(0) = X(0)$. Then, $x$ converges to $X$ in $L^2$. More specifically,

$$
\mathbb{E} \sup_{0 \leq t \leq T} \|x(t) - X(t)\|^2 \leq c(\epsilon^2 \log(\frac{T}{\epsilon}) + \epsilon T) e^T,
$$

when $T$ is fixed finite, the above bound can be simplified to

$$
\mathbb{E} \sup_{0 \leq t \leq T} \|x(t) - X(t)\|^2 = O(\epsilon).
$$

**Proof.** For auxiliary equations used in the proof, please refer to the construction in [78].

The generator of system (3.1) is

$$
\mathcal{L}_{avg} = \frac{1}{\epsilon} \mathcal{L}_0 + \mathcal{L}_1,
$$

where

$$
\mathcal{L}_0 = (a_{21} x + a_{22} y) \cdot \nabla_y + \frac{1}{2} q_2 : \nabla_y \nabla_y,
$$

$$
\mathcal{L}_1 = (a_{11} x + a_{12} y) \cdot \nabla_x + \frac{1}{2} q_1 : \nabla_x \nabla_x.
$$

To prove that the $L^2$ error between the solutions $x(t)$ and $X(t)$ is of order $O(\sqrt{\epsilon})$, we first need to find the function $\Phi(x, y)$ which solves the Poisson equation

$$
-\mathcal{L}_0 \Phi = a_{11} x + a_{12} y - \tilde{a} x, \quad \int_Y \Phi(y; x) dy = 0;
$$

(3.6)

where $\rho(y; x)$ is the invariant density of $y$ in (3.1b) with $x$ fixed. In this case, the partial differential equation (3.6) is linear and can be solved explicitly

$$
\Phi(x, y) = \Phi(y) = -(a_{12} a_{22}^{-1}) y.
$$

(3.7)
Applying Itô formula to $\Phi(x, y)$, we get
\[
\frac{d\Phi}{dt} = \frac{1}{\epsilon} L_0 \Phi + L_1 \Phi + \frac{1}{\sqrt{\epsilon}} \sqrt{q_2} \nabla_y \Phi \frac{dV_t}{dt},
\]
and substituting into (3.1a) gives
\[
\frac{dx}{dt} = (\tilde{a}x - L_0 \Phi) + \sqrt{q_1} \frac{dU_t}{dt} = \tilde{a}x - \epsilon \frac{d\Phi}{dt} + \epsilon L_1 \Phi + \sqrt{\epsilon} \sqrt{q_2} \nabla_y \Phi \frac{dV_t}{dt} + \sqrt{q_1} \frac{dU_t}{dt}. \tag{3.8}
\]
Define
\[
\theta(t) := (\Phi(x(t), y(t)) - \Phi(x(0), y(0))) - \int_0^t (a_{11} x(s) + a_{12} y(s)) \cdot \nabla_x \Phi ds.
\]
From (3.7), we see that $\Phi$ does not depend on $x$ and thus
\[
\theta(t) = \Phi(x(t), y(t)) - \Phi(x(0), y(0)) = -(a_{12} a_{22}^{-1})(y(t) - y(0)). \tag{3.9}
\]
Now define
\[
M(t) := -\int_0^t \sqrt{q_2} \nabla_y \Phi(x(s), y(s)) dV_s = -\int_0^t \sqrt{q_2} (a_{12} a_{22}^{-1})^* dV_s.
\]
Itô isometry gives
\[
\mathbb{E}\|M(t)\|^2 = ct \tag{3.10}
\]
The solution of (3.1a) in the form of (3.8) is
\[
x(t) = x(0) + \int_0^t \tilde{a}x(s) ds + \epsilon \theta(t) + \sqrt{\epsilon} M(t) + \sqrt{q_1} \int_0^t dU_s.
\]
Also, from the averaged equation (3.2), we get
\[
X(t) = X(0) + \int_0^t \tilde{a}X(s) ds + \sqrt{q_1} \int_0^t dU_s.
\]
Let \( e(t) = x(t) - X(t) \). By assumption, \( e(0) = 0 \) and

\[
e(t) = \int_0^t \tilde{a}(x(s) - X(s)) \, ds + \epsilon \theta(t) + \sqrt{\epsilon} M(t) .
\] (3.11)

Then,

\[
\|e(t)\|^2 \leq 3\|\tilde{a}\| \int_0^t e(s) \, ds^2 + 3\epsilon^2 \|\theta(t)\|^2 + 3\epsilon \|M(t)\|^2.
\]

By applying Lemma 3.5 on (3.11), the Burkholder-Davis-Gundy inequality (see Appendix 9.2) and Hölder’s inequality (see Appendix 9.3), we get

\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} \|e(t)\|^2\right) \leq c\left( \int_0^T \mathbb{E}\|e(s)\|^2 \, ds + \epsilon^2 \log\left(\frac{T}{\epsilon}\right) + \epsilon T \right)
\]

\[
\leq c\left( \epsilon^2 \log\left(\frac{T}{\epsilon}\right) + \epsilon T + \int_0^T \mathbb{E}\sup_{0 \leq u \leq s} \|e(u)\|^2 \, ds \right).
\]

By Gronwall’s inequality, we deduce that

\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} \|e(t)\|^2\right) \leq c(\epsilon^2 \log\left(\frac{T}{\epsilon}\right) + \epsilon T)e^T.
\]

When \( T \) is fixed, we have

\[
\mathbb{E}\left(\sup_{0 \leq t \leq T} \|e(t)\|^2\right) = \mathcal{O}(\epsilon).
\]

This completes the proof.  \( \square \)

### 3.3 The Drift Estimator

Suppose that we want to estimate the drift of the process \( X \) described by (3.2), but we only observe a solution \( \{x(t)\}_{t \in (0,T)} \) of (3.1a). According to the previous theorem, \( x \) is a good approximation of \( X \), so we replace \( X \) in the formula of the MLE (2.5) by \( x \). In the following theorem, we show that the error we will be making is insignificant, in a sense to be made precise.

**Theorem 3.7.** Suppose that \( x \) is the projection to the \( x \)-coordinate of a solution of system (3.1) satisfying Assumptions 3.1. Let \( \tilde{\alpha}_T \) be the estimate we get by replacing \( X \) in (2.5) by
\[ \hat{a}_T^\varepsilon = \left( \int_0^T dx \otimes x \right) \left( \int_0^T x \otimes xdt \right)^{-1}. \]

(3.12)

Then,

\[
\lim_{\varepsilon \to 0} \lim_{T \to \infty} E\|\hat{a}_T^\varepsilon - \hat{a}\|^2 = 0.
\]

Proof. We define

\[ I_1 = \frac{1}{T} \int_0^T dx \otimes x \quad \text{and} \quad I_2 = \frac{1}{T} \int_0^T x \otimes xdt. \]

By ergodicity, which is guaranteed by Assumptions 3.1 (iii) and (iv)

\[ \lim_{T \to \infty} I_2 = E(x \otimes x) = C \neq 0 \ a.s., \]

which is a constant invertible matrix. We expand \( dx \) using Itô formula applied on \( \Phi \) as in (3.8):

\[ I_1 = J_1 + J_2 + J_3 + J_4 + J_5 \]

where

\[ J_1 = \frac{1}{T} \int_0^T \tilde{a}x \otimes xdt \]
\[ J_2 = \frac{\varepsilon}{T} \int_0^T d\Phi \otimes x \]
\[ J_3 = \frac{\varepsilon}{T} \int_0^T L_1 \Phi \otimes xdt \]
\[ J_4 = \frac{\sqrt{\varepsilon}}{T} \int_0^T \nabla y \Phi \sqrt{q_2}dV_t \otimes x \]
\[ J_5 = \frac{1}{T} \sqrt{q_1} \int_0^T dU_t \otimes x \]

It is obvious that

\[ J_1 = \tilde{a}I_2. \]

Since \( \Phi \) is linear in \( y \), and by Itô isometry, we get

\[
E\left(\|J_4\|^2\right) = \frac{\varepsilon}{T} E\left(\int_0^T dV_t \otimes x(t)\|^2\right)
\]
\[
= \frac{\varepsilon}{T} E\left(\frac{1}{T} \int_0^T \|x(t)\|^2 dt\right)
\]
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by ergodicity, we have
\[ \mathbb{E} (\|J_4\|^2) = \frac{c\epsilon}{T}. \]
Similarly for \( J_5 \),
\begin{align*}
\mathbb{E} (\|J_5\|^2) &= \frac{c}{T} \mathbb{E} \left( \frac{1}{T} \int_0^T dU_t \otimes x(t) \right)^2 \\
&= \frac{c}{T} \mathbb{E} \left( \frac{1}{T} \int_0^T \|x(t)\|^2 dt \right) \\
&= \frac{c}{T}
\end{align*}
We know \( \Phi \) is independent of \( x \), so
\[ J_3 \equiv 0. \]
Finally, using (3.7) and (3.1b) we break \( J_2 \) further into
\[ J_2 = -\frac{1}{T} \int_0^T (a_{12}a_{22}^{-1})(a_{21}x + a_{22}y) \otimes x dt - \frac{a_{12}a_{22}^{-1}}{T} \sqrt{\epsilon q_2} \int_0^T dV_t \otimes x \]
Again, using Itô isometry and ergodicity, we bound the \( L^2 \) norm of the second term by
\[ \mathbb{E}\|a_{12}a_{22}^{-1} \sqrt{\epsilon q_2} \int_0^T dV_t \otimes x\|^2 \leq \frac{c\epsilon}{T}. \]
By ergodicity, the first term converges in \( L^2 \) as \( T \to \infty \),
\[ -\frac{a_{12}a_{22}^{-1}}{T} \int_0^T (a_{21}x + a_{22}y) \otimes x dt \to -a_{12} \mathbb{E}_{\rho'} \left( (a_{22}^{-1}a_{21}x + y) \otimes x \right). \]
We write the expectation as
\[ \mathbb{E}_{\rho'} \left( (a_{22}^{-1}a_{21}x + y) \otimes x \right) = \mathbb{E}_{\rho'} \left( \mathbb{E}_{\rho'} \left( (a_{22}^{-1}a_{21}x + y) \otimes x | x \right) \right) \]
Clearly, the limit of \( \rho' \) conditioned on \( x \) is a normal distribution with mean \(-a_{22}^{-1}a_{21}x\) by (2.3). Thus, we see that
\[ \lim_{\epsilon \to 0} \mathbb{E}_{\rho'} \left( (a_{22}^{-1}a_{21}x + y) \otimes x \right) = 0. \]
Putting everything together, we see that
\[ \lim_{\epsilon \to 0} \lim_{T \to \infty} (I_1 - \tilde{a}_T I_2) = 0 \quad \text{in} \quad L^2 \]
Since the denominator \( I_2 \) of \( \tilde{a}_T^r \) converges almost surely, the result follows. \( \square \)
3.4 Asymptotic Normality for the Drift Estimator

We extend the proof of theorem 3.7 to prove asymptotic normality for the estimator \( \hat{a}_T \). We have seen that

\[
\hat{a}_T - \hat{\bar{a}} = (J_2 + J_4 + J_5) I_2^{-1}.
\]

We will show that

\[
\sqrt{T}(\hat{a}_T - \hat{\bar{a}} + a_{12}\mathbb{E}_{\rho'}(\alpha (a_{22}^{-1} a_{21} x + y) \otimes x)) \xrightarrow{D} N(0, \sigma_\epsilon^2)
\]

and compute the limit of \( \sigma_\epsilon^2 \) as \( \epsilon \to 0 \). First we apply the Central Limit Theorem for martingales to \( J_4 \) and \( J_5 \) (see [36]). We find that

\[
\sqrt{T}J_4 \xrightarrow{D} N(0, \sigma(4)_\epsilon^2) \quad \text{as} \quad T \to \infty,
\]

where

\[
\sigma(4)_\epsilon^2 = \epsilon a_{12} a_{22}^{-1} q a_{22}^{-1} \alpha a_{12} \mathbb{E}_{\rho'}(x \otimes x);
\]

and

\[
\sqrt{T}J_5 \xrightarrow{D} N(0, \sigma(5)_\epsilon^2) \quad \text{as} \quad T \to \infty,
\]

where

\[
\sigma(5)_\epsilon^2 = q_1 \mathbb{E}_{\rho'}(x \otimes x).
\]

We write \( J_2 = J_{2,1} + J_{2,2} \) where

\[
J_{2,1} = -\frac{a_{12} a_{22}^{-1}}{T} \int_0^T (a_{21} x + a_{22} y) \otimes x dt \quad \text{and} \quad J_{2,2} = -\frac{a_{12} a_{22}^{-1}}{T} \int_0^T dV \otimes x.
\]

Once again, we apply the Central Limit Theorem for martingales to \( J_{2,2} \) and we find

\[
\sqrt{T}J_{2,2} \xrightarrow{D} N(0, \sigma(2,2)_\epsilon^2) \quad \text{as} \quad T \to \infty
\]

where

\[
\sigma(2,2)_\epsilon^2 = \epsilon a_{12} a_{22}^{-1} q a_{22}^{-1} \alpha a_{12} \mathbb{E}_{\rho'}(x \otimes x).
\]

Finally, we apply the Central Limit Theorem for functionals of ergodic Markov Chains to \( J_{2,1} \) (see [16]). We get

\[
\sqrt{T}(J_{2,1} + a_{12} \mathbb{E}_{\rho'}(\alpha (a_{22}^{-1} a_{21} x + y) \otimes x)) \xrightarrow{D} N(0, \sigma(2,1)_\epsilon^2)
\]
as \( T \to \infty \), where

\[
\sigma(2, 1)^2_T = \int_{X \times Y} \xi(x, y)\xi(x, y)^* \rho_c(x, y) \, dx \, dy + 2 \int_{X \times Y} \xi(x, y) \int_0^\infty (P_t^\epsilon \xi)(x, y) \, dt \rho_c(x, y) \, dx \, dy
\]

with

\[
\xi(x, y) = - (a_{12}a_{22}^{-1}a_{21}x + a_{12}y) \otimes x + \mathbb{E} \left( a_{12}a_{22}^{-1}a_{21}x + a_{12}y \right) \otimes x
\]

and

\[
(P_t^\epsilon \xi)(x, y) = \mathbb{E} \left( \xi(x(t), y(t)) | x(0) = x, y(0) = y \right).
\]

Putting everything together, we get that as \( T \to \infty \),

\[
\sqrt{T}(J_2 + J_4 + J_5) \to X_{2,1} + X_{2,2} + X_4 + X_5
\]

in law, where \( X_i \sim \mathcal{N}(0, \sigma(i)^2) \) for \( i \in \{2, 1\}, \{2, 2\}, 4, 5 \). Finally, we note that the denominator \( I_2 \) converges almost surely as \( T \to \infty \) to \( \mathbb{E} \rho_c(x(t) \otimes x(t)) \). It follows from Slutsky’s theorem that as \( T \to \infty \),

\[
\sqrt{T} \left( \hat{a}^T_T - \hat{a} + a_{12} \mathbb{E}_{\rho_c} \left( (a_{22}^{-1}a_{21}x + y) \otimes x \right) \right) \to X_\epsilon
\]

in law, where

\[
X_\epsilon = (X_{2,1} + X_{2,2} + X_4 + X_5)(\mathbb{E}_{\rho_c} (x(t) \otimes x(t)))^{-1} \sim \mathcal{N}(0, \sigma_\epsilon^2).
\]

It remains to compute \( \lim_{\epsilon \to 0} \sigma_\epsilon^2 \). We have already seen that \( \sigma(2, 2)^2_T \sim O(\epsilon) \) and \( \sigma(4)^2_T \sim O(\epsilon) \). Thus, we need to compute

\[
\lim_{\epsilon \to 0} \mathbb{E} \left( (X_{2,1} + X_5) \otimes (X_{2,1} + X_5) \right) = \lim_{\epsilon \to 0} \mathbb{E} \left( X_{2,1} \otimes X_{2,1} + X_{2,1} \otimes X_5 + X_5 \otimes X_{2,1} + X_5 \otimes X_5 \right)
\]

First, we see that

\[
\lim_{\epsilon \to 0} \mathbb{E}(X_5 \otimes X_5) = q_1 \lim_{\epsilon \to 0} \mathbb{E}_{\rho_c} (x \otimes x) = q_1 \mathbb{E}(X \otimes X) = q_1 q_1^\infty
\]

for which the variance of the invariant distribution of \( X \) is defined as \( \text{vec}(q_1^\infty) = (-\hat{a} \otimes -\hat{a})^{-1} \text{vec}(q_1) \).

To compute \( \lim_{\epsilon \to 0} \mathbb{E}(X_{2,1}^2) \) first we set \( \tilde{y} = a_{22}^{-1}a_{21}x + y \). Then, \((x, \tilde{y})\) is also an ergodic process with invariant distribution \( \tilde{\rho}_c \) that converges as \( \epsilon \to 0 \) to \( \mathcal{N}(0, q_1^\infty) \otimes \)
\( N(0, q_2^\infty) \), for which the variance of the invariant distributions \( q_1^\infty \) and \( q_2^\infty \) are computed following (2.4),

\[
\text{vec}(q_1^\infty) = (-\tilde{a} \oplus -\tilde{a})^{-1} \text{vec}(q_1), \quad \text{vec}(q_2^\infty) = (-a_{22} \oplus -a_{22})^{-1} \text{vec}(q_2).
\]

Since \( \xi(x, \tilde{y}) = -a_{12} \tilde{y} \otimes x \), it follows that

\[
\lim_{\epsilon \to 0} E_{\rho_\epsilon} (\xi(x, \tilde{y}) \otimes \xi(x, \tilde{y})) = a_{12} \sqrt{q_2^\infty q_1^\infty} \sqrt{q_2^\infty} a_{12}^*.
\]

In addition, as \( \epsilon \to 0 \), the process \( \tilde{y} \) decorrelates exponentially fast. Thus

\[
\lim_{\epsilon \to 0} (P_{\epsilon}^t \xi)(x, y) = a_{12} E(X(t)|X(0) = x) E(\tilde{y}) \equiv 0
\]

for all \( t \geq 0 \). As \( t \to \infty \), the process \( (x, \tilde{y}) \) also converges exponentially fast to a mean-zero Gaussian distribution and thus the integral with respect to \( t \) is finite. We conclude that the second term of \( \sigma(2, 1)_{\epsilon}^2 \) disappears as \( \epsilon \to 0 \) and thus

\[
\lim_{\epsilon \to 0} E(X_{2,1} \otimes X_{2,1}) = a_{12} \sqrt{q_2^\infty q_1^\infty} \sqrt{q_2^\infty} a_{12}^*.
\]

Finally, we show that

\[
\lim_{\epsilon \to 0} E(X_{2,1} \otimes X_5) = 0.
\]

Clearly, \( X_5 \) is independent of \( \tilde{y} \) in the limit, since it only depends on \( x \) and \( U \). So,

\[
\lim_{\epsilon \to 0} E(X_{2,1} \otimes X_5) = \lim_{\epsilon \to 0} E(\mathbb{E}(X_{2,1} \otimes X_5|X))
\]

and

\[
\lim_{\epsilon \to 0} \mathbb{E}(\mathbb{E}(X_{2,1}|X)) = 0
\]

for the same reasons as above. Similar calculations give

\[
\lim_{\epsilon \to 0} E(X_5 \otimes X_{2,1}) = 0.
\]

Thus

\[
\lim_{\epsilon \to 0} \sigma^2_{\epsilon} = \left( q_1 q_1^\infty + a_{12} \sqrt{q_2^\infty q_1^\infty} \sqrt{q_2^\infty} a_{12}^* \right) (q_1^\infty)^{-2}.
\]

(3.13)

We have proved the following

**Theorem 3.8.** Suppose that \( x \) is the projection to the \( x \)-coordinate of a solution of system (3.1) satisfying Assumptions 3.1. Let \( \hat{a}_{T} \) be as in (3.12). Then, as \( T \to \infty \),

\[
\sqrt{T} (\hat{a}_{T}^\epsilon - \tilde{a}) \overset{D}{\to} N(\mu_x, \sigma^2_{\epsilon}),
\]

for all \( t \geq 0 \).
where \( \mu_\epsilon \) and \( \sigma_\epsilon \) are dependent on \( \epsilon \), whilst \( \mu_\epsilon \to 0 \) and \( \sigma_\epsilon^2 \) converges to the limit in (3.13) as \( \epsilon \to 0 \).

### 3.5 The Diffusion Estimator

Suppose that we want to estimate the diffusion parameter of the process \( X \) described by (3.2), but we only observe a solution \( \{x(t)\}_{t \in (0,T)} \) of (3.1a). As before, we replace \( X \) in the formula of the MLE (2.6) by \( x \). In the following theorem, we show that the estimator is still consistent in the limit.

**Theorem 3.9.** Suppose that \( x \) is the projection to the \( x \)-coordinate of a solution of system (3.1) satisfying Assumptions 3.1. We set

\[
\hat{q}_\delta = \frac{1}{T} \sum_{n=0}^{N-1} (x_{n+1} - x_n) \otimes (x_{n+1} - x_n) \tag{3.14}
\]

where \( x_n = x(n\delta) \) is the discretized \( x \) process, \( \delta \leq \epsilon \) is the discretization step and \( T = N\delta \) is fixed. Then, for every \( \epsilon > 0 \)

\[
\lim_{\delta \to 0} \mathbb{E} \| \hat{q}_\delta - q_1 \|^2 = 0,
\]

more specifically,

\[
\mathbb{E} \| \hat{q}_\delta - q_1 \|^2 = \mathcal{O}(\delta).
\]

**Proof.** We rewrite \( x_{n+1} - x_n \) using discretized (3.1a).

\[
x_{n+1} - x_n = \int_{n\delta}^{(n+1)\delta} \sqrt{q_1} dU_s + \hat{R}_1^{(n)} + \hat{R}_2^{(n)} \tag{3.15}
\]

where

\[
\hat{R}_1^{(n)} = a_{11} \int_{n\delta}^{(n+1)\delta} x(s) ds \]
\[
\hat{R}_2^{(n)} = a_{12} \int_{n\delta}^{(n+1)\delta} y(s) ds
\]

We let \( \xi_n = \frac{1}{\sqrt{\delta}} (U_{(n+1)\delta} - U_{n\delta}) \). Since \( U \) is a Brownian motion, \( \{\xi_n\}_{n \geq 0} \) is a sequence of independent standard Gaussian random variables. We write

\[
\int_{n\delta}^{(n+1)\delta} \sqrt{q_1} dU_s = \sqrt{q_1} \delta \xi_n.
\]
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We can write the estimator as

\[
\hat{q}_\delta = \frac{1}{N} \sum_{n=0}^{N-1} \xi_n^2
\]

\[+ \frac{\sqrt{q_1}}{N \sqrt{\delta}} \sum_{n=0}^{N-1} \xi_n \otimes (\hat{R}_1^{(n)} + \hat{R}_2^{(n)})
\]

\[+ \frac{\sqrt{q_1}}{N \sqrt{\delta}} \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \otimes \xi_n
\]

\[+ \frac{1}{N \delta} \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^2
\]

Hence, we can expand the error as

\[E(\hat{q}_\delta - q_1)^2 \leq C E \left( \frac{1}{N} \sum_{n=0}^{N-1} \xi_n^2 - 1 \right)^2 \] (3.16a)

\[+ C \frac{q_1}{N_2 \delta} E \left( \sum_{n=0}^{N-1} \xi_n \otimes (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right)^2 \] (3.16b)

\[+ C \frac{q_1}{N_2 \delta} E \left( \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \otimes \xi_n \right)^2 \] (3.16c)

\[+ C \frac{1}{N_2 \delta^2} E \left( \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^2 \right)^2 \] (3.16d)

It is straightforward for line (3.16a),

\[E \left( \frac{1}{N} \sum_{n=0}^{N-1} \xi_n^2 - 1 \right)^2 = c \delta .\]

By Assumptions 3.1(v), and Hölder inequality, we have,

\[E(\hat{R}_1^{(n)})^2 = a_{11}^2 E \left( \int_{n \delta}^{(n+1) \delta} x(s) ds \right)^2 \] (3.17)

\[\leq c a_{11}^2 \delta \int_{n \delta}^{(n+1) \delta} E x(s)^2 ds \]

\[\leq c \delta^2 .\]
It is similar for $\mathbb{E}(\hat{R}_2^{(n)})^2$,

$$\mathbb{E}(\hat{R}_2^{(n)})^2 = a_{12}^2 \mathbb{E} \left( \int_{n\delta}^{(n+1)\delta} y(s)ds \right)^2 \quad (3.18)$$

$$\leq c a_{12}^2 \int_{n\delta}^{(n+1)\delta} \mathbb{E}y(s)^2 ds$$

$$\leq c\delta^2.$$  

Since $\hat{R}_1^{(n)}$ and $\hat{R}_2^{(n)}$ are Gaussian random variables, we have $\mathbb{E}(\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^4 = C\delta^4$, so line (3.16d) is of order $O(\delta^2)$. For line (3.16b), we need to get the correlation between $\hat{R}_i^{(n)}$ for $i \in \{1, 2\}$ and $\xi_n$. We write system (4.1) in integrated form,

$$x(s) = x_n + a_{11} \int_{n\delta}^{s} x(u)du + a_{12} \int_{n\delta}^{s} y(u)du + \sqrt{q_1} \int_{n\delta}^{s} dU_u \quad (3.19)$$

$$y(s) = y_n + \frac{a_{21}}{\epsilon} \int_{n\delta}^{s} x(u)du + \frac{a_{22}}{\epsilon} \int_{n\delta}^{s} y(u)du + \sqrt{q_2} \int_{n\delta}^{s} dV_u \quad (3.20)$$

We substitute (3.19) and (3.20) into $\hat{R}_1^{(n)}$ and $\hat{R}_2^{(n)}$ respectively,

$$\hat{R}_1^{(n)} + \hat{R}_2^{(n)} = \int_{n\delta}^{(n+1)\delta} a_{11}x(s) + a_{12}y(s)ds$$

$$= a_{11}x_n \delta + a_{12}y_n \delta$$

$$+ \left( a_{11}^2 + \frac{1}{\epsilon} a_{12} a_{21} \right) \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} x(u)du ds$$

$$+ \left( a_{11} a_{12} + \frac{1}{\epsilon} a_{12} a_{22} \right) \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} y(u)du ds$$

$$+ a_{11} \sqrt{q_1} \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} dU_u ds$$

$$+ a_{12} \sqrt{q_2} \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} dV_u ds$$
Using this expansion, we find,

\[
E \left( \xi_n(\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right) \\
= E(\xi_n(a_{11}x_n\delta + a_{12}y_n\delta)) \\
+ E \left( \xi_n \left( a_{11}^2 + \frac{1}{\epsilon} a_{12}a_{21} \right) \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} x(u) duds \right) \\
+ E \left( \xi_n \left( a_{11}a_{12} + \frac{1}{\epsilon} a_{12}a_{22} \right) \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} y(u) duds \right) \\
+ E \left( \xi_n \left( a_{11} \sqrt{q_1} \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} dU_u ds \right) \right) \\
+ E \left( \xi_n \left( a_{12} \sqrt{q_2} \int_{n\delta}^{(n+1)\delta} \int_{n\delta}^{s} dV_u ds \right) \right)
\]

(3.21a) (3.21b) (3.21c) (3.21d) (3.21e)

By the definition of \( \xi_n \), line (3.21a) is zero. By substituting (3.19) and (3.20) into lines (3.21b) and (3.21c) respectively and iteratively, we know they are of orders \( O(\delta^2) \). By definition of \( \xi_n \), we know that line (3.21d) is of order \( O(\delta^3) \). By independence between \( U \) and \( V \), line (3.21e) is zero. Therefore,

\[
E \left( \xi_n(\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right) = O(\delta^3) 
\]

Thus,

\[
E \left( \xi_n^2(\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^2 \right) = O(\delta^3) 
\]

When \( m < n \), we have,

\[
E \left( \xi_n(\hat{R}_1^{(n)} + \hat{R}_2^{(n)})\xi_m(\hat{R}_1^{(m)} + \hat{R}_2^{(m)}) \right) \\
= E \left( \xi_n(\hat{R}_1^{(n)} + \hat{R}_2^{(n)})\xi_m(\hat{R}_1^{(m)} + \hat{R}_2^{(m)})|\mathcal{F}_{n\delta} \right) \\
= E \left( \xi_m(\hat{R}_1^{(m)} + \hat{R}_2^{(m)})E \left( \xi_n(\hat{R}_1^{(n)} + \hat{R}_2^{(n)})|\mathcal{F}_{n\delta} \right) \right) \\
= E \left( \xi_m(\hat{R}_1^{(m)} + \hat{R}_2^{(m)}) \right) E \left( \xi_n(\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right) \\
= O(\delta^3) 
\]

When \( m > n \), the same result holds. Thus we have that line (3.16b) is of order \( O(\delta^2) \). By symmetry, line (3.16c) has the same order of \( O(\delta^2) \). Therefore, we have for equation (3.16),

\[
E (q_\delta - q_1)^2 = O(\delta) 
\]

This completes the proof. \( \square \)
3.6 Asymptotic Normality for the Diffusion Estimator

To examine the asymptotic normality of the diffusion estimator, we use the decomposition of \( \hat{q}_\delta \) in the proof of Theorem 3.9,

\[
\delta^{-\frac{1}{2}}(\hat{q}_\delta - q_1) = \delta^{-\frac{1}{2}} q_1 \left( \frac{1}{N} \sum_{n=0}^{N-1} \xi_n^2 - I \right) \quad (3.22a)
\]

\[
+ \delta^{-\frac{1}{2}} \frac{\sqrt{q_1}}{N \sqrt{\delta}} \sum_{n=0}^{N-1} \xi_n (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \quad (3.22b)
\]

\[
+ \delta^{-\frac{1}{2}} \frac{\sqrt{q_1}}{N \sqrt{\delta}} \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \xi_n \quad (3.22c)
\]

\[
+ \delta^{-\frac{1}{2}} \frac{1}{N \delta} \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^2 \quad (3.22d)
\]

Since

\[
\lim_{\delta \to 0} \delta^{-\frac{1}{2}} q_1 \left( \frac{1}{N} \sum_{n=0}^{N-1} \xi_n^2 - I \right) = \lim_{N \to \infty} \frac{q_1}{\sqrt{T}} \frac{1}{\sqrt{N}} \sum_{n=0}^{N-1} (\xi_n^2 - I)
\]

It follows from Central Limit Theorem for sum of multivariate i.i.d random variables, as \( \delta \to 0 \),

\[
\lim_{\delta \to 0} \delta^{-\frac{1}{2}} q_1 \left( \frac{1}{N} \sum_{n=0}^{N-1} \xi_n^2 - I \right) \overset{D}{\to} N(0, \frac{2q_1^2}{T})
\]

We have shown that \( \mathbb{E} \left( \xi_n (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right) = O(\delta^{\frac{1}{2}}) \), so line (3.22b) has mean

\[
\mathbb{E} \left( \delta^{-\frac{1}{2}} \frac{\sqrt{q_1}}{N \sqrt{\delta}} \sum_{n=0}^{N-1} \xi_n (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right) = O(\delta^{\frac{1}{2}}).
\]

Using \( \mathbb{E} \left( \sum_{n=0}^{N-1} \xi_n (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right)^2 = O(\delta) \), we find the second moment of (3.22b),

\[
\mathbb{E} \left( \delta^{-\frac{1}{2}} \frac{\sqrt{q_1}}{N \sqrt{\delta}} \sum_{n=0}^{N-1} \xi_n (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \right)^2 = O(\delta).
\]

Thus when \( \delta \) is small,

\[
\delta^{-\frac{1}{2}} \frac{\sqrt{q_1}}{N \sqrt{\delta}} \sum_{n=0}^{N-1} \xi_n (\hat{R}_1^{(n)} + \hat{R}_2^{(n)}) \sim N(\delta^{\frac{1}{2}}, O(\delta)).
\]
By symmetry, same result holds for line (3.22c). Finally, for line (3.22d), using (3.17) and (3.18), we have
\[
\mathbb{E} \left( \delta^{-\frac{1}{2}} \frac{1}{N\delta} \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^2 \right) = \mathcal{O}(\delta^{\frac{1}{2}}),
\]
and,
\[
\mathbb{E} \left( \delta^{-\frac{1}{2}} \frac{1}{N\delta} \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^2 \right) = \mathcal{O}(\delta).
\]
Thus,
\[
\delta^{-\frac{1}{2}} \frac{1}{N\delta} \sum_{n=0}^{N-1} (\hat{R}_1^{(n)} + \hat{R}_2^{(n)})^2 \sim \mathcal{N}(\mathcal{O}(\delta^{\frac{1}{2}}), \mathcal{O}(\delta)).
\]
Putting all terms together, we have
\[
\delta^{-\frac{1}{2}} (\hat{q}_0 - q_1) \overset{D}{\to} \mathcal{N}(0, \frac{2q_1^2}{T}).
\] (3.23)
We have proved the following,

**Theorem 3.10.** Under the conditions of Theorem 3.9 and with the same notation, it holds that
\[
\delta^{-\frac{1}{2}} (\hat{q}_0 - q_1) \overset{D}{\to} \mathcal{N}(0, \frac{2q_1^2}{T}) \text{ as } \delta \to 0.
\]

### 3.7 Numerical Example

We show our findings in this chapter through the a numerical example. The multiscale system of interest is
\[
\begin{align*}
\frac{dx}{dt} &= -x + y + \sqrt{2} \frac{dU_t}{dt} \quad (3.24a) \\
\frac{dy}{dt} &= \frac{1}{\epsilon} (-x - y) + \sqrt{\frac{2}{\epsilon}} \frac{dV_t}{dt}, \quad (3.24b)
\end{align*}
\]
The averaged equation is
\[
\frac{dX}{dt} = -2X + \sqrt{2} \frac{dU_t}{dt}. \quad (3.25)
\]
We first examine the convergence of the drift estimator in Theorem 3.7. We fix the scale parameter at \(\epsilon = 2^{-9}, 2^{-6}\) and \(2^{-3}\), observation time increment \(\delta = 2^{-10}\), and let the number of observations \(N\) increase from \(2^{11}\) to \(2^{18}\). For each set of the parameters, we sample 100 paths using the exact solution.

We first show the consistency of the estimator by plotting the \(L^2\) norm of the errors
(\hat{a}_T - \bar{a})$, in Figure 3.1. We see that when $T = N\delta$ is short, the estimation error from observations of different scale parameter $\epsilon$'s are similar. When time is large, the error with small scale parameter $\epsilon$ continues to decrease at a constant rate.

We then show the asymptotic variance of the estimator by plotting the distribution of the time adjusted errors \( \sqrt{T}(\hat{a}_T - \mathbb{E}(\hat{a}_T)) \) with $\epsilon = 2^{-9}$, in Figure 3.2. The asymptotic variance is computed using (3.13), which is 6 in our case. The red lines are the 2.5 and 97.5 quantiles of the adjusted errors, the blue lines are the expected confidence intervals of the adjusted errors. When observation time $T$ is large, the confidence intervals of the simulated errors are contained in the expected confidence intervals.

We then examine the convergence of the diffusion estimator in Theorem 3.9. We fix the total time horizon $T = N\delta = 1$, and the scale parameter $\epsilon = 2^{-9}, 2^{-6}$ and $2^{-3}$. We decrease the observation time increment $\delta$ from $2^{-9}$ to $2^{-17}$. For each set of parameters, we sample 100 paths using the exact solution.

We first show the consistency of the estimator by plotting the $L^2$ norm of the errors $(\hat{q}_T - q_1)$, in Figure 3.3. We see that as $\delta$ gets small, the estimation error from observations of different scale parameter $\epsilon$'s are similar. This shows that the error is irrelevant to what value the scale parameter takes, and are always converging to zero.

We then show the asymptotic variance of the estimator by plotting the distribution of the $\delta$ adjusted errors $\delta^{-\frac{1}{2}}(\hat{q}_T - \mathbb{E}(\hat{q}_T))$ with $\epsilon = 2^{-9}$, in Figure 3.4. The variance is computed using (3.23), which is 8 in our example. The red lines are the 2.5 and 97.5
quantiles of the adjusted errors, the blue lines are the expected confidence intervals of the adjusted errors. We see that the confidence intervals of the simulated errors and and the expected confidence intervals agree.

3.8 Conclusion

In this chapter, we have verified asymptotic properties of the maximum likelihood estimators for the drift (2.5) and diffusion (2.6) parameters of an OU process, while observing data from the slow part of a multiscale system (3.1). We have verified that the discrepancy between the solution of the averaged equation (3.2) and the slow part of the system (3.1a), in the $L^2$ sense, is small when $\epsilon$ is small. In summary,

- we take continuous observations from the multiscale system (3.1a) $x$;
- we have shown that the mismatch between trajectories of $x$ and $X$ is asymptotically small if $\epsilon$ is small;
- we have shown that the maximum likelihood estimator $\hat{a}_T^\epsilon$ converges to $\tilde{a}$ as $T \to \infty$ and $\epsilon \to 0$, and the asymptotic distribution of the estimator;
- we have shown that the maximum likelihood estimator $\hat{q}_\delta^\epsilon$ converges to $\tilde{q}$ as $\delta \to 0$, and the asymptotic distribution of the estimator. We notice the behaviour of $\hat{q}_\delta^\epsilon$ is not
Figure 3.3: Averaging: Consistency of $\hat{q}_{\delta}^\epsilon$

Figure 3.4: Averaging: Asymptotic Normality of $\hat{q}_{\delta}^\epsilon$
related to $\epsilon$;

In future works, when possible, we can further relax the assumptions imposed on the drift and diffusion matrices, possibly in the ways addressed in the remarks to the assumptions.
Chapter 4

Parameter Estimation for the Homogenized Equation of a Multiscale OU Process

4.1 Introduction

In this chapter we consider the following fast/slow system of stochastic differential equations

$$\frac{dx}{dt} = \frac{1}{\epsilon} (a_{11}x + a_{12}y) + (a_{13}x + a_{14}y) + \sqrt{q_1} \frac{dU}{dt}$$ \hspace{1cm} (4.1a)

$$\frac{dy}{dt} = \frac{1}{\epsilon^2} (a_{21}x + a_{22}y) + \sqrt{q_2} \frac{dV}{dt}$$ \hspace{1cm} (4.1b)

for which $$x \in \mathcal{X}, y \in \mathcal{Y}$$. We may take $$\mathcal{X}$$ as $$\mathbb{R}^{d_1}$$ and $$\mathcal{Y}$$ as $$\mathbb{R}^{d_2}$$. The case where $$\mathcal{X}$$ is $$\mathbb{T}^{d_1}$$, and $$\mathcal{Y}$$ is $$\mathbb{T}^{d_2}$$ is discussed in [78]. We assume we observe data generated by the projection onto the $$x$$ coordinate of the system. We also make the following assumptions.

Assumptions 4.1.

We assume that

(i) $$U, V$$ are independent Brownian motions;

(ii) $$q_1, q_2$$ are positive definite diagonal matrices;

(iii) $$0 < \epsilon \ll 1;$$
(iv) the system’s drift matrix
\[
\begin{pmatrix}
\frac{1}{\epsilon} a_{11} + a_{13} & \frac{1}{\epsilon} a_{12} + a_{14} \\
\frac{1}{\epsilon} a_{21} & \frac{1}{\epsilon} a_{22}
\end{pmatrix}
\]
only have negative real eigenvalues when \(\epsilon\) is sufficiently small;

(v) \(a_{21}\) invertible;

(vi) \(x(0)\) and \(y(0)\) are independent of \(U\) and \(V\), \((x(0), y(0))\) is under the invariant measure of system (3.1), and \(\mathbb{E} \left( \|x(0)\|^2 + \|y(0)\|^2 \right) < \infty\).

**Remark 4.2.** In assumption 4.1(iv), we have assumed the whole system (4.1) to be ergodic when \(\epsilon\) is sufficiently small. This condition can be decomposed to \(a_{22}\) and \(a_{13} - a_{14} a_{22}^{-1} a_{21}\) only have negative real eigenvalues; and \(a_{11} - a_{12} a_{22}^{-1} a_{21} = 0\), which ensures the fast scale term in (4.1a) vanishes.

**Remark 4.3.** Assumption 4.1(v) is necessary in our setup, however, the result could still hold when \(a_{21}\) has determinant zero, a scalar example is discussed by Papavasiliou in [20] for diffusion estimates.

**Remark 4.4.** As in Remark 3.4 for the case of averaging, \(q_1\) and \(q_2\) in Assumption 4.1(ii) can also be relaxed to positive definite matrices to guarantee same result.

In what follows, we will refer to the following equation as the **homogenized equation** for system (4.1),
\[
\frac{dX}{dt} = \tilde{a} X + \sqrt{\tilde{q}} dW,
\]
where
\[
\tilde{a} = a_{13} - a_{14} a_{22}^{-1} a_{21},
\]
and
\[
\tilde{q} = q_1 + a_{12} a_{22}^{-1} q_2 a_{22}^{-1} a_{12}^*.
\]

In the rest of this chapter,

- we take observations from the multiscale system (4.1a);
- we first show that the discrepancy between the trajectories from the slow part \(x\) of the multiscale system (4.1a) and the homogenized equation (4.2) is of order \(O(\epsilon \sqrt{\log(\epsilon)})\) in the \(L^2\) sense, in Section 4.2;
- we then show that using observations from the multiscale system (4.1a) and applying them to the drift estimator \(\hat{a}_T\), defined in (2.5), we can correctly estimate the drift \(\tilde{a}\).
of the homogenized equation (4.2) in Section 4.3 by subsampling the observations at proper rates;

• we also show that using observations from the multiscale system (4.1a) and applying them to the diffusion estimator \( \hat{\sigma} \), defined in (2.6), we can correctly estimate the diffusion parameter \( \tilde{q} \) of the homogenized equation (4.2) in Section 4.4 by subsampling the observations at proper rates;

• finally a numerical example is studied to illustrate our findings in Section 4.5.

The convergence of the homogenized system is different from that of the averaging systems. For each given time series of observations, the paths of the slow process converge to the paths of the corresponding homogenized equation. However, we will see that in the limit \( \epsilon \to 0 \), the likelihood of the drift or diffusion parameter is different depending on whether we observe a path of the slow process generated by (4.1a) or the homogenized process (4.2) (see also [73, 78, 79]).

4.2 The Paths

The following theorem extends Theorem 18.1 in [78], which gives weak convergence of paths on \( \mathbb{T}^d \). By limiting ourselves to the OU process, we extend the domain to \( \mathbb{R}^d \) and prove a stronger mode of convergence. We prove the following lemma first.

**Lemma 4.5.** Suppose that \((x, y)\) solves (4.1a) and Assumptions 4.1 are satisfied. Then, for fixed finite \( T > 0 \) and small \( \epsilon \),

\[
\mathbb{E} \sup_{0 \leq t \leq T} (\|x(t)\|^2 + \|y(t)\|^2) = O \left( \log(1 + \frac{T}{\epsilon^2}) \right)
\]  

(4.5)

where \( \| \cdot \| \) is the vector norm, and the order is in terms of \( \epsilon \).

**Proof.** We look at the system of SDEs as,

\[
dx_t = ax_t dt + \sqrt{q} dW_t
\]  

(4.6)

where,

\[
x = \begin{pmatrix} x \\ y \end{pmatrix}, \quad a = \begin{pmatrix} \frac{1}{\epsilon}a_{11} + a_{13} & \frac{1}{\epsilon^2}a_{12} + a_{14} \\ \frac{1}{\epsilon^2}a_{21} & \frac{1}{\epsilon^2}a_{22} \end{pmatrix}, \quad q = \begin{pmatrix} q_1 & 0 \\ 0 & \frac{1}{\epsilon^2}q_2 \end{pmatrix}.
\]

We try to characterize the magnitude of the eigenvalues of \( a \). To find the eigenvalues, we require

\[\det(a - \lambda I) = 0.\]
We either have the characteristic polynomial
\[
\det \left( \frac{1}{\epsilon^2} a_{22} - \lambda I \right) = 0 ,
\]
or
\[
\det \left( \frac{1}{\epsilon} a_{11} + a_{13} - \lambda I \right) - \frac{1}{\epsilon} a_{12} + a_{14} \left( \frac{1}{\epsilon^2} a_{22} - \lambda I \right)^{-1} \frac{1}{\epsilon^2} a_{21} = 0 .
\]

First, we set the first determinant equal to zero:
\[
\det \left( \frac{1}{\epsilon^2} a_{22} - \lambda I \right) = \frac{1}{\epsilon^2} \det \left( a_{22} - \epsilon^2 \lambda I \right) = 0 .
\]

By definition, \( \epsilon^2 \lambda \) are the eigenvalues of \( a_{22} \), thus they are of order \( \epsilon^2 \lambda = O(1) \). Consequently, we have \( d_2 \) (not necessarily distinct) real eigenvalues of order \( O(\frac{1}{\epsilon^2}) \).

If the determinant of the second matrix is zero, we have
\[
\det \left( \frac{1}{\epsilon} a_{11} + a_{13} - \lambda I \right) - \frac{1}{\epsilon} a_{12} + a_{14} \left( \frac{1}{\epsilon^2} a_{22} - \lambda I \right)^{-1} \frac{1}{\epsilon^2} a_{21} = 0 . \quad (4.7)
\]

Rearranging the matrix we have,
\[
\det \left( \frac{1}{\epsilon} a_{11} + a_{13} - \lambda I \right) - \frac{1}{\epsilon} a_{12} + a_{14} \left( a_{22} - \epsilon^2 \lambda I \right)^{-1} a_{21} = 0 .
\]

We apply Taylor expansion on \( f(\epsilon^2) = (a_{22} - \epsilon^2 \lambda I)^{-1} \) at \( \epsilon = 0 \). We have,
\[
f(\epsilon^2) = a_{22}^{-1} + \epsilon^2 \lambda a_{22}^{-2} + \epsilon^4 \lambda^2 a_{22}^{-3} + O(\epsilon^6) = a_{22}^{-1} + O(\epsilon^2) .
\]

We substitute the Taylor expansion into the determinant,
\[
\det \left( \frac{1}{\epsilon} a_{11} + a_{13} - \lambda I \right) - \frac{1}{\epsilon} a_{12} + a_{14} \left( a_{22} - \epsilon^2 \lambda I \right)^{-1} a_{21} \]
\[
= \det \left( \frac{1}{\epsilon} a_{11} + a_{13} - \lambda I \right) - \frac{1}{\epsilon} a_{12} + a_{14} \left( a_{22}^{-1} + O(\epsilon^2) \right) a_{21} \]
\[
= \det \left( \frac{1}{\epsilon} a_{11} - a_{12} a_{22}^{-1} a_{21} \right) + (\tilde{a} - \lambda I) + O(\epsilon) \]
\[
= \det \left( \tilde{a} - \lambda I \right) + O(\epsilon) \]
\[
= 0
\]

It is equivalent to finding the eigenvalues of a perturbed matrix of \( \tilde{a} \). By Theorem 2 on page 137 in [42], on the eigenvalues of a perturbed matrix, we have that the corresponding \( d_1 \) (not necessarily distinct) real eigenvalues of order \( O(1) \). Therefore, we can decompose a
as

\[ \mathbf{a} = PDP^{-1} \quad \text{with} \quad D = \begin{pmatrix} D_1 & 0 \\ 0 & D_2 \end{pmatrix} \]

where \( D \) is the diagonal matrix, for which \( D_1 \in \mathbb{R}^{d_1 \times d_1} \) and \( D_2 \in \mathbb{R}^{d_2 \times d_2} \) are diagonal blocks of eigenvalues of order \( O(1) \). We also define \( \Sigma = P^{-1}q(P^{-1})^* \). Using Lemma 9.14 in Appendix 9.11, we have the ratio between diagonal elements of \( D \) and \( \Sigma \) is always

\[ D_{ii}/\Sigma_{ii} = O(1). \]

We apply Theorem 2.3 to the system of equations (4.6). We have

\[ \mathbb{E}\left( \sup_{0 \leq t \leq T} \|x(t)\|^2 \right) \leq C \frac{\log (1 + \max_i |D_{ii}|T)}{\min_i (|D_{ii}/\Sigma_{ii}|)}. \]

Since \( D_{ii}/\Sigma_{ii} = O(1) \), \( \max_i |D_{ii}| = O(1/\epsilon^2) \), we have

\[ \mathbb{E}\left( \sup_{0 \leq t \leq T} \|x(t)\|^2 \right) = O \left( \log \left( 1 + \frac{T}{\epsilon^2} \right) \right). \]

Since \( x = \begin{pmatrix} x \\ y \end{pmatrix} \), we get

\[ \mathbb{E}\left( \sup_{0 \leq t \leq T} (\|x(t)\|^2 + \|y(t)\|^2) \right) = O \left( \log \left( 1 + \frac{T}{\epsilon^2} \right) \right). \]

This completes the proof.

**Theorem 4.6.** Let Assumptions 4.1 hold for system (4.1). Suppose that \( x \) and \( X \) are solutions of (4.1a) and (4.2) respectively. \((x, y)\) corresponds to the realization \((U, V)\) of Brownian motion, while \( X \) corresponds to the realization

\[ W_i = \tilde{q}^{-\frac{1}{2}} \left( \sqrt{q_1}U_i - a_{12}a_{22}^{-1} \sqrt{q_2}V_i \right) \quad (4.8) \]

and \( x(0) = X(0) \). Then \( x \) converges to \( X \) in \( L^2 \). More specifically,

\[ \mathbb{E}\sup_{0 \leq t \leq T} \|x(t) - X(t)\|^2 \leq c \left( \epsilon^2 \log \left( \frac{T}{\epsilon} \right) + \epsilon^2 T \right) e^T, \]
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when $T$ is fixed finite, the above bound can be simplified to

$$\mathbb{E} \sup_{0 \leq t \leq T} \| x(t) - X(t) \|^2 = O(\epsilon^2 \log(\epsilon)).$$

**Proof.** We rewrite (4.1b) as

$$(a_{22}^{-1} a_{21} x(t) + y(t))dt = \epsilon^2 a_{22}^{-1} dy(t) - \epsilon a_{22}^{-1} \sqrt{q_2} dV_t. \quad (4.9)$$

We also rewrite (4.1a) as

$$dx(t) = \frac{1}{\epsilon} a_{12} (a_{22}^{-1} a_{21} x(t) + y(t))dt + a_{14} (a_{22}^{-1} a_{21} x(t) + y(t))dt$$

$$+ (a_{13} - a_{14} a_{22}^{-1} a_{21}) x(t)dt + \sqrt{q_1} dU_t$$

$$= \left( \frac{1}{\epsilon} a_{12} + a_{14} \right) (a_{22}^{-1} a_{21} x(t) + y(t))dt$$

$$+ \tilde{a} x(t) dt + \sqrt{q_1} dU_t. \quad (4.10)$$

Replacing $(a_{22}^{-1} a_{21} x(t) + y(t))dt$ in (4.10) by the right-hand-side of (4.9), we get

$$dx(t) = \epsilon (a_{12} + \epsilon a_{14}) a_{22}^{-1} dy(t) - a_{14} a_{22}^{-1} \sqrt{q_2} dV_t - \epsilon a_{14} a_{22}^{-1} \sqrt{q_2} dV_t$$

$$+ \tilde{a} x(t) dt + \sqrt{q_1} dU_t$$

$$= \tilde{a} x(t) dt + \epsilon (a_{12} + \epsilon a_{14}) a_{22}^{-1} dy(t)$$

$$+ \sqrt{q_1} dW_t - \epsilon a_{14} a_{22}^{-1} \sqrt{q_2} dV_t. \quad (4.11)$$

Thus

$$x(t) = x(0) + \int_0^t \tilde{a} x(s) ds + \sqrt{q} W_t$$

$$\quad + \epsilon (a_{12} + \epsilon a_{14}) a_{22}^{-1} (y(t) - y(0)) - \epsilon a_{14} a_{22}^{-1} \sqrt{q_2} V_t. \quad (4.12)$$

Recall that the homogenized equation (4.2) is

$$X(t) = X(0) + \int_0^t \tilde{a} X(s) ds + \sqrt{q} W_t. \quad (4.13)$$

Let $e(t) = x(t) - X(t)$. Subtracting the previous equation from (4.12) and using the assumption $X(0) = x(0)$, we find that

$$e(t) = \tilde{a} \int_0^t e(s) ds$$

$$+ \epsilon \left( (a_{12} + \epsilon a_{14}) a_{22}^{-1} (y(t) - y(0)) - a_{14} a_{22}^{-1} \sqrt{q_2} V_t \right). \quad (4.14)$$
Applying Lemma 4.5, we find an \( \epsilon \)-independent constant \( C \), such that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \| y(t) \|^2 \right) \leq C \log \left( \frac{T}{\epsilon} \right).
\]

By Cauchy Schwarz,
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \| e(t) \|^2 \right) \leq c \left( \int_0^T \mathbb{E} \| e(s) \|^2 \, ds + \epsilon^2 \log \left( \frac{T}{\epsilon} \right) + \epsilon^2 T \right).
\]
By the integrated version of the Gronwall inequality, we deduce that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \| e(t) \|^2 \right) \leq c \left( \epsilon^2 \log \left( \frac{T}{\epsilon} \right) + \epsilon^2 T \right) e^T. \tag{4.15}
\]
When \( T \) is finite, we have
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} \| e(t) \|^2 \right) = O \left( \epsilon^2 \log(\epsilon) \right).
\]
This completes the proof. \( \square \)

### 4.3 The Drift Estimator

As in the averaging case, a natural idea for estimating the drift of the homogenized equation is to use the maximum likelihood estimator (2.5), replacing \( X \) by the solution \( x \) of (4.1a). However, in the case of homogenization we do not get asymptotically consistent estimates if we do not subsample our observations [73, 78, 79]. To achieve a correct estimate, we must subsample the data: we choose \( \Delta \), our time interval for observation, according to the value of the scale parameter \( \epsilon \) and solve the estimation problem for discretely observed diffusion processes, see [73, 78, 79].

The maximum likelihood estimator for the drift of a homogenized equation converges after proper subsampling. We let the observation time interval \( \Delta \) and the number of observations \( N \) both depend on the scaling parameter \( \epsilon \), setting \( \Delta = \epsilon^\alpha \) and \( N = \epsilon^{-\gamma} \). We find the error is optimized in the \( L^2 \) sense when \( \alpha = 1/2 \). We will show that \( \hat{a}_{N,\epsilon} \) converges to \( \hat{a} \) only if \( \frac{\Delta}{\epsilon^2} \to \infty \), in a sense to be made precise later.

**Theorem 4.7.** Suppose that \( x \) is the projection to the \( x \)-coordinate of a solution of system (4.1) satisfying Assumptions 4.1. Let \( \hat{a}_{N,\epsilon} \) be the estimate we get by replacing \( X \) in (2.5) by
\[ \hat{a}_{N, \epsilon} = \left( \frac{1}{N\Delta} \sum_{n=0}^{N-1} (x_{n+1} - x_n) \otimes x_n \right) \left( \frac{1}{N\Delta} \sum_{n=0}^{N-1} x_n \otimes x_n \Delta \right)^{-1} \]  

(4.17)

Then,

\[ \mathbb{E}\|\hat{a}_{N, \epsilon} - \bar{a}\|^2 = \mathcal{O}(\Delta + \frac{1}{N\Delta} + \frac{\epsilon^2}{\Delta^2}) \]

where \( \bar{a} \) as defined in (4.3). Consequently, if \( \Delta = \epsilon^\alpha, N = \epsilon^{-\gamma}, \alpha \in (0, 1), \gamma > \alpha, \)

\[ \lim_{\epsilon \to 0} \mathbb{E}\|\hat{a}_{N, \epsilon} - \bar{a}\|^2 = 0. \]

Furthermore, \( \alpha = 1/2 \) and \( \gamma \geq 3/2 \) optimize the error.

Before proving Theorem 4.7, we first find the magnitude of the increment of \( y \) over a small time interval \( \Delta \). Solving equation (4.1b), we have

\[
y_{n+1} - y_n = (e^{a_{22} \frac{\Delta}{\epsilon^2}} - I)y_n \\
+ \frac{1}{\epsilon^2} \int_{n\Delta}^{(n+1)\Delta} e^{a_{22} \frac{(n+1)\Delta - s}{\epsilon^2}} x(s) ds \\
+ \frac{1}{\epsilon} \int_{n\Delta}^{(n+1)\Delta} e^{a_{22} \frac{(n+1)\Delta - s}{\epsilon^2}} \sqrt{q_2} dV_s.
\]

By triangle inequality, we have

\[
\mathbb{E}\|y_{n+1} - y_n\|^2 \leq \|e^{a_{22} \frac{\Delta}{\epsilon^2}} - I\|^2 \mathbb{E}\|y_n\|^2 \\
+ c\|e^{a_{22} \frac{\Delta}{\epsilon^2}} - I\|^2 \\
+ \frac{1}{2}\|e^{a_{22} \frac{\Delta}{\epsilon^2}}\|^2 \|q_2\|^2.
\]

Since \( a_{22} \) is negative definite, thus,

\[
\mathbb{E}\|y_{n+1} - y_n\|^2 = \mathcal{O}(e^{-\frac{\Delta}{\epsilon^2}} - 1).
\]

By definition \( \Delta = \epsilon^\alpha \), and the property that \( (e^{-\frac{\Delta}{\epsilon^2}} - 1) = \mathcal{O}(\frac{\Delta}{\epsilon^2}) \) if \( \frac{\Delta}{\epsilon^2} \) is small, the above equation can be rewritten as

\[
\mathbb{E}\|y_{n+1} - y_n\|^2 = \mathcal{O}(\epsilon^{\max(\alpha-2,0)}).
\]

(4.19)
Proof. Define $I_1$ and $I_2$ as

$$I_1 = \frac{1}{N\Delta} \sum_{n=0}^{N-1} (x_{n+1} - x_n) \otimes x_n, \quad I_2 = \frac{1}{N\Delta} \sum_{n=0}^{N-1} x_n \otimes x_n \Delta$$

By ergodic theorem, and since $N = e^{-\gamma}$, we have

$$\lim_{\epsilon \to 0} I_2 = \mathbb{E} (x_n \otimes x_n) = C \neq 0$$

which is a constant invertible matrix. Hence instead of proving

$$\mathbb{E} \|\hat{a}_{N,\epsilon} - \hat{a}\|^2 = \mathcal{O}(\Delta^2 + \frac{1}{N\Delta} + \frac{\epsilon^2}{\Delta^2}) ,$$

we prove,

$$\mathbb{E} \|I_1 - \hat{a}I_2\|^2 = \mathcal{O}(\Delta^2 + \frac{1}{N\Delta} + \frac{\epsilon^2}{\Delta^2}).$$

We use the rearranged equation (4.11) of (4.1a) to decompose the error,

$$I_1 - \hat{a}I_2 = J_1 + J_2 + J_3 + J_4 . \quad (4.20)$$

where

$$J_1 = \frac{1}{N\Delta} \sum_{n=0}^{N-1} \left( \hat{a} \int_{n\Delta}^{(n+1)\Delta} x(s) ds - x_n \right) \otimes x_n$$

$$J_2 = \frac{1}{N\Delta} \sum_{n=0}^{N-1} \left( \sqrt{\tilde{q}} \int_{n\Delta}^{(n+1)\Delta} dW_s \right) \otimes x_n$$

$$J_3 = \frac{\epsilon}{N\Delta} \sum_{n=0}^{N-1} (a_{12} + \epsilon a_{14}) \frac{a_{22}^{-1}}{\sqrt{q}} \int_{n\Delta}^{(n+1)\Delta} dy(s) \otimes x_n$$

$$J_4 = \frac{\epsilon}{N\Delta} \sum_{n=0}^{N-1} a_{14} a_{22}^{-1} \sqrt{q} \int_{n\Delta}^{(n+1)\Delta} dV_s \otimes x_n$$
By independence, Itô isometry and ergodicity, we immediately have

\[ E \| J_2 \|^2 = E \| \sqrt{\frac{\tilde{q}}{N^2 \Delta}} \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} dW_s \otimes x_n \|^2 \]

\[ = \frac{\tilde{q}}{N^2 \Delta^2} E \| \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} dW_s \otimes x_n \|^2 \]

\[ \leq \frac{\tilde{q}}{N^2 \Delta^2} N \Delta E \| x_n \|^2 \]

\[ = O \left( \frac{1}{N \Delta} \right), \]

and

\[ E \| J_4 \|^2 = E \| \frac{\epsilon C}{N \Delta} \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} dV_s \otimes x_n \|^2 \]

\[ = \frac{\epsilon^2 C}{N^2 \Delta^2} E \| \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} dV_s \otimes x_n \|^2 \]

\[ \leq \frac{\epsilon^2 C}{N^2 \Delta^2} N \Delta E \left( \| \int_{n\Delta}^{(n+1)\Delta} dV_s \|^2 \right) E(\| x_n \|^2) \]

\[ \leq \frac{\epsilon^2 C}{N^2 \Delta^2} N \Delta E(\| x_n \|^2) \]

\[ = O \left( \frac{\epsilon^2}{N \Delta} \right). \]

By Hölder inequality, and (4.19), we have,

\[ E \| J_3 \|^2 = E \| \frac{\epsilon C}{N \Delta} \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} dy \otimes x_n \|^2 \]

\[ = E \| \frac{\epsilon C}{N \Delta} \sum_{n=0}^{N-1} (y_{n+1} - y_n) \otimes x_n \|^2 \]

\[ \leq \frac{\epsilon^2}{N^2 \Delta^2} E \| \sum_{n=0}^{N-1} (y_{n+1} - y_n) \|^2 E \| \sum_{n=0}^{N-1} x_n \|^2 \]

\[ \leq \frac{\epsilon^2 C}{N^2 \Delta^2} N (\epsilon^{\max(\alpha-2,0)}) N \Delta E \| x_n \|^2 \]

\[ = O \left( \frac{\epsilon^2}{\Delta^2} \right). \]
Finally, we find the squared error for $J_1$. We use the integrated form of equation (4.11) on time interval $[n\Delta, s]$ to replace $x(s)$

$$
\mathbb{E}\|J_1\|^2 = \frac{a^2}{N^2\Delta^2} \mathbb{E} \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} (x(s) - x_n) ds \otimes x_n \|^2
$$
(4.21)

$$
= \frac{a^2}{N^2\Delta^2} \mathbb{E} \sum_{n=0}^{N-1} (K_1^{(n)} + K_2^{(n)} + K_3^{(n)} + K_4^{(n)})\|^2
$$
(4.22)

where,

$$
K_1^{(n)} = \tilde{a} \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} x(u) du ds \otimes x_n ,
$$

$$
K_2^{(n)} = \epsilon (a_{12} + \epsilon a_{14}) a_{22}^{-1} \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} dy(u) du ds \otimes x_n ,
$$

$$
K_3^{(n)} = \sqrt{q} \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} dW_u ds \otimes x_n ,
$$

$$
K_4^{(n)} = \epsilon a_{14} a_{22}^{-1} \sqrt{q} \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} dV_u ds \otimes x_n .
$$

We immediately see that

$$
\mathbb{E}\|J_1\|^2 = \frac{a^2}{N^2\Delta^2} \mathbb{E} \sum_{n=0}^{N-1} \left\| \sum_{i=1}^{4} K_i^{(n)} \right\|^2
$$
(4.24)

$$
+ \frac{a^2}{N^2\Delta^2} \mathbb{E} \sum_{m \neq n} \left\| \left( \sum_{i=1}^{4} K_i^{(n)} \right) \left( \sum_{j=1}^{4} K_j^{(m)} \right) \right\|
$$
(4.25)

**Remark 4.8.** We use the exact decomposition of $\mathbb{E}\|J_1\|^2$ by using (4.24) and (4.25). This is essential in order to obtain more optimized subsampling rate for the drift estimator. For general $L^p$ bound for the error, we can apply Hölder’s inequality to decompose $J_1$ as,

$$
\mathbb{E}\|J_1\|^p = \frac{C}{N^p\Delta^p} \mathbb{E} \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} (x(s) - x_n) ds \otimes x_n \|^p
$$

$$
\leq \frac{C}{N^{p-1}\Delta^p} \mathbb{E} \sum_{n=0}^{N-1} \int_{n\Delta}^{(n+1)\Delta} (x(s) - x_n) ds \|x_n \|^p
$$

which is used in [79]. Using this inequality will give an optimal subsampling rate of $\alpha = 2/3$, and achieves an overall $L^1$ error of order $O(\epsilon^{1/3})$. However, this magnitude of overall
error is not optimal in $L^2$. We will show later that the optimal $L^2$ error can be achieved at the order of $O(\epsilon^{1/2})$, using the exact decomposition shown above.

By Cauchy Schwarz inequality, we know for line (4.24),
\[
E \sum_{n=0}^{N-1} \left\| \sum_{i=1}^{4} K_i^{(n)} \right\|^2 \leq \sum_{n=0}^{N-1} \sum_{i=1}^{4} E \left\| K_i^{(n)} \right\|^2.
\]

Using first order iterated integrals, we have
\[
E \left\| K_1^{(n)} \right\|^2 = E \left\| \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} x(u)du \otimes x_n \right\|^2 \\
\leq C \Delta \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} \|x(u)\|^2 du \otimes x_n \right\|^2 \\
\leq C \Delta \int_{n\Delta}^{(n+1)\Delta} (s-n\Delta)^2 ds \\
= O(\Delta^4).
\]

Using (4.19), we have
\[
E \left\| K_2^{(n)} \right\|^2 = E \left\| eC \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} dy(u)du \otimes x_n \right\|^2 \\
\leq C e^2 \Delta \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} \|y(u) - y(s)\|^2 ds \otimes x_n \right\|^2 \\
\leq C e^2 \Delta \int_{n\Delta}^{(n+1)\Delta} \|y(s) - y(u)\|^2 ds \otimes x_n \right\|^2 \\
\leq C e^2 \Delta \int_{n\Delta}^{(n+1)\Delta} (e^{-s-n\Delta} - 1) ds \\
= O\left(e^4(e^{-\Delta} - 1)\right).
\]

For $K_3^{(n)}$, we have,
\[
E \left\| K_3^{(n)} \right\|^2 = E \left\| \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} \sqrt{q} dW_u du \otimes x_n \right\|^2 \\
\leq C \Delta \int_{n\Delta}^{(n+1)\Delta} \left\| \int_{n\Delta}^{s} dW_u \right\|^2 ds \\
\leq C \Delta \int_{n\Delta}^{(n+1)\Delta} (s-n\Delta) ds \\
= O(\Delta^3).
\]
Since $K^{(n)}_4$ is similar to $K^{(n)}_3$, we have

$$\mathbb{E}\|K^{(n)}_4\|^2 = \mathcal{O}(\epsilon^2 \Delta^3).$$

Thus, for line (4.24), the order of the dominating terms are,

$$\mathbb{E} \sum_{n=0}^{N-1} \| \sum_{i=1}^{4} K^{(n)}_i \|^2 = \mathcal{O}(N \Delta^4 + N \epsilon^4(\epsilon^2 - 1) + N \Delta^3).$$

For line (4.25),

$$\mathbb{E} \sum_{m \neq n} \| (\sum_{i=1}^{4} K^{(n)}_i) (\sum_{j=1}^{4} K^{(m)}_j) \| \leq \sum_{m \neq n} \mathbb{E} \| \sum_{i=1}^{4} K^{(n)}_i \| \mathbb{E} \| \sum_{j=1}^{4} K^{(m)}_j \|.$$

We know,

$$\mathbb{E}\|K^{(n)}_1\|^2 = \mathbb{E}\|C \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} x(u)du ds\|^2$$

$$\leq C \mathbb{E} \left( \int_{n\Delta}^{(n+1)\Delta} (s - n\Delta) ds \right)$$

$$= \mathcal{O}(\Delta^2).$$

Similarly, we have

$$\mathbb{E}\|K^{(n)}_2\|^2 = \epsilon C \mathbb{E} \left( \int_{n\Delta}^{(n+1)\Delta} (y(s) - y_n) ds \right)$$

$$= \mathcal{O}(\epsilon \Delta).$$

Since the integral of Brownian motions is Gaussian

$$\mathbb{E}\|K^{(n)}_3\|^2 = C \mathbb{E} \left( \int_{n\Delta}^{(n+1)\Delta} \int_{n\Delta}^{s} dW_u ds \right)$$

$$= C \mathbb{E} \left( \int_{n\Delta}^{(n+1)\Delta} (W(s) - W(n\Delta)) ds \right)$$

$$= C \mathbb{E} \left( \int_{n\Delta}^{(n+1)\Delta} W(s) ds - W(n\Delta) \Delta \right)$$

$$= 0.$$
and
\[ E\|K_4^{(n)}\| = C\varepsilon E\left(\int_{n\Delta}^{(n+1)\Delta} \int_n^s dV_u ds\right) \]
\[ = C\varepsilon E\left(\int_{n\Delta}^{(n+1)\Delta} V(s)ds - V(n\Delta)\Delta\right) \]
\[ = 0. \]

Thus,
\[ E\sum_{i=1}^4 K_i^{(n)} = O(\Delta^2 + \varepsilon\Delta), \]
immediately we have for line (4.25),
\[ E\sum_{i=1}^4 K_i^{(n)}(\sum_{j=1}^4 K_j^{(m)}) = O(N^2\Delta^4 + N^2\varepsilon^2\Delta^2). \]

Putting all terms for \(J_1\) together, we keep the dominating terms, and by assumption \(N\Delta \to \infty\), and \(\alpha < 2\) since \(e^{-\Delta^2} \to 0\),
\[ E\|J_1\|^2 \leq \frac{C}{N^2\Delta^2}(N\Delta^4 + N\varepsilon^4(e^{-\Delta^2} - 1) + N\Delta^3) \]
\[ + \frac{C}{N^2\Delta^2}(N\Delta^4 + N^2\varepsilon^2\Delta^2) \]
\[ = O\left(\frac{\Delta^2}{N} + \frac{\varepsilon^4}{N\Delta^2}(e^{-\Delta^2} - 1) + \frac{\Delta}{N} + \Delta^2 + \varepsilon^2\right) \]
\[ = O\left(\frac{\varepsilon^4}{N\Delta^2} + \Delta^2 + \varepsilon^2\right). \]

Therefore, putting \(J_i\)'s, \(i \in \{1, 2, 3, 4\}\), together, we have,
\[ E\|I_1 - \tilde{a}I_2\|^2 \leq \sum_{i=1}^4 E\|J_i\|^2 \]
\[ = O\left(\frac{\varepsilon^4}{N\Delta^2} + \Delta^2 + \varepsilon^2\right) \]
\[ + O\left(\frac{\varepsilon^2}{\Delta^2}\right) \]
\[ + O\left(\frac{\varepsilon^2}{N\Delta}\right) \]
\[ = O(\Delta^2 + \frac{1}{N\Delta} + \frac{\varepsilon^2}{\Delta^2}) \]
We rewrite the above equation using \( \Delta = \epsilon^{\alpha} \) and \( N = \epsilon^{-\gamma} \),

\[
\mathbb{E}\|I_1 - \tilde{a}I_2\|^2 = O(\epsilon^{2\alpha} + \epsilon^{\gamma-\alpha} + \epsilon^{2-2\alpha}).
\]

It is immediately seen that \( \alpha = \frac{1}{2} \) and \( \gamma \geq \frac{3}{2} \) optimize the error, and \( \alpha \in (0, 1) \), the order of the error is

\[
\mathbb{E}\|I_1 - \tilde{a}I_2\|^2 = O(\epsilon).
\]

This completes the proof. \( \square \)

### 4.4 The Diffusion Estimator

Just as in the case of the drift estimator, we define the diffusion estimator by the maximum likelihood estimator (2.6), where \( X \) is replaced by the discretized solution of (4.1a). More specifically, we define

\[
\hat{q}_\epsilon = \frac{1}{N\Delta} \sum_{n=0}^{N-1} (x_{n+1} - x_n) \otimes (x_{n+1} - x_n)
\]  

(4.26)

where \( x_n = x(n\Delta) \) is the discrete observation of the process generated by (4.1a) and \( \Delta \) is the observation time interval.

**Theorem 4.9.** Suppose that \( x \) is the projection to the \( x \)-coordinate of a solution of system (4.1) satisfying Assumptions 4.1. Let \( \hat{q}_\epsilon \) be the estimate we get by replacing \( X \) in (2.6) by \( x \), i.e.

\[
\hat{q}_\epsilon = \frac{1}{T} \sum_{n=0}^{N-1} (x_{n+1} - x_n) \otimes (x_{n+1} - x_n).
\]

Then

\[
\mathbb{E}\|\hat{q}_\epsilon - \tilde{q}\|^2 = O \left( \Delta + \epsilon^2 + \frac{\epsilon^4}{\Delta^2} \right)
\]

where \( \tilde{q} \) as defined in (4.4). Consequently, if \( \Delta = \epsilon^{\alpha} \), fix \( T = N\Delta \), and \( \alpha \in (0, 2) \), then

\[
\lim_{\epsilon \to 0} \mathbb{E}\|\hat{q}_\epsilon - \tilde{q}\|^2 = 0.
\]

Furthermore, \( \alpha = 4/3 \) optimizes the error.

We first define

\[
\sqrt{\Delta} \eta_n = \int_{n\Delta}^{(n+1)\Delta} dW_t.
\]
**Proof.** We now prove Theorem 4.9. Using the integral form of equation (4.11),

\[
x_{n+1} - x_n = \int_{n\Delta}^{(n+1)\Delta} \sqrt{q} dW_s + \hat{R}_1 + \hat{R}_2 + \hat{R}_3
\]

where

\[
\hat{R}_1 = \hat{a} \int_{n\Delta}^{(n+1)\Delta} x(s) ds
\]
\[
\hat{R}_2 = \epsilon a_{14} a_{22}^{-1} \sqrt{q_2} \int_{n\Delta}^{(n+1)\Delta} dV_s
\]
\[
\hat{R}_3 = \epsilon (a_{12} + \epsilon a_{14}) a_{22}^{-1} \int_{n\Delta}^{(n+1)\Delta} dy(s)
\]

We rewrite line (4.27) as

\[
\int_{n\Delta}^{(n+1)\Delta} \sqrt{q} dW_s = \sqrt{q\Delta} \eta_n
\]

where \(\eta_n\) are \(\mathcal{N}(0, I)\) random variables.

For \(\Delta\) and \(\epsilon\) sufficiently small, by Cauchy-Schwarz inequality

\[
E\left\| c \int_{n\Delta}^{(n+1)\Delta} x(s) ds \right\|^2 \leq cE \int_{n\Delta}^{(n+1)\Delta} \|x(s)\|^2 ds \int_{n\Delta}^{(n+1)\Delta} ds
\]
\[
\leq c \Delta E \int_{n\Delta}^{(n+1)\Delta} \|x(s)\|^2 ds
\]
\[
\leq c \Delta^2 E \left( \sup_{n\Delta \leq s \leq (n+1)\Delta} \|x(s)\|^2 \right)
\]
\[
= O(\Delta^2)
\]

Therefore, \(E\|\hat{R}_1\|^2 = O(\Delta^2)\)

By Itô isometry \(E\|\hat{R}_2\|^2 = O(\epsilon^2 \Delta)\)

Then we look at \(\hat{R}_3\),

\[
E\|\hat{R}_3\|^2 = \epsilon^2 C E\|y_{n+1} - y_n\|^2
\]
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By (4.19), we have
\[ \mathbb{E} \| \hat{R}_q \|^2 = O(\epsilon^{\max(n,2)}) \] (4.28)

We substitute \((x_{n+1} - x_n)\) into the estimator \(\hat{q}_c\) in Theorem 4.9. We decompose the estimator’s error as follows,

\[
\hat{q}_c - \tilde{q} = \tilde{q}( \frac{1}{N} \sum_{n=0}^{N-1} \eta_n \otimes \eta_n - I) + \frac{1}{T} \sum_{n=0}^{N-1} \sum_{i=1}^{3} (\hat{R}_i \otimes \hat{R}_i) + \frac{1}{T} \sum_{n=0}^{N-1} \sum_{i=1}^{3} \hat{R}_i \otimes \sqrt{\tilde{q} \Delta \eta_n} + \frac{1}{T} \sum_{n=0}^{N-1} \sum_{i=1}^{3} \sqrt{\tilde{q} \Delta \eta_n} \otimes \hat{R}_i + \frac{1}{T} \sum_{n=0}^{N-1} \left( \sum_{i \neq j} \hat{R}_i \otimes \hat{R}_j \right) = R
\]

Then we bound the mean squared error using Cauchy Schwarz inequality.

\[
\mathbb{E} (\hat{q}_c - \tilde{q})^2 \leq C \tilde{q}^2 \mathbb{E} \left( \frac{1}{N} \sum_{n=0}^{N-1} \eta_n^2 - I \right)^2 + C \sum_{i=1}^{3} \mathbb{E} \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_i^2 \right)^2 + C \sum_{i=1}^{3} \mathbb{E} \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_i \otimes \sqrt{\tilde{q} \Delta \eta_n} \right)^2 + C \sum_{i=1}^{3} \mathbb{E} \left( \frac{1}{T} \sum_{n=0}^{N-1} \sqrt{\tilde{q} \Delta \eta_n} \otimes \hat{R}_i \right)^2 + C \sum_{i \neq j} \mathbb{E} \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_i \otimes \hat{R}_j \right)^2
\]

(4.29) (4.30) (4.31) (4.32) (4.33)

Notice that we use the simplified \((\cdot)^2\) notation in this section, what we mean is actually square by tensor product. By law of large numbers, it is easy to see that line (4.29) is of order \(O(\Delta)\).
In line (4.30), for $i \in \{1, 2\}$, we have
\[ E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_i^2 \right)^2 = \frac{1}{T^2} E \sum_{n=0}^{N-1} \hat{R}_i^2)^2. \]

Since $E\|\hat{R}_1\|^2 = O(\Delta^2)$, we have
\[ E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_1^2 \right)^2 = O \left( N^2(\Delta^2)^2 \right) = O(\Delta^2); \]

since $E\|\hat{R}_2\|^2 = O(\epsilon^2 \Delta)$, we have
\[ E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_2^2 \right)^2 = O \left( N^2(\epsilon^2)^2 \right) = O(\epsilon^4). \]

It is different for $E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_3^2 \right)^2$, by (4.19), we have
\[ E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_3^2 \right)^2 = C \epsilon^4 T^2 E \left( \sum_{n=0}^{N-1} (y_{n+1} - y_n)^2 \right)^2 \]
\[ \leq C \epsilon^4 N \sum_{n=0}^{N-1} E \left( y_{n+1} - y_n \right)^4 \]
\[ = O \left( \frac{\epsilon^{4+2 \max(0, \alpha-2)}}{\Delta^2} \right) \]
\[ = O \left( \frac{\epsilon^{\max(4,2\alpha)}}{\Delta^2} \right). \]

Adding up all terms for line (4.30), we have,
\[ \sum_{i=1}^{3} E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_i^2 \right)^2 = O \left( \Delta^2 + \epsilon^4 + \frac{\epsilon^{\max(4,2\alpha)}}{\Delta^2} \right). \] (4.34)

In line (4.31), for $i \in \{1, 2\}$, we have
\[ E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_i \otimes \sqrt{\Delta} \eta_n \right)^2 \leq C N^2 \Delta E \left( \hat{R}_i \otimes \eta_n \right)^2 = C N E \|\hat{R}_i\|^2 \]
Since $E\|\hat{R}_1\|^2 = O(\Delta^2)$, we have

$$E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_1 \otimes \sqrt{q} \Delta \eta_n \right)^2 = O(N \Delta^2) = O(\Delta);$$

since $E\|\hat{R}_2\|^2 = O(\epsilon^2 \Delta)$, we have

$$E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_2 \otimes \sqrt{q} \Delta \eta_n \right)^2 = O(N \epsilon^2 \Delta) = O(\epsilon^2).$$

Again, it is different for $E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_3 \otimes \sqrt{q} \Delta \eta_n \right)^2$ due to correlation between $\hat{R}_3^{(n)}$ and $\eta_n$. Using the expression from (4.18) by only considering the dominating terms, we have

$$E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_3 \otimes \sqrt{q} \Delta \eta_n \right)^2$$

$$= E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_3^2 \left( \sqrt{q} \Delta \eta_n \right)^2 \right)$$

$$+ E \left( \frac{1}{T^2} \sum_{m \neq n} \hat{R}_3^{(m)} \hat{R}_3^{(n)} \int_{m \Delta}^{(m+1) \Delta} \sqrt{q} dW_s \int_{n \Delta}^{(n+1) \Delta} \sqrt{q} dW_s \right)$$

By computing the order of the dominating terms and the martingale terms, when $m = n$,

$$E \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_3^2 \left( \sqrt{q} \Delta \eta_n \right)^2 \right) = \frac{1}{T} \sum_{n=0}^{N-1} \Delta E \left( \hat{R}_3^2 \eta_n^2 \right)$$

$$= \frac{1}{T} \sum_{n=0}^{N-1} \Delta \left( \hat{R}_3^2 \eta_n^2 \right)$$

$$= O(\epsilon^{\max(\alpha,2)})$$
and when \( m < n \),

\[
\mathbb{E}\left( \frac{1}{T^2} \sum_{m \neq n} \hat{R}_3^{(m)} \hat{R}_3^{(n)} \int_{m\Delta}^{(m+1)\Delta} \sqrt{q} dW_s \int_{n\Delta}^{(n+1)\Delta} \sqrt{q} dW_s \right) \\
\leq CN^2 \epsilon^2 \mathbb{E} \left( ((y_{n+1} - y_n)(y_{m+1} - y_m) \times \int_{n\Delta}^{(n+1)\Delta} dW'_s \int_{m\Delta}^{(m+1)\Delta} dW_s \right) \\
\leq CN^2 \epsilon^2 \mathbb{E} \left( (y_{n+1} - y_n) \int_{n\Delta}^{(n+1)\Delta} dW'_s \right) \\
\times \mathbb{E} \left( (y_{m+1} - y_m) \int_{m\Delta}^{(m+1)\Delta} dW_s |\mathcal{F}_{m\Delta} \right) \\
\leq CN^2 \epsilon^2 \mathbb{E} \left( (y_{n+1} - y_n) \int_{n\Delta}^{(n+1)\Delta} dW'_s \right) \\
\times \mathbb{E} \left( (y_{m+1} - y_m) \int_{m\Delta}^{(m+1)\Delta} dW_s |\mathcal{F}_{m\Delta} \right)
\]

Using the expansion in (4.18), and using the dominating terms only,

\[
\mathbb{E} \left( (y_{m+1} - y_m) \int_{n\Delta}^{(n+1)\Delta} dW_s |\mathcal{F}_{m\Delta} \right) \\
= \mathbb{E} \left( (e^{-\Delta \frac{s}{\epsilon^2}} - 1) y_m \right) \\
+ \frac{1}{\epsilon^2} \int_{m\Delta}^{(m+1)\Delta} e^{-\frac{(m+1)\Delta - s}{\epsilon^2}} x(s) ds \\
+ \frac{1}{\epsilon} \int_{m\Delta}^{(m+1)\Delta} e^{-\frac{(m+1)\Delta - s}{\epsilon^2}} dV_s \int_{m\Delta}^{(m+1)\Delta} dW_s |\mathcal{F}_{m\Delta} \right)
\]

Therefore, when \( m < n \), we have,

\[
\mathbb{E}\left( \frac{1}{T^2} \sum_{m \neq n} \hat{R}_3^{(m)} \hat{R}_3^{(n)} \int_{m\Delta}^{(m+1)\Delta} \sqrt{q} dW_s \int_{n\Delta}^{(n+1)\Delta} \sqrt{q} dW_s \right) \\
= \mathcal{O}(\epsilon^4 (e^{-\Delta \frac{s}{\epsilon^2}} - 1)^2) \\
= \mathcal{O}(\epsilon^{4-2\alpha+2 \max(\alpha-2,0)}) \\
= \mathcal{O}(\epsilon^{\max(0,4-2\alpha)})
\]

In the case \( m > n \), the result is identical due to symmetry. Adding up all terms for line
Line (4.31),

\[ \sum_{i=1}^{5} \mathbb{E} \left( \frac{1}{T} \sum_{n=0}^{N-1} \hat{R}_i \otimes \sqrt{\hat{q}} \Delta \eta_n \right)^2 \]

\[ = \mathcal{O} \left( \Delta^2 + \epsilon^2 + \epsilon^{\max(\alpha,2)} + \epsilon^2 \max(0,2-\alpha) \right) \] (4.35)

Line (4.32) is symmetric with line (4.31), which we can conclude it has the same order in (4.35).

In line (4.33), we have

\[ \sum_{i \neq j} \mathbb{E} \left( \sum_{n=0}^{N-1} \hat{R}_i \otimes \hat{R}_j \right)^2 \leq N \mathbb{E} \| R_i \|^2 \mathbb{E} \| R_j \|^2 \]

Substituting in the \( L^2 \) norms of each \( \hat{R}_i, i \in \{1, 2, 3\} \), we have for line (4.33),

\[ \sum_{i \neq j} \mathbb{E} \left( \sum_{n=0}^{N-1} \hat{R}_i \otimes \hat{R}_j \right)^2 \]

\[ = \mathcal{O} \left( \Delta^2 \epsilon^2 + \Delta \epsilon^{\max(\alpha,2)} + \epsilon^2 \max(\alpha,2) \right) \] (4.36)

Aggregating bounds (4.34), (4.35) and (4.36) for equation lines from (4.29) to (4.33) respectively, we have

\[ \mathbb{E} \| \hat{q} - \tilde{q} \|^2 \]

\[ = \mathcal{O} \left( \Delta \right) \]

\[ + \mathcal{O} \left( \Delta^2 + \Delta \epsilon^{\max(\alpha,2)} \right) \]

\[ + \mathcal{O} \left( \Delta + \epsilon^2 + \epsilon^{\max(\alpha,2)} + \epsilon^2 \max(0,2-\alpha) \right) \]

\[ + \left( \Delta^2 \epsilon^2 + \Delta \epsilon^{\max(\alpha,2)} + \epsilon^2 \max(\alpha,2) \right) \]

It is clear that when \( \alpha < 2 \),

\[ \mathbb{E} \| \hat{q} - \tilde{q} \|^2 = \mathcal{O} \left( \Delta + \epsilon^{4-2\alpha} + \epsilon^2 \right). \]

The error is minimized when \( \alpha = 4/3 \), which is of order

\[ \mathbb{E} \| \hat{q} - \tilde{q} \|^2 = \mathcal{O} \left( \epsilon^\frac{4}{3} \right). \]
It is easy to see when $\alpha > 2$, the error explodes. This completes the proof.

4.5 Numerical Example

We show our findings in this chapter through the a numerical example. The multiscale system of interest is

\[
\begin{align*}
\frac{dx}{dt} &= \frac{1}{\epsilon}(-x - y) + (-x + y) + \sqrt{2} \frac{dU}{dt} \\
\frac{dy}{dt} &= \frac{1}{\epsilon^2}(-x - y) + \frac{\sqrt{2}}{\epsilon} \frac{dV}{dt},
\end{align*}
\tag{4.37a}
\tag{4.37b}
\]

The homogenized equation is

\[
\frac{dX}{dt} = -2X + \sqrt{4} \frac{dW}{dt}.
\tag{4.38}
\]

To justify the optimal subsampling rate for drift estimator, we simulate the multiscale system using the exact solution of the OU process. Each path is subsampled with $N = \epsilon^{1.5}$ number of observations at a time increment of $\Delta = \epsilon^\alpha$, with $\alpha \in [0.1, 1]$. We take $\epsilon = 2^{-4}, \ldots, 2^{-12}$. Each estimate is based on 100 paths. The initial condition is set at $(x_0, y_0) = (0, 0)$.

The $L^2$ norm of the errors from the drift estimator $\hat{a}_{N, \epsilon}$ at different subsampling rate and $\epsilon$ are plotted in Figure 4.1, we can find the optimal subsampling rate $\alpha$ is roughly between 0.5 and 0.7, which agrees with our choice of $\alpha = 1/2$. Figure 4.2 provides an alternative view of the 3D contour surface.

To justify the optimal subsampling rate for the diffusion estimator $\hat{q}_{\epsilon}$, we simulate the multiscale system using exact solution. Each path is generated over a fixed total time horizon of $T = 1$, at a very fine resolution with $\delta = 2^{-20}$, with available number of observations $N = 2^{20}$. Each estimate is based on 100 paths. We take the scale parameter $\epsilon = 2^{-2}, \ldots, 2^{-9.5}$, and test the diffusion estimator a sequence of subsampling rates $\alpha$ over each path at rates $[0.1, 2]$. When subsampling the observations, we make full use of each simulated path as introduced in [1] by setting the start of each subsampled sequence consecutively.

We find from Figure 4.3, that the $L^2$ norm of the error is minimized roughly within the interval of $\alpha = [1.2, 1.6]$, this agrees with our expectation of finding $\alpha = 4/3$ optimizes error. Figure 4.4 provides an alternative view of the 3D contour surface.
Figure 4.1: Homogenization: $L^2$ norm of $(\hat{a}_{N,\epsilon} - \tilde{a})$ for different $\epsilon$ and $\alpha$

Figure 4.2: Homogenization: $L^2$ norm of $(\hat{a}_{N,\epsilon} - \tilde{a})$ for different $\epsilon$ and $\alpha$ (alternative view)
Figure 4.3: Homogenization: $L^2$ norm of $(\hat{q}_e - \tilde{q})$ for different $\epsilon$ and $\alpha$

Figure 4.4: Homogenization: $L^2$ norm of $(\hat{q}_e - \tilde{q})$ for different $\epsilon$ and $\alpha$ (alternative view)
4.6 Conclusion

In this chapter, we have verified asymptotic limits of the maximum likelihood estimators for the drift (2.5) and diffusion (2.6) parameters of an OU process, while observing data from the slow part of a multiscale system (4.1). We have verified that the discrepancy between the solution of the homogenized equation (4.2) and the slow part of the system (4.1a), in the $L^2$ sense, is small when $\epsilon$ is small. In summary,

- we take discrete observations from the multiscale system (4.1a) $x$;
- we have shown that the mismatch between trajectories of $x$ and $X$ is asymptotically small if $\epsilon$ is small;
- we have shown that the maximum likelihood estimator $\hat{a}_{N,\epsilon}$ converges to $\tilde{a}$ as $\epsilon \to 0$, with proper subsampling at time step $\Delta = \epsilon^\alpha$, and $N = \epsilon^{-\gamma}$. The values $\alpha = 1/2$ and $\gamma \geq 3/2$ optimize the error in $L^2$ sense;
- we have shown that the maximum likelihood estimator $\hat{q}_{\epsilon}$ converges to $\tilde{q}$ as $\epsilon \to 0$, with proper subsampling at time step $\Delta = \epsilon^\alpha$, and the total time horizon fixed at $T = N\Delta$. The values $\alpha = 4/3$ optimizes the error in $L^2$ sense;

We did not examine the asymptotic variances for the estimators as we did for the case of averaging. It is because we believe that the method we used in the case of averaging is not readily applicable for the case of homogenization, since it results in too many decomposed error terms, the correlations become too difficult to be accurately quantified. We believe we need better ways to decompose the error terms, and also better tools to quantify the limiting variances.

In future works, when possible, we can further relax the assumptions imposed on the drift and diffusion matrices, possibly in the ways addressed in the remarks to the assumptions.
Part II

FILTERING FOR MULTISCALE PROCESSES
Chapter 5

Averaging and Kalman Filter

In Part I, we have shown the behaviour of multiscale methods of averaging and homogenization applied to the drift and diffusion estimation problem of Ornstein Uhlenbeck (OU) processes. Since the path of the slow part of the OU process can be approximated closely by the averaged/homogenized process as we have shown in Sections 3.2 and 4.2 respectively, it is natural that we would like to take advantage of this property in other applications. In this chapter, we will integrate the method of averaging with the linear filtering problem. We compare the behaviour of the Kalman filter [9, 22, 47, 68] for a multiscale OU system with that for the averaged system. We will look at the behaviour of the Kalman filter for a system of multiscale OU process, as well as the Kalman filter for the averaged process. Our goal is to show that the marginal Kalman filtered distribution for the slow part of the multiscale OU system approximates the filtered distribution from the averaged process using the data from the multiscale system.

We derive the Kalman filter for the multiscale OU system in section 5.1, and then introduce the Kalman filter for the averaged process in section 5.2. We discuss the convergence between Kalman filters for the multiscale system and the averaged process in section 5.3. A numerical example is discussed in section 5.4.

5.1 Kalman Filter for the Multiscale System

Recall the multiscale system (3.1) satisfying Assumptions 3.1,

\[
\begin{align*}
\frac{dx}{dt} &= a_{11}x + a_{12}y + \sqrt{q_1} \frac{dU}{dt} \\
\frac{dy}{dt} &= \frac{1}{\epsilon} (a_{21}x + a_{22}y) + \sqrt{\frac{q_2}{\epsilon}} \frac{dV}{dt}
\end{align*}
\]

with initial condition \((x(0)^*, y(0)^*)^* \sim \mathcal{N}(m_0, v_0)\).
We rewrite the above system as
\[
\frac{dx}{dt} = ax + \sqrt{q}dW, \quad x(0) \sim \mathcal{N}(m_0, v_0),
\]  (5.2)
where,
\[
x = \begin{pmatrix} x \\ y \end{pmatrix},
\]
\[
a = a_0 + \frac{1}{\epsilon}a_1 = \begin{pmatrix} a_{11} & a_{12} \\ 0 & 0 \end{pmatrix} + \frac{1}{\epsilon} \begin{pmatrix} 0 & 0 \\ a_{21} & a_{22} \end{pmatrix},
\]
and
\[
q = q_0 + \frac{1}{\epsilon}q_1 = \begin{pmatrix} q_1 & 0 \\ 0 & 0 \end{pmatrix} + \frac{1}{\epsilon} \begin{pmatrix} 0 & 0 \\ 0 & q_2 \end{pmatrix}
\]
for which \(x \in \mathcal{X}, y \in \mathcal{Y}, x \in \mathcal{X} \oplus \mathcal{Y}\). We take \(\mathcal{X} = \mathbb{R}^{d_1}\), and \(\mathcal{Y} = \mathbb{R}^{d_2}\). Suppose we observe \(z\), a noise contaminated integral of \(x\), which follows the SDE
\[
\frac{dz}{dt} = h'x + \sqrt{\tau}dw, \quad z(0) = 0,
\]  (5.3)
where \(h = (h_1, h_2)\) for which \(h_1 \in \mathbb{R}^{l \times d_1}, h_2 \in \mathbb{R}^{l \times d_2}\), \(\tau\) is invertible and \(W, w\) are independent standard Brownian motions. Equation (5.3) shows that the observation is a linear transformation of the hidden process \(x\), contaminated by Gaussian noise. Notice that \(x\) is Gaussian from equation (5.2). Under this setup, the conditional distribution of \(x|z\) is also Gaussian and is characterized by a mean \(m(t)\) and covariance matrix \(v(t)\). These two quantities satisfy a pair of closed nonlinear ODEs, known as the Kalman filter [68]:
\[
\begin{align*}
\frac{dv}{dt} & = a'v + va^* - vh\tau^{-1}hv + q, \quad \text{(5.4a)} \\
\frac{dm}{dt} & = amdt + (vh\tau^{-1})(dz - hmdt). \quad \text{(5.4b)}
\end{align*}
\]
with initial conditions \(v(0)\) and \(m(0)\)

Our interest is the conditional distribution of the slow part of the multiscale system \(x\) given observations \(z\), which is the marginal of the Gaussian distribution \(\mathcal{N}(m(t), v(t))\). We set
\[
\begin{align*}
v_x & = I_{d_1}vI_{d_1}^*, \\
m_x & = I_{d_1}m,
\end{align*}
\]  (5.5a, 5.5b)
where
\[
I_{d_1} = \begin{pmatrix}
1 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{pmatrix}_{d_1} \begin{pmatrix}
0 & \cdots & 0
\end{pmatrix}_{d_2}.
\] (5.6)

and * denotes transposition of a matrix or the adjoint of an operator.

### 5.2 Kalman Filter for the Averaged Process

Now consider the averaged equation for the slow process in (5.2). From Chapter 3, we know that the slow process \(x\) of (5.2) can be averaged to the following SDE
\[
\frac{dX}{dt} = \tilde{a}X + \sqrt{q_1}dU,\quad X(0) = x(0) \sim \mathcal{N}(M_0, V_0)
\] (5.7)
where \(\tilde{a} = a_{11} - a_{12}a_{22}^{-1}a_{21}\).

The observations taken from \(z\) should be close to \(Z\) from the SDE below, if \(\epsilon\) is small,
\[
\frac{dZ}{dt} = \tilde{h}X + \sqrt{\tau}dw,\quad Z(0) = 0,
\] (5.8)
where \(\tilde{h} = h_1 - h_2a_{22}^{-1}a_{21}\).

The conditional distribution \(X(t)|Z(t)\) is Gaussian and is characterized by a mean \(M(t)\) and covariance matrix \(V(t)\). The corresponding Kalman filter can be derived as the following coupled SDEs,
\[
\begin{align*}
\frac{dV}{dt} &= \tilde{a}V + V\tilde{a}^* - V\tilde{h}^* \tau^{-1}\tilde{h}V + q_1, \quad \text{(5.9a)} \\
\frac{dM}{dt} &= \tilde{a}Md + (V\tilde{h}^* \tau^{-1})(dZ - \tilde{h}Md) \quad \text{(5.9b)}
\end{align*}
\]

We will show in Section 5.3, that if we feed the observations from (5.3) to the Kalman filter (5.9), with identical initial conditions, the Gaussian distribution characterized by (5.5) converges to (5.9), as \(\epsilon \to 0\).

### 5.3 The Convergence of the Kalman Filters

We will prove in this section, as \(\epsilon\) gets small, the distribution of Kalman filter described in (5.5) converges to the distribution of the Kalman filter described (5.9), given that we take \(Z(t) = z(t)\) in equation (5.9b).
Theorem 5.1. Consider the scale separated Ornstein-Uhlenbeck system (5.2), and let Assumptions 3.1 hold and only consider the scalar processes when $d_1 = d_2 = 1$. By feeding noisy observations $\{z(s)\}_{0 \leq s \leq t}$ from equation (5.3) to both the marginal filtered distribution of the multiscale system $\mathcal{N}(m_x(s, z(s)), v_x(s))$ and the filter distribution of the averaged equation $\mathcal{N}(M(s, z(s)), V(s))$, then, for every $1 \gg \epsilon > 0$,

(i) $\|v_x(s) - V(s)\| = \mathcal{O}(\epsilon)$, for any $s \in [0, t]$, given initial condition $v_x(0) = V(0)$;

(ii) $\mathbb{E}(m_x(s, z(s)) - M(s, z(s)))^2 = \mathcal{O}(\epsilon^2)$ for any $s \in [0, t]$, given initial condition $m_x(0, z(0)) = M(0, z(0))$.

Before going to the main result of this chapter, we first define some linear operators for an arbitrary symmetric matrix $m$:

\[
\begin{align*}
\mathcal{L}_0 m &= a_0 m + m a_0^*, \\
\mathcal{L}_1 m &= a_1 m + m a_1^*, \\
\mathcal{L}^\epsilon m &= a m + m a^* = \mathcal{L}_0 m + \frac{1}{\epsilon} \mathcal{L}_1 m.
\end{align*}
\]

and for simplicity, denote

\[
S = h^* \tau^{-1} h. \tag{5.10}
\]

We will write the covariance matrix $v$ in terms of its scalar entries,

\[
v = \begin{pmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{pmatrix}
\]

since $v$ characterizes covariance, $v_{21} = v_{12}^*$.

Proof. Proof of (i) in Theorem 5.1.

Recall the definition for the variance (5.4a) written in simplified notation defined above

\[
\frac{dv}{dt} = av + va^* - vh^* \tau^{-1} hv + q = \mathcal{L}_0 v + \frac{1}{\epsilon} \mathcal{L}_1 v - vSv + \left( q_0 + \frac{1}{\epsilon} q_1 \right) \tag{5.11}
\]

By rearranging the equation above, we have

\[
\mathcal{L}_1 v = -q_1 + \epsilon \left( \frac{dv}{dt} - \mathcal{L}_0 v + vSv - q_0 \right) \tag{5.12}
\]

Using the block representation of $v$, we have a system of 3 equations, for which the
equation corresponds to the lower-left block can be written as follows,

\[ a_{21}v_{11} + a_{22}v_{21} = \epsilon \left( \frac{dv_{21}}{dt} - (v_{21}a_{11} + v_{22}a_{12}) + ((v_{21}S_{11} + v_{22}S_{12})v_{11} + (v_{21}S_{12} + v_{22}S_{22})v_{21}) - q_1 \right) \]

The above equation can be solved approximately for \( v_{21} \) as a function of \( v_{11} \).

\[ v_{21} = -a_{22}^{-1}a_{21}v_{11} + \epsilon C \quad (5.13) \]

We now try to find an \( \epsilon \)-independent bound for the \( C \) in equation (5.13). By writing the symmetric square matrices in vector forms, we define

\[ w_v = \begin{pmatrix} a_{21}v_{11} + a_{22}v_{21} \\ \epsilon C \end{pmatrix}, \quad \vec{b} = (a_{21}, a_{22}, 0), \]

\[ \vec{v} = \begin{pmatrix} v_{11} \\ v_{12} \\ v_{22} \end{pmatrix}, \quad \vec{q}_0 = \begin{pmatrix} q_1 \\ 0 \\ 0 \end{pmatrix}, \quad \vec{q}_1 = \begin{pmatrix} 0 \\ 0 \\ q_2 \end{pmatrix}. \]

We can write

\[ \frac{dw_v}{dt} = \vec{b} \frac{d\vec{v}}{dt} = \vec{b} \left( \tilde{a}_1 \vec{v} + \frac{1}{\epsilon} \tilde{a}_2 \vec{v} + \vec{q}_0 + \frac{1}{\epsilon} \vec{q}_1 - \vec{F}(\vec{v}) \right) \]

for which \( \vec{F}(\vec{v}) \) is the corresponding vectorized form of matrix \( vSv \), and

\[ \tilde{a}_1 = \begin{pmatrix} 2a_{11} & 2a_{12} & 0 \\ 0 & a_{11} & a_{12} \\ 0 & 0 & 0 \end{pmatrix}, \quad \tilde{a}_2 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & a_{21} & a_{22} \\ 0 & 2a_{21} & 2a_{22} \end{pmatrix}. \]

We find that for the fast scale terms with order \( \mathcal{O}(\frac{1}{\epsilon}) \),

\[ \vec{b}\tilde{a}_2\vec{v} = (a_{21}, a_{22}, 0) \begin{pmatrix} 0 & 0 & 0 \\ a_{21} & a_{22} & 0 \\ 0 & 2a_{21} & 2a_{22} \end{pmatrix} \begin{pmatrix} v_{11} \\ v_{12} \\ v_{22} \end{pmatrix} = a_{22}w_v \]

and

\[ \vec{b}\vec{q}_1 = (a_{21}, a_{22}, 0) \begin{pmatrix} 0 \\ 0 \\ q_2 \end{pmatrix} = 0 \]
Therefore, we can write the differential equation for \( w_v \) as
\[
\frac{dw_v}{dt} = \frac{1}{\epsilon}a_{22}w_v + \tilde{b}q_0 + \tilde{b}a_1v - \tilde{b}F(\tilde{v})
\]
\[
= \frac{1}{\epsilon}a_{22}\left(w_v + \epsilon\tilde{G}(v)\right)
\]
where \( \tilde{G}(\tilde{v}) = a_{22}^{-1}\left(\tilde{b}q_0 + \tilde{b}a_1v - \tilde{b}F(\tilde{v})\right) \).

Solving this nonhomogeneous first order linear equation, we find the solution
\[
w_v(t) = \epsilon \int_0^t e^{\frac{a_{22}}{\epsilon}(t-s)}\tilde{G}(\tilde{v}(s))ds.
\]

Since the unconditional variance of the invariant measure of a multiscale OU system of the form (3.1) is finite and independent of time and \( \epsilon \), we have \( \lim_{t \to \infty} E(x^2(t)) \leq c \) and \( \lim_{t \to \infty} E(y^2(t)) \leq c \), for \( c \) some finite constant independent of \( t \) and \( \epsilon \). Immediately, we also know that the covariance \( E(x(t)y(t)) \leq \sqrt{E(x^2(t))E(y^2(t))} \leq c \). Hence we know that the unconditional covariance matrix of the multiscale system is finite, and by the solution to an OU SDE as described in (2.2) and the invariant variance as in (2.4), we can immediately deduce that the invariant variance is the upper bound for the variance of \( x(t) \) and \( y(t) \). We know that \( v(t) \) is the conditional covariance matrix of the coupled system \( (x(t), y(t)) \) given \( \{z(s)\}_{0 \leq s \leq t} \). We know the conditional variance is always less than or equal to the unconditional variance, and since the unconditional variance is bounded above by the invariant variance, we conclude that \( v(t) \leq C \), for some \( C \) independent of \( t \) and \( \epsilon \).

Since \( \tilde{G}(\tilde{v}(t)) \) is a continuous quadratic function of \( v(t) \), and \( a_{22} < 0 \), we can obtain an upper bound for the following integral,
\[
\| \int_0^t e^{\frac{a_{22}}{\epsilon}(t-s)}\tilde{G}(\tilde{v}(s))ds \| \leq \sup_{0 \leq s \leq t} \|\tilde{G}(\tilde{v}(s))\| \int_0^t e^{\frac{a_{22}}{\epsilon}(t-s)}ds \| \leq c
\]
for which the \( \|\cdot\| \) is a vector norm, and \( c \) is an \( \epsilon \)-independent constant. Therefore, we proved that \( w_v(t) \) is of order \( O(\epsilon) \), and consequently,
\[
v_{21} = -a_{22}^{-1}a_{21}v_{11} + \epsilon C
\]
where \( C \) is of order \( O(1) \).
According to (5.11), we have the equation for the top-left block as follows,

\[
\frac{dv_{11}}{dt} = ((a_{11}v_{11} + a_{12}v_{21}) + (v_{11}a_{11} + v_{12}a_{12})) \\
+ \frac{1}{\epsilon} \cdot 0 \\
- ((v_{11}S_{11} + v_{12}S_{21})v_{11} + (v_{11}S_{12} + v_{12}S_{22})v_{21}) \\
+ q_1
\]

By substituting the solution of \( v_{21} \) from equation (5.13) into the above equation, and considering \( v_{21} = v_{12} \), and the definitions of \( \tilde{h} \) and \( \tilde{a} \), we have

\[
\frac{dv_{11}}{dt} = (a_{11}v_{11} + a_{12}v_{21}) + (v_{11}a_{11} + v_{12}a_{12}) \\
- (v_{11}\tilde{h}_1\tau^{-1}h_1 + v_{12}h_2\tilde{h}_1\tau^{-1}h_2) v_{11} - (v_{11}h_1\tau^{-1}h_2 + v_{12}h_2\tau^{-1}h_2) v_{12} \\
+ q_1 \\
= (a_{11} - a_{12}a_{22}^{-1}a_{21} + \epsilon C) v_{11} + v_{11} (a_{11} - a_{21}a_{22}^{-1}a_{12} + \epsilon C) \\
- v_{11} (h_1 - a_{21}a_{22}^{-1}h_2 + \epsilon C) \tau^{-1}h_1 v_{11} - v_{11} (h_1 - a_{21}a_{22}^{-1}h_2 + \epsilon C) \tau^{-1}h_2 v_{12} \\
+ q_1 \\
= (a_{11} - a_{12}a_{22}^{-1}a_{21} + \epsilon C) v_{11} + v_{11} (a_{11} - a_{21}a_{22}^{-1}a_{12} + \epsilon C) \\
- v_{11} (h_1 - a_{21}a_{22}^{-1}h_2 + \epsilon C) \tau^{-1}h_1 v_{11} - v_{11} (h_1 - a_{21}a_{22}^{-1}h_2 + \epsilon C) \tau^{-1}h_2 v_{11} \\
+ q_1 \\
= (\tilde{a} + \epsilon C)v_{11} + v_{11}(\tilde{a} + \epsilon C) - v_{11}(\tilde{h} + \epsilon C)\tau^{-1}(\tilde{h} + \epsilon C)v_{11} + q_1 \\
= \tilde{a}v_{11} + v_{11}\tilde{a} - v_{11}\tilde{h}\tau^{-1}\tilde{h}v_{11} + q_1 + \epsilon C.
\]

As \( \epsilon \to 0 \), this equation converges to the equation for \( V \) in (5.9a). Since \( v_{11} = v_x \) and noting that we are considering \( v_{11} \) and \( V \) to be scalars, we can show that

\[
\frac{d(v_x - V)}{dt} = \frac{d(v_{11} - V)}{dt} \\
= 2\tilde{a}(v_{11} - V) - \tilde{h}\tau^{-1}\tilde{h}(v_{11}^2 - V^2) + \epsilon C \\
= (2\tilde{a} - \tilde{h}\tau^{-1}\tilde{h}(v_{11} + V))(v_{11} - V) + \epsilon C
\]
The solution to the above equation bounded as

\[
\| (v_x - V)(t) \| \leq \int_0^t \sup_{0 \leq s \leq t} \left( e^{2\tilde{a} - \tilde{h}\tau^{-1}\tilde{h}(v_{11}(s) + V(s))} \right) \epsilon C(t) ds \leq \epsilon C(t) \int_0^t e^{2\tilde{a}} ds \leq \epsilon C(t)
\]

where \( C(t) \) is a constant for every \( t \), which is independent of \( \epsilon \).

The proof for statement (i) of Theorem 5.1 is complete.

We then prove the convergence between the mean of the marginal distribution of the filtered multiscale OU system and the filtered mean of the averaged distribution.

**Proof.** Proof of (ii) in Theorem 5.1.

We write \( m \) in the form of its scalar entries,

\[
m = \begin{pmatrix} m_1 \\ m_2 \end{pmatrix}
\]

Recall the definition for the filtered mean (5.4b)

\[
dm = a_0 mdt + (vh^*\tau^{-1})(dz - h^*mdt)
\]

(5.14)

Rearranging the above equation, we have

\[
a_{11}m = \epsilon \left( \frac{dm}{dt} - a_0 m - (vh^*\tau^{-1})(\frac{dz}{dt} - h m) \right)
\]

By rewriting the above equation in block representation, we have a system of 2 equations, the equation for the lower block,

\[
a_{21}m_1 + a_{22}m_2 = \epsilon \left( \frac{dm_2}{dt} - (vh^*\tau^{-1})(\frac{dz}{dt} - h m) \right)
\]

We have the solution of \( m_2 \) as a function of \( m_1 \)

\[
m_2 = -a_{22}^{-1} a_{21} m_1 + \epsilon C
\]

(5.15)

We now try to find a bound for \( C \) in equation (5.15). We define \( w_m = a_{21} m_1 + \)
We find that for the fast scale term with order $O(\frac{1}{\epsilon^2})$, 

$$\vec{b_0}m = (a_{21}, a_{22}) \begin{pmatrix} 0 & 0 \\ a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} m_1 \\ m_2 \end{pmatrix} = a_{22}w_m$$

Therefore, we can write the differential equation for $w_m$ as

$$\frac{dw_m}{dt} = \frac{1}{\epsilon} a_{22} \left( w_m + \epsilon a_{22} \vec{b} \begin{pmatrix} 0 \\ a_{21} \end{pmatrix} \begin{pmatrix} m_1 \\ m_2 \end{pmatrix} \right)$$

where $w$ is a Brownian motion.

Solving this nonhomogeneous first order linear equation, we have the solution,

$$w_m(t) = \epsilon \int_t^0 e^{-a_{22}(t-s)} a_{22}^{-1} \vec{b} \begin{pmatrix} 0 \\ a_{21} \end{pmatrix} \begin{pmatrix} m_1 \\ m_2 \end{pmatrix} \begin{pmatrix} m_1 \\ m_2 \end{pmatrix} ds + \epsilon \int_0^t e^{-a_{22}(s-t)} a_{22}^{-1} \vec{b}(v(s)h^*\tau^{-1}) \sqrt{\tau} dw_s$$

We have proved that $E \sup_{0 \leq s \leq t} (\|x\|^2 + \|y\|^2)$ is bounded in Lemma 3.5, so $E(x^2(s))$ is bounded. Since the coupled system $(x(s), y(s))$ has invariant mean of zero, and finite invariant variance, by Itô isometry, we see that $E(w_m)$ is of order $O(\epsilon^2)$, consequently, $C$ in equation (5.15) has a bound in $L^2$, i.e. $E(C^2) = O(1)$.

We then substitute the solution for $m_2$ in equation (5.15) and $v_{11}$ in equation (5.13)
into the upper block of the rearranged equation (5.14)

\[
 dm_1 = (a_{11}m_1 + a_{12}m_2)dt + (vh^*\tau^{-1})(dz - (h_1m_1 + h_2m_2)dt)
\]

\[
 = (\tilde{a}m_1 + a_{22}^{-1}w_m(t))dt + (v_{11}\tilde{h}\tau^{-1} + \epsilon C(t))(dz - (\tilde{h}m_1 + h_2a_{22}^{-1}w_m(t))dt)
\]

\[
 = \tilde{a}m_1dt + (v_{11}\tilde{h}\tau^{-1})(dz - \tilde{h}m_1dt)
\]

\[
 + a_{22}^{-1}w_m(t)dt
\]

\[
 + \epsilon C(t)(dz - (\tilde{h}m_1 + h_2a_{22}^{-1}w_m(t))dt)
\]

\[
 - (v_{11}\tilde{h}\tau^{-1})h_2a_{22}^{-1}w_m(t)dt
\]

Notice \(m_1 = m_x\), we can express the difference between \(m_x(t, z(t))\) and \(M(t, z(t))\),

\[
 d(m_x(t, z(t)) - M(t, z(t))) = \left(\tilde{a} - v_{11}\tilde{h}\tau^{-1}\tilde{h}\right)(m_1 - M)dt
\]

\[
 + a_{22}^{-1}w_mdt
\]

\[
 + \epsilon C(t)(dz - (\tilde{h}m_1 + h_2a_{22}^{-1}w_m(s))ds)
\]

\[
 - (v_{11}(s)\tilde{h}\tau^{-1})h_2a_{22}^{-1}w_m(s)ds
\]

Hence we have the solution

\[
 (m_x - M)(t, z(t)) = \int_0^t e^{(\tilde{a} - v_{11}(s)\tilde{h}\tau^{-1})(t-s)}a_{22}^{-1}w_m(s)ds
\]

\[
 + \epsilon C(t)\int_0^t e^{(\tilde{a} - v_{11}(s)\tilde{h}\tau^{-1})(t-s)}\tilde{h}dxdt
\]

\[
 + \epsilon C(t)\int_0^t e^{(\tilde{a} - v_{11}(s)\tilde{h}\tau^{-1})(t-s)}\tilde{h}dw
\]

\[
 - \epsilon C(t)\int_0^t e^{(\tilde{a} - v_{11}(s)\tilde{h}\tau^{-1})(t-s)}\tilde{h}w_m(s)ds
\]

\[
 - \epsilon C(t)\int_0^t e^{(\tilde{a} - v_{11}(s)\tilde{h}\tau^{-1})(t-s)}h_2a_{22}^{-1}w_m(s)ds
\]

\[
 - \int_0^t e^{(\tilde{a} - v_{11}(s)\tilde{h}\tau^{-1})(t-s)}v_{11}(s)\tilde{h}\tau^{-1}h_2a_{22}^{-1}w_m(s)ds
\]

Since we know that \(\mathbb{E}(w_m^2) = \mathcal{O}(\epsilon^2)\), using that \(v_{11}(t) \geq 0\) for all \(t\), we have \(e^{\tilde{a} - v_{11}\tilde{h}\tau^{-1}} \leq e^{\tilde{a}}\), and \(v_{11}\) has a finite upper bound since it is the conditional variance compared to the invariant invariance of \(x\). Using these facts, and by Cauchy-Schwarz inequality, we have

\[
 \mathbb{E}(m_x(t, z(t)) - M(t, z(t)))^2 \leq e^2C(t) + e^2C(t) + e^2C(t) + e^4C(t) + e^4C(t) + e^2C(t)
\]

\[
 \leq e^2C(t)
\]
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This completes the proof for statement (ii) of Theorem 5.1.

\[ \square \]

5.4 Numerical Example

We illustrate our idea in Theorem 5.1 through a simple numerical example. The system of interest is

\[
\begin{align*}
\dot{x} &= ax \, dt + \sqrt{q} \, dU, \quad x_0 \sim N(0, I), \\
\dot{z} &= h x \, dt + \sqrt{\tau} \, dW, \quad z(0) = 0
\end{align*}
\]

We observe \( z(t) \), to model the conditional distribution of \( x(t) \mid z(t) \). We know this distribution is Gaussian, so we apply the Kalman filter to estimate the mean and variance of the distribution. We plot the direct Kalman filter (5.4) applied to the system, and plot the marginal mean and variance as described in (5.5). On the other hand, we model it through the averaged system

\[
\dot{X} = \tilde{a} X \, dt + \sqrt{q_1} \, dU, \quad X_0 \sim N(0, I)
\]

We know the conditional distribution of \( X(t) \mid z(t) \) is Gaussian, so we plot the mean and variance of this conditional distribution from the averaged Kalman filter (5.9). In the numerical example below, the simulation of the SDE is via euler method without subsampling. We take following values for the parameters,

\[
\begin{align*}
a &= \left( \begin{array}{cc}
-0.5 & 1 \\
1/\epsilon & -1/\epsilon
\end{array} \right),
q &= \left( \begin{array}{cc}
1 & 0 \\
0 & 2
\end{array} \right),
h &= (1, 1)
\end{align*}
\]

\( \tilde{a} = 0.5, \ q_1 = 1, \ \tau = 0.1, \ \epsilon = 2^{-10}, \ \delta = 2^{-12}, \ n = 2^{13} \).

In Figure 5.1, we see the actual path of slow process from the multiscale system (blue line) and the path of the averaged process (red line) closely follow each other. This illustrates the convergence of the paths for averaged process stated in Theorem 3.6. The two standard deviation confidence intervals from the Kalman filters, both direct (cyan lines) and averaged (green lines), almost lie directly on top of each other. They both provide a good support for the actual path of the slow process \( x \) from the OU system.

In Figure 5.2, we plot the convergence of the Kalman filter variances. We see that the variance of marginal distribution \( x \mid z \) (dashed cyan line) and \( X \mid z \) (dashed green line) are almost the same. The speed of convergence of the variances are very fast and stable. The variance of \( y \mid z \) (dash-dotted cyan line) is also plotted for illustration.

In Figure 5.3, we plot the squared error \( (m_x(t) - M(t))^2 \), from which we see that the error quickly converges to zero. The size of the error when settled is of scale \( 10^{-6} \).
which is in line with our expectation of order $O(\epsilon^2)$, for $\epsilon = 2^{-10}$.

In Figure 5.4, we plot the distance $\|v_x(t) - V(t)\|$, from which we see that the error quickly converges to a constant. The size of the constant is of observed at an order of $O(\epsilon)$, which is in line with our expectations.

We conclude this is a good evidence to support Theorem 5.1. The advantage of this application of Kalman filter on averaged process mainly lies in reduction of observations and computational complexity when solving similar problems. There is no need to observe the entire multiscale system, but just the corresponding marginal data, and hence reduces computational time and requirement on computational resources.

### 5.5 Conclusion

In this chapter, we tried to integrate the multiscale method of averaging and Kalman filtering. We have proved that the slow part of the marginal filtered distribution of the multiscale system converges to the filter distribution of averaged process, given observations from the multiscale system contaminated with Gaussian noise, and $\epsilon$ is small. In summary,

- We take observations from the noisy observation (5.3);
- we use these observation to substitute into the mean and variance of the Kalman filter derived from the averaged process (5.9);
Figure 5.2: Variances of the filtered distributions

Figure 5.3: Squared error between the means of the marginal and averaged filtered distributions
Figure 5.4: Error between the variances of the marginal and averaged filtered distributions

- we show that the Gaussian distributions characterized by (5.9) and (5.5) closely follow each other.

In Theorem 5.1, we proved the convergence between the marginal distribution of the Kalman filter applied on the whole coupled system and the distribution of that Kalman filter applied on the averaged process, when the coupled system is made of two scalar OU processes. However, we expect similar result to hold for any finite $d_1$ and $d_2$. 
Chapter 6

Homogenization and Kalman Filter

In this chapter, we will compare the behaviour of the Kalman filter applied to a multiscale OU system with that applied to the homogenized process. We will look at the behaviour of the Kalman filter for a system of multiscale OU processes, as well as the Kalman filter for the homogenized process. Our goal is to show that the filtered marginal distribution for the slow part of the multiscale OU system approximates the filtered distribution of the homogenized process.

We derive the Kalman filter for the multiscale OU system in section 6.1, and then introduce the Kalman filter for the homogenized process in section 6.2. Then we discuss the convergence between the filtered marginal distribution for the slow part of the multiscale system and the filtered distribution for the homogenized process in section 6.3. A numerical example is discussed in section 6.4.

6.1 Kalman Filter for the Multiscale System

Recall the multiscale system (4.1) satisfying Assumptions 4.1,

\[
\frac{dx}{dt} = \frac{1}{\epsilon} \left( a_{11} x + a_{12} y \right) + \left( a_{13} x + a_{14} y \right) + \sqrt{q_1} \frac{dU}{dt}
\]

\[
\frac{dy}{dt} = \frac{1}{\epsilon^2} \left( a_{21} x + a_{22} y \right) + \sqrt{q_2} \frac{dV}{dt}
\]

with initial condition \((x(0)^*, y(0)^*)^* \sim N(m_0, v_0)\).

We rewrite the above system as

\[
\frac{dx}{dt} = ax + \sqrt{q} \frac{dW}{dt}, \quad x(0) \sim N(m_0, v_0)
\]  

(6.2)
where
\[
\mathbf{x} = \begin{pmatrix} x \\ y \end{pmatrix},
\]
\[
\mathbf{a} = \mathbf{a}_0 + \frac{1}{\epsilon} \mathbf{a}_1 + \frac{1}{\epsilon^2} \mathbf{a}_2 = \begin{pmatrix} a_{13} & a_{14} \\ 0 & 0 \end{pmatrix} + \frac{1}{\epsilon} \begin{pmatrix} a_{11} & a_{12} \\ 0 & 0 \end{pmatrix} + \frac{1}{\epsilon^2} \begin{pmatrix} 0 & 0 \\ a_{21} & a_{22} \end{pmatrix},
\]
and
\[
\mathbf{q} = \mathbf{q}_0 + \frac{1}{\epsilon^2} \mathbf{q}_1 = \begin{pmatrix} q_1 \\ 0 \\ 0 \end{pmatrix} + \frac{1}{\epsilon^2} \begin{pmatrix} 0 \\ 0 \\ q_2 \end{pmatrix},
\]
for which \( x \in \mathcal{X}, \ y \in \mathcal{Y}, \ x \in \mathcal{X} \oplus \mathcal{Y} \). We take \( \mathcal{X} = \mathbb{R}^{d_1} \), and \( \mathcal{Y} = \mathbb{R}^{d_2} \). Suppose we observe \( z \), a noise contaminated integral of \( x \), which follows the SDE
\[
\frac{dz}{dt} = h \mathbf{x} + \sqrt{\tau} \frac{dw}{dt}, \quad z(0) = 0,
\]
where \( h = (h_1, h_2) \), for which \( h_1 \in \mathbb{R}^{l \times d_1}, \ h_2 \in \mathbb{R}^{l \times d_2}; \ \tau \) invertible. \( W, w \) are independent standard Brownian motions of appropriate dimensions. Equation (6.3) shows that the observation is a linear transformation of the hidden process \( x \), contaminated by Gaussian noise. Notice that \( x \) is Gaussian from equation (6.2). Under this setup, the conditional distribution of \( x \mid z \) is also Gaussian and is characterized by a mean \( m(t) \) and covariance matrix \( v(t) \). These two quantities satisfy a pair of closed nonlinear ODEs,
\[
\begin{align*}
\frac{dv}{dt} &= a_v v + v a^* \tau^{-1} h v + q, \\
\frac{dm}{dt} &= a_m m + (v h^* \tau^{-1}) (dz - h m dt).
\end{align*}
\]
(6.4a) \hspace{1cm} (6.4b)

Our interest is the conditional distribution of the slow part of the multiscale system \( x \) given observations \( z \), which is the marginal of the Gaussian distribution \( \mathcal{N}(m(t), v(t)) \). We set
\[
\begin{align*}
m_x &= I_{d_1} m \\
v_x &= I_{d_1} v I_{d_1}^*
\end{align*}
\]
(6.5a) \hspace{1cm} (6.5b)

where \( I_{d_1} \) is as in (5.6).
6.2 Kalman Filter for the Homogenized Process

Now consider the homogenized equation for the slow process in (6.2). From Chapter 4, we know that the “slow” process $x$ of (6.2) can be homogenized to the following SDE

$$\frac{dX}{dt} = \bar{a}X + \sqrt{\bar{q}}dU', \quad X(0) = x(0) \sim \mathcal{N}(M_0, V_0),$$  \hfill (6.6)

where $\bar{a} = a_{13} - a_{14}a_{22}^{-1}a_{21}$, and $\bar{q} = q_1 + a_{12}a_{22}^{-1}q_2 (a_{22}^{-1})^* a_{12}^*$. The observations taken from $z$ should be close to $Z$ from the SDE below, if $\epsilon$ is small,

$$\frac{dZ}{dt} = \tilde{h}X + \sqrt{\tau dw}, \quad Z(0) = 0,$$  \hfill (6.7)

where $\tilde{h} = h_1 - h_2a_{22}^{-1}a_{21}$.

The conditional distribution of $X(t)|Z(t)$ is Gaussian and is characterized by a mean $M(t)$ and covariance matrix $V(t)$. The corresponding Kalman filter can be derived as the following ODEs,

$$\frac{dV}{dt} = \bar{a}V + V\bar{a}^* - V\bar{h}^*\tau^{-1}\bar{h}V + \bar{q}$$  \hfill (6.8a)

$$dM = \bar{a}Md\tau + (V\bar{h}^*\tau^{-1})(dZ - \bar{h}M d\tau).$$  \hfill (6.8b)

We will show in Section 6.3, that if we feed the observations from (6.3) to the Kalman filter (6.8), with identical initial conditions, the Gaussian distribution characterized by (6.5) converges to (6.8), as $\epsilon \to 0$.

6.3 The Convergence of the Kalman Filters

We will prove in this section, as $\epsilon$ gets small, the distribution of the Kalman filter described in (6.5) converges to the filtered distribution of the homogenized process described in (6.8), given that we take $Z(t) = z(t)$ in equation (6.8b).

As in the averaging case, before going to the main result, we first define some linear operators for an arbitrary symmetric matrix $m$:

$$\mathcal{L}_0m = a_0m + ma_0^*$$
$$\mathcal{L}_1m = a_1m + ma_1^*$$
$$\mathcal{L}_2m = a_2m + ma_2^*$$
$$\mathcal{L}^\epsilon m = am + ma^* = \mathcal{L}_0m + \frac{1}{\epsilon}\mathcal{L}_1m + \frac{1}{\epsilon^2}\mathcal{L}_2m$$
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and for simplicity, denote

\[ S = h^*\tau^{-1}h \]

which is positive definite symmetric.

**Theorem 6.1.** Consider the scale separated Ornstein-Uhlenbeck system (6.2), and let Assumptions 4.1 hold and only consider the scalar processes when \( d_1 = d_2 = 1 \). By feeding noisy observations \( \{ z(s) \}_{0 \leq s \leq t} \) from equation (6.3) to both the marginal filtered distribution of the multiscale system \( \mathcal{N}(m_x(s,z(s)), v_x(s)) \) and the filtered distribution of the homogenized equation \( \mathcal{N}(M(s,z(s)), V(s)) \), then for every \( 1 \gg \epsilon > 0 \),

(i) \[ \| v_x(s) - V(s) \| = \mathcal{O}(\epsilon^2) \], for any \( s \in [0, t] \), given initial condition \( v_x(0) = V(0) \);

(ii) \[ \mathbb{E} (m_x(s,z(s)) - M(s, z(s)))^2 = \mathcal{O}(\epsilon^2) \], for any \( s \in [0, t] \), given initial condition \( m_x(0, z(0)) = M(0, z(0)) \).

Before going to the main result of this chapter, we first define some linear operators for an arbitrary symmetric matrix \( m \):

\[
\begin{align*}
\mathcal{L}_0 m &= a_0 m + ma_0^* \\
\mathcal{L}_1 m &= a_1 m + ma_1^* \\
\mathcal{L}_2 m &= a_2 m + ma_2^* \\
\mathcal{L}^\epsilon m &= am + ma^* = \mathcal{L}_0 m + \frac{1}{\epsilon} \mathcal{L}_1 m + \frac{1}{\epsilon^2} \mathcal{L}_2 m
\end{align*}
\]

and for simplicity, denote

\[ S = h^*\tau^{-1}h \].

**Proof.** Proof of statement (i) in Theorem 6.1.

Recall the definition for the variance (6.4a) written in simplified notation defined above

\[
\frac{dv}{dt} = av + va^* - vh^*\tau^{-1}hv + q
\]

\[ = \mathcal{L}_0 v + \frac{1}{\epsilon} \mathcal{L}_1 v + \frac{1}{\epsilon^2} \mathcal{L}_2 v - vSv + \left( q_0 + \frac{1}{\epsilon}q_1 \right) \]

(6.9)

By rearranging the equation above, we have

\[
\mathcal{L}_2 v = -q_1 + \epsilon^2 \left( \frac{dv}{dt} - \mathcal{L}_0 v + vSv - q_0 - \epsilon \mathcal{L}_1 v \right) \]

(6.10)
By looking at the lower-right block of equation (6.10), we have
\[
(a_{21}v_{12} + a_{22}v_{22}) + (v_{21}a_{21} + v_{22}a_{22}) = -q_2 + \epsilon^2 \left( \frac{dv_{22}}{dt} - 0 + (vSv)_{22} - 0 \right) - \epsilon \cdot 0
\]

Thus we have the solution of \( v_{22} \) as a function of \( v_{12} \),
\[
v_{22} = -a_{22}^{-1}a_{21}v_{12} - \frac{1}{2}a_{22}^{-1}q_2 + \frac{\epsilon^2}{2}a_{22}^{-1} \left( \frac{dv_{22}}{dt} + (vSv)_{22} \right)
\]
(6.11)

By looking at the top-right block of equation (6.10), we have
\[
v_{11}a_{21} + v_{12}a_{22} = \epsilon^2 \left( \frac{dv_{12}}{dt} - (a_{13}v_{21} + a_{14}v_{22}) + (vSv)_{12} \right) - \epsilon (a_{11}v_{21} + a_{12}v_{22})
\]
(6.12)

By substituting the solution of \( v_{22} \) into equation (6.12), and by \( a_{11} - a_{12}a_{22}^{-1}a_{21} = 0 \) in Remark 4.2 and note that \( \tilde{a} = a_{13} - a_{14}a_{22}^{-1}a_{21} \), we have,
\[
v_{12} = -\frac{a_{21}}{a_{22}}v_{11} + \epsilon \frac{a_{12}}{2a_{22}}q_2 + \epsilon^2 \left( \frac{dv_{12}}{dt} - (\tilde{a}v_{12} - \frac{a_{14}q_2}{2a_{22}}) \right) + \epsilon^3 \frac{1}{2a_{22}} \left( \frac{dv_{22}}{dt} + (vSv)_{22} \right) + \epsilon^4 \frac{a_{14}}{2a_{22}} \left( \frac{dv_{22}}{dt} + (vSv)_{22} \right).
\]

Hence we have the solution for \( v_{12} \) as a function of \( v_{11} \),
\[
v_{12} = -\frac{a_{21}}{a_{22}}v_{11} + \epsilon \frac{a_{12}q_2}{2a_{22}} + \epsilon^2 C.
\]
(6.13)

We now try to find an \( \epsilon \)-independent bound for \( C \) in the above equation. By writing the symmetric square matrices in vector forms, we define \( w_v = a_{21}v_{11} + a_{22}v_{12} - \epsilon \frac{a_{14}}{2a_{22}}q_2 = \epsilon^2 a_{22}C \), and \( \vec{b} = (a_{21}, a_{22}, 0) \),
\[
\vec{v} = \begin{pmatrix} v_{11} \\ v_{12} \\ v_{22} \end{pmatrix}, \quad \vec{q}_0 = \begin{pmatrix} q_1 \\ 0 \\ 0 \end{pmatrix}, \quad \vec{q}_1 = \begin{pmatrix} 0 \\ 0 \\ q_2 \end{pmatrix}.
\]
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We can write
\[
\frac{dw_v}{dt} = b \frac{dv}{dt} = \tilde{b} \left( \tilde{a}_0 \tilde{v} + \frac{1}{\epsilon} \tilde{a}_1 \tilde{v} + \frac{1}{\epsilon^2} \tilde{a}_2 \tilde{v} + \tilde{q}_0 + \frac{1}{\epsilon^2} \tilde{q}_1 - \tilde{F}(\tilde{v}) \right)
\]
for which \( \tilde{F}(\tilde{v}) \) is the corresponding vectorized form of matrix \( vSv \), and
\[
\tilde{a}_0 = \begin{pmatrix} 2a_{13} & 2a_{14} & 0 \\ 0 & a_{13} & a_{14} \\ 0 & 0 & 0 \end{pmatrix}, \quad \tilde{a}_1 = \begin{pmatrix} 2a_{11} & 2a_{12} & 0 \\ 0 & a_{11} & a_{12} \\ 0 & 0 & 0 \end{pmatrix}, \quad \tilde{a}_2 = \begin{pmatrix} 0 & 0 & 0 \\ a_{21} & a_{22} & 0 \\ 0 & 2a_{21} & 2a_{22} \end{pmatrix}.
\]

We find that for the fast scale terms with order \( O(\frac{1}{\epsilon^2}) \),
\[
\tilde{b} \tilde{a}_2 \tilde{v} = (a_{21}, a_{22}, 0) \begin{pmatrix} 0 & 0 & 0 \\ a_{21} & a_{22} & 0 \\ 0 & 2a_{21} & 2a_{22} \end{pmatrix} \begin{pmatrix} v_{11} \\ v_{12} \\ v_{22} \end{pmatrix} = a_{22} w_v + \epsilon \frac{a_{12}}{2a_{22}} q_2,
\]
and
\[
\tilde{b} q_1 = (a_{21}, a_{22}, 0) \begin{pmatrix} 0 \\ 0 \\ q_2 \end{pmatrix} = 0.
\]

Therefore, we can write the differential equation for \( w_v \) as
\[
\frac{dw_v}{dt} = \frac{a_{22}}{\epsilon^2} \left( w_v + \epsilon \frac{a_{12} q_2}{2a_{22}} + \epsilon^2 \frac{\tilde{b}}{a_{22}} \left( \tilde{a}_0 \tilde{v} + \frac{1}{\epsilon} \tilde{a}_1 \tilde{v} - \tilde{F}(\tilde{v}) + \tilde{q}_0 \right) \right).
\]

Solving this nonhomogeneous first order linear equation, we find the solution
\[
w_v(t) = \epsilon \int_0^t e^{-\frac{a_{22}}{\epsilon^2}(s-t)} \left( \frac{a_{12} q_2}{2a_{22}} + \frac{\tilde{b}}{a_{22}} \tilde{a}_1 \tilde{v}(s) \right) ds + \epsilon^2 \int_0^t e^{-\frac{a_{22}}{\epsilon^2}(t-s)} \frac{\tilde{b}}{a_{22}} \left( \tilde{a}_0 \tilde{v}(s) - \tilde{F}(\tilde{v}) + \tilde{q}_0 \right) ds.
\]

Since the unconditional variance of the invariant measure of a multiscale OU system in the form of (4.1) is finite and independent of time and \( \epsilon \), we have \( \lim_{t \to \infty} \mathbb{E}(x^2(t)) \leq c \) and \( \lim_{t \to \infty} \mathbb{E}(y^2(t)) \leq c \), for \( c \) some finite constant independent of \( t \) and \( \epsilon \). Immediately, we also know that the covariance \( \mathbb{E}(x(t)y(t)) \leq \sqrt{\mathbb{E}(x^2(t))\mathbb{E}(y^2(t))} \leq c \). Hence we know that the unconditional covariance matrix of the multiscale system is finite, and by the solution to an OU SDE as described in (2.2) and the invariant variance as in (2.4), we can immediately deduce that the invariant variance is the upper bound for the variance of \( x(t) \) and \( y(t) \). We know that \( v(t) \) is the conditional covariance matrix of the coupled system.
given \( \{z(s)\}_{0 \leq s \leq t} \). We know the conditional variance is always less than or equal to the unconditional variance, and since the unconditional variance is bounded above by the invariant variance, we conclude that \( v(t) \leq C \), for some \( C \) independent of \( t \) and \( \epsilon \).

Since \( \tilde{F}(\tilde{v}(t)) \) is a continuous quadratic function of \( v(t) \), and \( a_{22} < 0 \), we can obtain an upper bound for the following integrals,

\[
\| \int_0^t e^{\frac{a_{22}}{2}(t-s)} \tilde{b} \left( \tilde{a}_0 v(s) - \tilde{F}(v(s)) + \tilde{q}_0 \right) ds \|
\]

\[
\leq \frac{\tilde{b}}{a_{22}} \sup_{0 \leq s \leq t} \| \tilde{a}_0 v(s) - \tilde{F}(v(s)) + \tilde{q}_0 \| \int_0^t e^{\frac{a_{22}}{2}(t-s)} ds
\]

\[
\leq \epsilon^2 C(t).
\]

for which the \( \| \cdot \| \) is a vector norm, and \( C(t) \) is a constant for every \( t \) but \( \epsilon \)-independent. Therefore, we proved that \( w_v(t) \) is of order \( O(\epsilon) \), and consequently,

\[
v_{12} = -\frac{a_{21}}{a_{22}} v_{11} + \epsilon \frac{a_{12} q_2}{2a_{22}} + \epsilon^3 C(t).
\]

where \( C(t) \) is of order \( O\left(\frac{1}{t}\right)\).

We finally look at the top-left block of equation (6.10),

\[
\frac{dv_{11}}{dt} = (a_{13} v_{11} + a_{14} v_{21}) + (v_{11} a_{13} + v_{12} a_{14})
\]

\[
+ \frac{1}{\epsilon} ((a_{11} v_{11} + a_{12} v_{21}) + (v_{11} a_{11} + v_{12} a_{12}))
\]

\[
+ \frac{1}{\epsilon^2} 0
\]

\[
- (v_{11} h_1 \tau^{-1} h_1 + v_{12} h_2 \tau^{-1} h_2) v_{11} - (v_{11} h_1 \tau^{-1} h_2 + v_{12} h_2 \tau^{-1} h_2) v_{21}
\]

\[
+ q_1.
\]

Substituting in the solution of \( v_{12} \) from (6.13), and considering the definitions of \( \tilde{a} \),
\(\hat{h}\) and assumption \(a_{11} - a_{12}a_{22}^{-1}a_{21} = 0\) in Remark 4.2, we have

\[
\frac{dv_{11}}{dt} = (\hat{a} + e^3C(t))v_{11} + v_{11}(\hat{a} + e^3C(t))
+ \frac{a_{12}^2}{a_{22}}q_2 + e^3C(t)
+ 0
- v_{11}(\hat{h} + e^3C(t))\tau^{-1}(\hat{h} + e^3C(t))v_{11}
+ q_1
= \tilde{a}v_{11} + v_{11}\tilde{a} - v_{11}\tilde{h}\tau^{-1}\tilde{h}v_{11} + \tilde{q} + e^3C(t).
\]

Since \(v_{11} = v_x\) where \(C(t)\) in the above equation is of order \(O(\frac{1}{t})\). This equation converges to the equation for \(V\) in (6.8a). Noting that we are considering \(v_{11}\) and \(V\) to be scalars, we can show that

\[
\frac{d(v_x - V)}{dt} = \frac{d(v_{11} - V)}{dt}
= 2\tilde{a}(v_{11} - V) - \tilde{h}\tau^{-1}\tilde{h}(v_{11}^2 - V^2) + e^3C(t)
= \left(2\tilde{a} - \tilde{h}\tau^{-1}\tilde{h}(v_{11} + V)\right)(v_{11} - V) + e^3C(t).
\]

The solution to the above equation is bounded as

\[
\|(v_x - V)(t)\| \leq \|C(t)e^3\int_0^t \sup_{0 \leq s \leq t} \left( e^{2\tilde{a} - \tilde{h}\tau^{-1}\tilde{h}(v_{11}(s) + V(s))} \right) ds \|
\leq e^3C(t)\| \int_0^t e^{2\tilde{a}} ds \|
\leq e^3C(t).
\]

Notice \(C(t)\) is of order \(O(\frac{1}{t})\) here, therefore,

\[
\|(v_x - V)(t)\| = O(\epsilon^2).
\]

The proof for statement \((i)\) of Theorem 6.1 is complete. \(\Box\)

**Proof.** Proof of \((ii)\) in Theorem 6.1.

We write \(m\) as a block matrix of its scalar entries,

\[
m = \begin{pmatrix} m_1 \\ m_2 \end{pmatrix}.
\]
Recall the definition for the filtered mean (6.4b)

\[ dm = \mathbf{a}mdt + (vh^* \tau^{-1})(dz - h^*mdt). \]  

(6.14)

Rearranging the above equation, we have

\[ a_{2m} = e^2 \frac{dm}{dt} - e^2 \mathbf{a}_0m - e \mathbf{a}_1m - e^2 (vh^* \tau^{-1}) (\frac{dz}{dt} - \mathbf{h}m). \]

By rewriting the above equation in block representation, we have a system of 2 equations, the equation for the lower block,

\[ a_{21} m_1 + a_{22} m_2 = e^2 \frac{dm_2}{dt} - 0 - e^2 (vh^* \tau^{-1})(\frac{dz}{dt} - \mathbf{h}m). \]

We then have the solution of \( m_2 \) as a function of \( m_1 \)

\[ m_2 = -a_{22}^{-1} a_{21} m_1 + e^2 C. \]  

(6.15)

We now try to find a bound for \( C \) in equation (6.15). We define \( w_m = a_{21} m_1 + a_{22} m_2 = e^2 C \) and \( \mathbf{b} = (a_{21}, a_{22}) \). We can write the differential equation for \( w_m \) as

\[ \frac{dw_m}{dt} = \mathbf{b} \frac{dm}{dt} = \mathbf{b} \left( \mathbf{a}_0m + \frac{1}{e} \mathbf{a}_1m + \frac{1}{e^2} \mathbf{a}_2m + (v(t)h^* \tau^{-1})(\frac{dz}{dt} - \mathbf{h}m) \right). \]

We find that for the fast scale term with order \( O\left(\frac{1}{e}\right) \),

\[ \mathbf{b} \mathbf{a}_{2m} = (a_{21}, a_{22}) \begin{pmatrix} 0 & 0 \\ a_{21} & a_{22} \end{pmatrix} \begin{pmatrix} m_1 \\ m_2 \end{pmatrix} = a_{22} w_m. \]

Therefore, we can write the differential equation for \( w_m \) as

\[ \frac{dw_m}{dt} = \frac{1}{e^2} a_{22} \left( w_m + e^2 a_{22}^{-1} \mathbf{b}(\mathbf{a}_0m + \mathbf{a}_1m + (v(t)h^* \tau^{-1})(\frac{dz}{dt} - \mathbf{h}m)) \right) \]

\[ = \frac{1}{e^2} a_{22} \left( w_m + e^2 a_{22}^{-1} \mathbf{b}(\mathbf{a}_0m + \mathbf{a}_1m + (v(t)h^* \tau^{-1})(\frac{dz}{dt} - \mathbf{h}m)) \right). \]

We substitute in the definition for \( \frac{dz}{dt} \) from equation (6.3), we have

\[ \frac{dw_m}{dt} = \frac{1}{e^2} a_{22} \left( w_m + e^2 a_{22}^{-1} \mathbf{b}(\mathbf{a}_0m + \mathbf{a}_1m + (v(t)h^* \tau^{-1})(h\mathbf{x} + \sqrt{\tau} \frac{dw}{dt} - \mathbf{h}m)) \right), \]

where \( w \) is a Brownian motion.
Solving this nonhomogeneous first order linear equation, we have the solution,

\[ w_m(t) = \epsilon^2 \int_0^t e^{-a_22(t-s)} a_{22}^{-1} \hat{b} \left( a_0 m(s) + (v(s)h^* \tau^{-1})(hx(s) - hm(s)) \right) ds + \epsilon \int_0^t e^{-a_22(t-s)} a_{22}^{-1} \hat{b} a_1 m(s) ds + \epsilon^2 \int_0^t e^{-a_22(t-s)} a_{22}^{-1} \hat{b} (v(s)h^* \tau^{-1}) \sqrt{\tau} dw_s . \]  

(6.16)

Finding the \( L^2 \) bounds term by term above, we have

\[
\mathbb{E} \left( \int_0^t e^{-a_22(t-s)} a_{22}^{-1} \hat{b} \left( a_0 m(s) + (v(s)h^* \tau^{-1})(hx(s) - hm(s)) \right) ds \right)^2 \leq t \mathbb{E} \left( \int_0^t e^{-2a_22(t-s)} (C(a_0 - v(s)h^* \tau^{-1})^2 m^2(s) + C v(s)h^* \tau^{-1} h x^2(s)) ds \right) \leq t \epsilon^2 .
\]

We have proved that \( \mathbb{E} \sup_{0 \leq s \leq t} (\|x\|^2 + \|y\|^2) \) is bounded in Lemma 4.5, so \( \mathbb{E}(x^2(s)) \) is bounded. Since the coupled system \((x(s), y(s))\) has invariant mean of zero, and finite invariant variance, we see that \( \mathbb{E} m^2(s) \) is bounded. We have

\[
\mathbb{E} \left( \int_0^t e^{-a_22(t-s)} a_{22}^{-1} \hat{b} \left( a_0 m(s) + (v(s)h^* \tau^{-1})(hx(s) - hm(s)) \right) ds \right)^2 \leq \epsilon^2 C(t) ,
\]

\[
\mathbb{E} \left( \int_0^t e^{-a_22(t-s)} a_{22}^{-1} \hat{b} a_1 m(s) ds \right)^2 \leq \epsilon^2 C(t) ,
\]

and

\[
\mathbb{E} \left( \int_0^t e^{-a_22(t-s)} a_{22}^{-1} \hat{b} (v(s)h^* \tau^{-1}) \sqrt{\tau} dw_s \right) \leq \epsilon^2 C(t) .
\]

Hence, for equation (6.16)

\[
\mathbb{E}(w_m(t))^2 \leq \epsilon^4 C(t) .
\]

(6.17)

We then substitute the solution for \( m_2 \) from equation (6.15) and \( v_{11} \) into the upper
\[
\begin{align*}
\frac{dm_1}{dt} &= (a_{13}m_1 + a_{14}m_2)dt \\
&+ \frac{1}{\epsilon}(a_{11}m_1 + a_{12}m_2)dt \\
&+ 0 \\
&+ (vh\tau^{-1})(dz - (h_1m_1 + h_2m_2)dt) \\
&= (\bar{a}m_1 + a_{14}a_{22}^{-1}w_m(t))dt \\
&+ \frac{1}{\epsilon}(a_{12}a_{22}^{-1}w_m(t))dt \\
&+ ((v_{11} + \epsilon C(t))\hat{h}\tau^{-1})(dz - \hat{h}m_1(t) - h_2a_{22}^{-1}w_m(t))dt) \\
&= \bar{a}m_1dt + (v_{11}\hat{h}\tau^{-1})(dz - \hat{h}m_1dt) \\
&+ a_{14}a_{22}^{-1}w_m(t)dt \\
&+ \frac{1}{\epsilon}(a_{12}a_{22}^{-1}w_m(t))dt \\
&+ \epsilon C(t)\hat{h}\tau^{-1}(dz - (\hat{h}m_1(t) - h_2a_{22}^{-1}w_m(t))dt) \\
&- v_{11}\hat{h}\tau^{-1}h_2a_{22}^{-1}w_m(t)dt .
\end{align*}
\]

Notice \( m_1 = m_x \), and by assumption, we have the same initial conditions \( m_x(0, z(0)) = M(0, z(0)) \), we have the difference,

\[
\begin{align*}
d(m_x(t, z(t)) - M(t, z(t))) &= \left( \bar{a} - v_{11}\hat{h}\tau^{-1}\hat{h} \right) (m_x - M)dt \\
&+ a_{14}a_{22}^{-1}w_m(t)dt \\
&+ \frac{1}{\epsilon}(a_{12}a_{22}^{-1}w_m(t))dt \\
&+ \epsilon C(t)\hat{h}\tau^{-1}(dz - (\hat{h}m_1(t) - h_2a_{22}^{-1}w_m(t))dt) \\
&- v_{11}\hat{h}\tau^{-1}h_2a_{22}^{-1}w_m(t)dt .
\end{align*}
\]
We have the solution,

\[
(m_x - M)(t, z(t)) = a_{14}a_{22}^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s) h \tau^{-1} \tilde{h})(t-s)} w_m(s) ds
\]

\[+ \frac{1}{\epsilon} a_{12}a_{22}^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s) h \tau^{-1} \tilde{h})(t-s)} w_m(s) ds\]

\[+ \epsilon C(t) \tilde{h} \tau^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s) h \tau^{-1} \tilde{h})(t-s)} \tilde{h}m_1(s) - h_2a_{22}^{-1} w_m(s) ds\]

\[+ \tilde{h} \tau^{-1} h_2a_{22}^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s) h \tau^{-1} \tilde{h})(t-s)} v_{11}(s) w_m(s) ds .\]

In order to use Cauchy-Schwarz inequality, we use the solution (6.17) to find the magnitude of each term in the above equation.

\[
\mathbb{E}\left(a_{14}a_{22}^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s) h \tau^{-1} \tilde{h})(t-s)} w_m(s) ds \right)^2 \leq C \mathbb{E}\left( \int_0^t e^{(\tilde{a} - v_{11}(s) h \tau^{-1} \tilde{h})(t-s)} w_m(s) ds \right)^2
\]

\[\leq C \mathbb{E}\left( \int_0^t e^{\tilde{a}(t-s)} w_m(s) ds \right)^2 \]

\[\leq Ct \mathbb{E}\left( \int_0^t e^{\tilde{a}(t-s)} w_m^2(s) ds \right) \]

\[\leq Ct \epsilon^4 .\]

\[
\mathbb{E}\left(\frac{1}{\epsilon} a_{12}a_{22}^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s) h \tau^{-1} \tilde{h})(t-s)} w_m(s) ds \right)^2 \leq C \frac{1}{\epsilon^2} \mathbb{E}\left( \int_0^t e^{\tilde{a}(t-s)} w_m(s) ds \right)
\]

\[\leq C \frac{1}{\epsilon^2} \epsilon^4 \]

\[\leq C \epsilon^2 .\]
\[
\mathbb{E} \left( \epsilon C(t) \tilde{h}^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s)) \tilde{h}^{-1} \tilde{h}(t-s) d\tau} \right)^2 \leq \epsilon^2 C(t) \mathbb{E} \left( \int_0^t e^{\tilde{a}(t-s)} ds \right)^2 \leq \epsilon^2 C(t) (C(t) + Ct) \leq C(t) \epsilon^2 .
\]

Similarly
\[
\mathbb{E} \left( \epsilon C(t) \tilde{h}^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s)) \tilde{h}^{-1} \tilde{h}(m_1(s) - h_22^{-1} w_{m}(s)) ds} \right)^2 \leq \epsilon^2 C(t) ,
\]
and
\[
\mathbb{E} \left( \tilde{h}^{-1} h_m^{-1} \int_0^t e^{(\tilde{a} - v_{11}(s)) \tilde{h}^{-1} \tilde{h} v_{11}(s) w_{m}(s) ds} \right)^2 \leq \epsilon^4 C(t) .
\]

Hence, by Cauchy-Schwarz inequality,
\[
\mathbb{E} \left( m_x(t, z(t)) - M(t, z(t)) \right)^2 \leq C t \epsilon^4 + C \epsilon^2 + C(t) \epsilon^2 + C(t) \epsilon^4 \leq C(t) \epsilon^2 .
\]

where as \( \epsilon \to 0 \), the \( L^2 \) difference is small. This completes the proof for statement \((ii)\) of Theorem 6.1.

\section*{6.4 Numerical Example}

We illustrate our idea in Theorem 6.1 through a simple numerical example. The system of interest is
\[
dx = axdt + \sqrt{\alpha}dW , \quad x_0 \sim N(0, I), \quad \text{(6.18)}
\]
\[
dz = hxdt + \sqrt{\tau}dw , \quad z(0) = 0 \quad \text{(6.19)}
\]

We observe \( \{z(s)\}_{0 \leq s \leq t} \), to model the conditional distribution of \( x(t) \). We know this distribution is Gaussian, so we apply the Kalman filter to estimate the mean and variance of the distribution. We plot the marginal mean and variance of the filtered distribution
as described in (6.5). On the other hand, we model it through the homogenized system

\[ dX = \tilde{a}Xdt + \sqrt{\tilde{q}}dU', \quad X(0) \sim (M_0, V_0) \quad (6.20) \]

We know the conditional distribution of \( X(t)|z(t) \) is Gaussian, so we plot the mean and variance of this conditional distribution from the homogenized Kalman filter (6.8). In the numerical example below, the simulation of the SDE is via euler method without subsampling. We take the following values for the parameters,

\[ a = \begin{pmatrix} -\frac{1}{\epsilon} - 1 & -\frac{1}{\epsilon} + 1 \\ -\frac{1}{\tau^2} & -\frac{1}{\tau^2} \end{pmatrix}, \quad q = \begin{pmatrix} 2 & 0 \\ 0 & \frac{2}{\epsilon^2} \end{pmatrix}, \quad h = (1, \frac{1}{2}), \]

\[ \tilde{a} = -2, \ \tilde{q} = 2, \ \tau = 0.1, \ \epsilon = 2^{-7}, \ \delta = 2^{-15}, \ n = 2^{15}. \]

In Figure 6.1, we see the actual path of slow process from the multiscale system (blue line) and the path of the homogenized process (red line) closely follow each other. This illustrates the convergence of the paths for averaged process stated in Theorem 4.6. The two standard deviation confidence intervals from the Kalman filters, both direct (cyan lines) and homogenized (green lines), closely follow each other. They both provide a good support for the actual path of the slow process \( x \) from the OU system.

In Figure 6.2, we plot the convergence of the Kalman filter variances. We see that the variance of marginal distribution \( x|z \) (dashed cyan line) and \( X|z \) (dashed green line) are almost the same. The speed of convergence of the variances are relatively slower compared to those from the averaged system, but it is very much convincing that the convergence and stability is well obtained. The variance of \( y|z \) (dash-dotted cyan line) is also plotted for illustration.

In Figure 6.3, we plot the squared error \( (m_x(t) - M(t))^2 \), from which we see that the errors are controlled at below the order of \( 10^{-4} \), and are still decreasing, which is in line with our expectation of an order \( O(\epsilon^2) = 2^{-14} \approx 10^{-4.2} \).

In Figure 6.4, we plot the distance \( ||v_x(t) - V(t)|| \), from which we see that the error is rough of order \( 10^{-3} \), and our expectation is that it is of order \( O(\epsilon^2) = 2^{-14} \approx 10^{-4.2} \).

We conclude this is a good evidence to support Theorem 6.1. The advantage of this application of Kalman filter on homogenized process is the same as those discussed in Section 5.4.

### 6.5 Conclusion

In this chapter, we tried to integrate the multiscale method of homogenization and Kalman filtering. We have proved that the slow part of the marginal filtered distribution of the multiscale system converges to the filter distribution of homogenized process, given observations
Figure 6.1: Paths and 95% confidence intervals of the filtered distributions

Figure 6.2: Variances of the filtered distributions
Figure 6.3: Squared error between the means of the marginal and homogenized filtered distributions

Figure 6.4: Error between the variances of the marginal and homogenized filtered distributions
from the multiscale system contaminated with Gaussian noise, and \( \epsilon \) is small. Unlike the parameter estimation for the homogenized OU system in Chapter 4, here we observe no need for subsampling. In summary,

- We take observations from the noisy observation (6.3);
- we use these observation to substitute into the mean and variance of the Kalman filter derived from the homogenized process (6.8);
- we show that the Gaussian distributions characterized by (6.8) and (6.5) closely follow each other.

Similar to the result achieved in averaging, in Theorem 6.1, we proved the convergence between the marginal distribution of the Kalman filter applied on the whole coupled system and the distribution of that Kalman filter applied on the homogenized process, when the coupled system is made of two scalar OU processes. However, we expect similar result to hold for any finite \( d_1 \) and \( d_2 \).
Part III

EXTERNAL PROJECTS
In this part of the thesis, we will study applications of two types of stochastic models in real world. We will study how a standard vector autoregressive model is developed to a heteroscedastic Bayesian autoregressive model when fitting into a time series data in Chapter 7. Then we will study the Generalized Autoregressive Conditional Heteroscedastic (GARCH) model, equipped with a constant and a time dependent correlation matrix, for a portfolio of 8 asset classes in Chapter 8.

The recent financial crisis has significantly challenged the assumptions and applicabilities of some of the empirically tested stochastic models. In particular, mean reverting models such as vector autoregressive models were preferred by econometric researchers and monetary policy makers. However, they no longer show convincing arguments in simulating future economic scenarios, since the volatile and swiftly changing economic environment do not adhere to models with constant parameters anymore. Bayesian vector autoregressive models have come of more popularity due to its “self updating” ability and its autoregressive based property. We will discuss about the application of Bayesian autoregressive models to the time series of interest rate factors in the Nelson-Siegel yield curve model in Chapter 7. Along the development of the model from standard vector autoregressive model to the hierarchical heteroscedastic regression model, we will incorporate the numerical method of Markov Chain Monte Carlo, Gibbs sampler in specific. Comparison of the models will be based on mean forecasts based on each model specification. Since the model is essentially targeted at forecasting, we fix the estimated parameters on their mean values, while ignoring the uncertainty band for the estimated parameters.

Also due the unexpected and rapid change in the recent economic atmosphere, vulnerability to risks (volatility) has come to the core concern when making investment decisions. Inter-governmental institutions, such as the International Monetary Fund, are especially sensitive to economic and market volatilities. The Generalized Autoregressive Conditional Heteroscedastic (GARCH) Model has been a popular and essential tool in modelling volatility, we study two types of multivariate GARCH model, the Constant Correlation and Dynamic Conditional Correlation GARCH models, in Chapter 8. The Constant Correlation GARCH assumes a constant correlation matrix among assets class, and the Dynamic Conditional Correlation GARCH model assumes a time dependent correlation matrix. We will compare the two setups of the GARCH model by fitting them into our data. Comparing to our focus on mean estimates in Chapter 7, we concentrate on the distribution in 8. This is due to the target of this modelling project is to analyze the portfolio risk structure, the aim is to replicate the volatility and the cross asset correlation time series according to historical data.

All models in this part are coded in MATLAB. We thank the publicly licenced “Econometric Tool Box” developed by James LeSage, et al [55] for the great efficiency
and convenience it provides to the implementation of our modelling process. I would also like to thank the International Monetary Fund for providing the opportunity and support for these projects.
Chapter 7

Bayesian Vector Autoregressive Models

Vector Autoregressive (VAR) models are of particular interest to economic researchers and policy makers. This is due to the mathematical simplicity and proven credibility of regression models. Autoregressive models, specifically with short memories, are usually mean reverting, and trend deterministic under normal conditions. This is true, for an economic statistic, across (usually very) long time horizon. However, the recent economic recession presented a distorted picture for the economic scenario based on autoregressive models. For this reason, we apply Bayesian Vector Autoregressive (BVAR) models and their derivatives to our problem of simulating the Nelson-Siegel factors. The methods of Bayesian Vector Autoregressions are discussed in detail in [59, 88].

In section 7.1 we introduce the Nelson-Siegel yield curve model, from which the time series of factors are taken. From section 7.2 to section 7.5, we discuss how the time series model for the Nelson-Siegel interest rate factors (i.e. the long, medium and short term interest rate parameters of Nelson-Siegel model) can be developed from the standard VAR(1) to the Bayesian heteroscedastic regression model. In section 7.6, we discuss the convergence tests for the MCMC samplers, which take important place in the Gibbs sampling for Bayesian VAR model studied in section 7.4, and the Bayesian heteroscedastic regression model studied in section 7.5. Finally, in section 7.7, we discuss the results from each model in the development process, the reason a specific model is preferred, and the convergence test results if the model is MCMC based. For the MCMC based models in sections 7.4 and 7.5, though we will sample the entire the posterior space for the parameters of interest, we will focus on the mean estimates of the parameters since our aim is to implement those estimated models to simulate data, therefore, we will not discuss the uncertainty bands of the estimated parameters.
7.1 The Nelson-Siegel Factors

The Nelson-Siegel model [23, 24, 67] is the most widely used model for yield curve modelling of government bonds (ie. US Treasury bills) by central banks and monetary policy researchers. It takes the form

\[
\text{Yield}(t) = y_0(t) + y_1(t) \frac{1 - e^{-\lambda \tau}}{\lambda \tau} + y_2(t) \left( \frac{1 - e^{-\lambda \tau}}{\lambda \tau} - e^{-\lambda \tau} \right)
\]  

(7.1)

where \( \lambda \) is a decay factor, which is assumed to be a constant across the time horizon due to its low volatility; \( \tau \) is the bond maturity parameter; \( y(t) = (y_0(t), y_1(t), y_2(t)) \) is a three dimensional time series which the following models are based on.

In economic terms, \( y_0 \) is interpreted as the long run level of interest rates, \( y_1 \) is the short term component and \( y_2 \) for the medium term. They are usually fitted via least-squares or similar algorithms (see [23]).

In our problem, historical monthly \( y(t) \) is supplied. It is the vector valued time series we try to model and simulate. Since short memory models are preferred by the policy makers, we restrict our models to have lag length of 1 (month). We also assume there is no cross-dependence between components of \( y(t) \) at the same time due to observational restrictions, which means we can not forecast \( y_i(t) \) given \( y_j(t), i \neq j \). The modelling scheme takes four steps. We start from the standard VAR(1) in section 7.2, then introduce the standard BVAR(1) in section 7.3, and its hierarchical Monte Carlo derivative in section 7.4. Finally, we modify the Monte Carlo BVAR(1) as a heteroscedastic linear regression model to give our best forecasting result in section 7.5.

We have time series data \( y(t) \) on monthly frequency, ranging from August 1988 to April 2010 (as in Figure 7.7), and given \( \lambda \) and a range of different maturities \( \tau \). Our aim is to forecast \( y(t) \) for 60 periods (ie. 5 years) from May 2010 using regression based models. We assume a constant \( \lambda \) for the entire 5-year simulation period, which only takes part when we are converting the simulated \( y(t) \) to yield curve forecasts using equation (7.1). The Nelson-Siegel model (7.1) is only used as a map to convert the factors \( y(t) \) to yields, and is irrelevant to the model development process discussed below.

7.2 Model 1: The Vector AR(1) process

As a start, we regress the time series data \( \{y(t)\}_{0 \leq t \leq N} \) against itself with order one time lag, using the standard Vector AR(1) model

\[
Y = LY \Phi + \eta
\]  

(7.2)
where the data $Y = \{y(t)\}_{1 \leq t \leq N} \in \mathbb{R}^{N \times k}$, with $L$ as the lag operator\(^1\); $\Phi \in \mathbb{R}^{k \times k}$; $\eta \in \mathbb{R}^{N \times k}$ is the random Gaussian error. The variable $N + 1$ takes the value 261, and is the number of equidistantly observed historical $y(t)$, ranging from August 1988 to April 2010; $k = 3$ is the number of variables. We want to estimate the parameter $\Phi$.

By estimating the parameter $\Phi$ through ordinary least squares, we can make mean forecasts using the model. The mean forecasted $y(t)$ and selected yield curves are plotted in Figure 7.8. The results will be discussed in Section 7.7.

For simplicity of notation in later steps, we decompose the above equation as

$$y_i = LY\phi_i + \epsilon_i$$

where $i \in \{0, 1, 2\}$. The vector $y_i$ represents a column vector of $Y = (y_0, y_1, y_2)$ in equation (7.2), and $\phi_i$ a corresponding column vector in $\Phi = (\phi_0, \phi_1, \phi_2)$, respectively. $\epsilon_i$ is a Gaussian random vector with mean zero and covariance matrix $\Sigma_i$. For the sake of simplicity, we omit the column indices $i$ of $y_i$ and $\phi_i$. We write the regression model in this form to avoid the unnecessary complication when describing the variance of a matrix random variable, which is a three-dimensional tensor. This simplification only results a change of notation, it does not affect the correlation among $\phi_i$’s, nor $\epsilon_i$’s.

### 7.3 Model 2: The standard BVAR(1)

We now implement the standard Bayesian vector autoregressive model with lag 1 based on the VAR(1) set up (7.3) by adding more randomness to the parameters. We assume $\phi$ (shorthand notation for $\phi_i$’s in (7.3)) follow a distribution classified by the Bayesian framework described below. For Bayesian models, the choice of appropriate priors is essential. There are many choices of priors for BVAR estimation, they are studied extensively in [59, 85, 88]. However, we choose the non-informative Litterman prior, or Minnesota prior, for our standard BVAR(1) application.

The Litterman prior is the most classical and most widely used non-informative prior in BVAR applications. When implementing a BVAR model with the absence of prior knowledge of the time series, external information enters each equation marginally and deviates as time lags increase. The prior is not derived from any explicit economic theory but purely on common belief [59, 60], which assumes that current state has higher dependence with immediate past than the past further back in time. This property shows a very weak assumption is required to implement this prior, and a wide scope of problems this prior is able to adapt to. This advantage motivates our construction of the BVAR model. In the Lit-

\(^1\)For our problem, the lag operator is defined as $LY = \{y(t)\}_{0 \leq t \leq N-1}$
The Litterman prior assumes a Gaussian distribution for $\phi$

$$\phi \sim \mathcal{N}(\phi_0, V_0)$$

(7.4)

where the prior mean $\phi_0 = (0, \ldots, 0, 1, 0, \ldots, 0)^*$, with the $i^{th}$ entry valued 1, and all other entries valued zero$^2$, which reflects the belief that the $i^{th}$ variable has an expected value equal to its immediate past, but not other variables.

The prior covariance takes the form:

$$V_0 = V_0^{\frac{1}{2}} \left( V_0^{\frac{1}{2}} \right)^*$$

(7.5)

$$(V_0^{\frac{1}{2}})_{ij} = \theta l^{-\psi} w(i, j) \frac{\hat{\sigma}_i}{\hat{\sigma}_j}$$

where $\theta \in (0, 1)$ is a parameter describing overall tightness of the variance. $l^{-\psi}$ is a lag decay function at lag $l$ with rate $\psi \in (0, 1)$. The function describes the shrinkage of the standard deviation with increasing lag length. In our problem $l = 1$, which gives a constant lag decay function. $w(i, j)$ a weight function describes the tightness of the prior for variable $j$ in equation $i$ of the system, relative to the tightness of its own lags of variable $i$ in equation $i$. $w$ is a symmetric matrix, which is chosen as a common preference [55]

$$w = \begin{pmatrix}
1 & 0.5 & 0.5 \\
0.5 & 1 & 0.5 \\
0.5 & 0.5 & 1
\end{pmatrix}$$

The diagonal 1s mean variable $i$ has a larger weight in equation $i$, which takes a bigger role in describing itself, and other variables in this equation are equally less weighted. $\hat{\sigma}_i$ is the estimated standard error from a univariate autoregression for variable $i$. It is pre-estimated using $y_i = L y_i \hat{\phi} + \hat{\epsilon}_i$, where the variance of $\hat{\epsilon}$ is $\hat{\sigma}^2$. $\hat{\sigma}_i/\hat{\sigma}_j$ acts as a scaling factor adjusts for varying magnitude of the variables across equations $i$ and $j$. The construction of $V_0$ through the factorization setup eases sampling of $\phi$ since it is assumed to follow a multivariate Gaussian distribution.

$^2$For our problem, $\phi_0$ takes one of the following values: $(1, 0, 0)^*$, $(0, 1, 0)^*$ or $(0, 0, 1)^*$. 
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We have the **likelihood** function for \( \phi \) from the model (7.3)
\[
L(\phi|Y) \propto \det(\Sigma)^{\frac{1}{2}} \exp \left( -\frac{1}{2} (y - (LY)\phi)^{\ast} \Sigma^{-1} (y - (LY)\phi) \right) \quad (7.6)
\]

Hence we find the **posterior** by completing the square for the product of the prior (7.4) and the likelihood (7.6),
\[
p(\phi|Y) \propto \exp \left( -\frac{1}{2} (\phi - \hat{\phi}_{\text{Bayesian}})^{\ast} \hat{\Sigma}_{\text{Bayesian}}^{-1} (\phi - \hat{\phi}_{\text{Bayesian}}) \right) \quad (7.7)
\]

where \( \hat{\phi} \) and \( \hat{\Sigma} \) are the maximum likelihood estimators of the posterior mean and variance for parameter \( \phi \). Therefore \( \phi \) is updated by the lag 1 data \( LY \) according to
\[
\hat{\phi}_{\text{Bayesian}} = \left( V_0^{-1} + (LY)^{\ast} \Sigma^{-1} (LY) \right)^{-1} (V_0^{-1}\phi_0 + (LY)^{\ast} \Sigma^{-1} y)
\]
\[
\hat{\Sigma}_{\text{Bayesian}} = \left( V_0^{-1} + (LY)^{\ast} \Sigma^{-1} (LY) \right)^{-1}
\]

In summary, for the BVAR(1) model, we have the following framework:
- We want to estimate the parameter \( \phi \) in (7.3), by maximizing it’s posterior density;
- we use data \( Y = (y_0(t), y_1(t), y_2(t))_{0 \leq t \leq N} \) as input, segment it to the dependent variable \( \{y_t\}_{1 \leq t \leq N} \) for each run of the model for \( \phi_t \), and the independent variables \( LY = (y_0(t), y_1(t), y_2(t))_{0 \leq t \leq N-1} \);
- the prior density for \( \phi \) as given by (7.4);
- the likelihood \( L(\phi|Y) \) as given by (7.6);
- the posterior \( p(\phi|Y) \) as given by (7.7).

We use the estimated \( \phi \) to make 60-period mean forecasts of \( y(t) \) using equation (7.3). The selected yield curves are shown in Figure 7.9. The results will be discussed in Section 7.7.

### 7.4 Model 3: BVAR(1) with Gibbs sampling

When the Litterman prior is chosen as a non-informative prior, the posterior distributions can be obtained in a closed form, the necessary estimation can be analytically obtained. However, in the case an informative prior is preferred and can be reasonably supplied, we may opt for the Gibbs sampling for the BVAR model since analytical results in Model 2
cannot be obtained here. Gelfand and Smith [29] proved that, if the functional form of the joint density of the random observations is known, using Gibbs sampler to draw a sequence of complete conditional distributions for all of its parameters, will converge in the limit to the true joint posterior distribution of the parameter.

Recall the setup in (7.3),

$$y = LY\phi + \epsilon$$ (7.8)

where $y$ and $(LY)$ retain the same property, but assume $\epsilon \sim \mathcal{N}(0, \sigma^2 I)$ is a vector of independently identically distributed Gaussian random errors. In the case we want to implement the hierarchical Gibbs sampled BVAR(1) model to estimate parameters $(\phi, \sigma)$, we first need some more assumptions.

**Assumptions 7.1.**

We assume, for the system (7.3):

(i) the prior density $\pi_\phi(\phi)$ for parameter $\phi$, and the prior density $\pi_\sigma(\sigma)$ for parameter $\sigma$ are independent, i.e. the joint prior density $\pi(\phi, \sigma) = \pi_\phi(\phi)\pi_\sigma(\sigma)$;

(ii) $\pi_\phi(\phi)$ is Gaussian, for which the mean and variance can be expressed as linear combinations of $\phi$;

(iii) we assume a non-informative diffuse prior for $\pi_\sigma(\sigma) \propto 1/\sigma$, which is a continuous uniform distribution, with $\sigma > 0$.

For Assumption 7.1 (ii), we mean there exists $R$ such that

$$\pi_\phi(\phi) \propto \exp \left( -\frac{1}{2} (R\phi - r)' \Gamma^{-1} (R\phi - r) \right)$$ (7.9)

from which it is possible that $R \in \mathbb{R}^{m \times k}$ with $m \leq k$, and $r$ and $\Gamma$ are the prior mean and covariance of $R$, respectively. In the event $m \leq k$, the prior $\pi_\phi(\phi)$ in (7.11) is improper, since there are fewer number of equations than the number of variables. However, we can seek an alternative by factorising $\Gamma^{-1} = \tau'\tau$, and $r_\tau = \tau r$. This gives

$$\pi_\phi(\phi) \propto \exp \left( -\frac{1}{2} (\tau \phi - r_\tau)' (\tau \phi - r_\tau) \right).$$ (7.10)

Therefore, we have the joint **prior** density

$$\pi(\phi, \sigma) = \pi_\sigma(\sigma)\pi_\phi(\phi),$$ (7.11)
and the **likelihood** function

\[ L(\phi, \sigma | Y) \propto \sigma^{-(N-1)} \exp \left( \frac{1}{2\sigma^2} (y - (LY)^* (y - (LY)^*) \right), \tag{7.12} \]

to get the **posterior**

\[ p(\phi, \sigma) \propto \sigma^{-N} \exp \left( (\phi - \hat{\phi}_{gibbs})^* \hat{V}_{gibbs}^{-1} (\phi - \hat{\phi}_{gibbs}) \right), \tag{7.13} \]

which gives the maximum likelihood estimators

\[ \hat{\phi}_{gibbs} = ((LY)^*(LY) + \sigma^2 \tau^* \tau)^{-1} (LY)^* y + \sigma^2 \tau^* r), \tag{7.14} \]

and

\[ \hat{V}_{gibbs} = \sigma^2 ((LY)^*(LY) + \sigma^2 \tau^* \tau)^{-1}. \tag{7.15} \]

It is observed that the MLEs \( \hat{\phi}_{gibbs} \) and \( \hat{V}_{gibbs} \) depend on \( \sigma \), which prevents it to have an analytical solution as in the standard BVAR model with Litterman prior. Theil and Goldberger [90] proposed that \( \sigma^2 \) to be initially estimated by the least squares method

\[ \hat{\sigma}^2 = (y - (LY)^*) (y - (LY)^*) / N - k. \]

The Gibbs sampler samples \( \phi \) from the multivariate conditional Gaussian posterior distribution (7.13), with conditional mean (7.14) and variance (7.15), and samples \( \sigma \) from the posterior density

\[ p(\sigma | \phi) \propto -\sigma^{-N} \exp \left( - (y - (LY)^*) (y - (LY)^*) \right) \]

which is identical to

\[ (y - (LY)^*) (y - (LY)^*) / \sigma^2 | \phi \sim \chi^2(N - 1) \]

In summary, for the BVAR(1) model with Gibbs sampling, we have the following framework:

- We want to estimate the coefficient \( \phi \), and \( \sigma \), the standard deviation for the error \( \epsilon \) in (7.3), by maximizing their joint posterior density;

- we use data \( Y = (y_0(t), y_1(t), y_2(t))_{0 \leq t \leq N} \) as input, segment it to the dependent variable \( \{y_i\}_{1 \leq t \leq N} \) for each run of the model for \( \phi \), and the independent variables \( LY = (y_0(t), y_1(t), y_2(t))_{0 \leq t \leq N-1} \);

- the joint prior density for \( (\phi, \sigma) \) is given by (7.11);

- the likelihood function \( L(\phi, \sigma | Y) \) is given by (7.12);
• and the joint posterior \( p(\phi, \sigma | Y) \) is given by (7.13).

Convergence tests of the MCMC method is monitored using various methods, which are discussed in Section 7.6. The 60-month mean forecasts of \( y(t) \) made by the BVAR(1) with Gibbs sampler and selected yield curves are shown in Figure 7.10. The results will be discussed in Section 7.7.

## 7.5 Model 4: Bayesian heteroscedastic regression and Gibbs sampling

We now refer to the spatial autoregressive models from a Bayesian perspective. The method is discussed extensively in [56, 57].

The model (7.3) is considered as a case of heteroscedastic linear regression model with an informative prior.

\[
y = LY \phi + \epsilon
\]

with

**Assumptions 7.2.**

We assume:

(i) \( \epsilon \) follows a Gaussian distribution \( N(0, \sigma^2 V) \);

(ii) the variance of the error takes a diagonal form \( V = \text{diag}(v_1, v_2, \ldots, v_N) \);

(iii) \( \phi \) has a Gaussian prior \( N(\bar{\phi}, T) \);

(iv) \( \sigma \) has a flat diffuse prior \( (1/\sigma) \), which is a uniform distribution with \( \sigma > 0 \);

(v) each \( v_i \) has a prior \( r/v_i \) follows independent \( \chi^2(r) \) prior distributions;

(vi) \( r \) follows a prior \( \Gamma(m, k) \).

In this model, \( y \) and \( LY \) are the same as defined in (7.3). In addition to the previous model, we assume, that \( \epsilon \) has a non-constant variance. The relative variance \( (v_1, v_2, \ldots, v_N) \) are assumed to be fixed at each discrete observational time, they are unknown parameters need to be estimated. Bayesian methods avoid the constrains from a degrees-of-freedom perspective when estimating \( N \) parameters \( (v_1, v_2, \ldots, v_N) \) of \( V \), and the \( k + 1 \) parameters of \( \phi \) and \( \sigma \), using \( N \) data observations, since we can rely on an informative prior for the \( V \) parameters. The prior \( r/v_i \) takes the form of \( \chi^2(r) \) distribution as described in Assumption 7.2 (v). This type of prior was first introduced by Lindley in [58].
as cell variances in the analysis of variance with multiple observations per cell. It has been discussed in [30] as well.

The prior assigned to each $v_i$ can be understood as a distribution with unity mean and variance $2/r$. As $r$ becomes large, all $v_i$ will approach unity, giving an identity matrix for $V$, believing that outliers and non-constant variances do not exist; when $V$ does not equal identity, it makes the model more robust to outliers and observations with large variances by assigning less weight to these observations.

Following the usual Bayesian methodology, we have the likelihood function,

$$L(\phi, \sigma, V|Y) \propto \sigma^{-(N-1)} \left( \prod_{i=1}^{N} \sqrt{v_i} \right)^{-1} \exp \left( \frac{1}{2\sigma^2} (y - (LY)\phi)^* V^{-1} (y - (LY)\phi) \right).$$  

(7.16)

we then compute the posterior using the priors and likelihood function analytically, however, the posterior density may not be tractable. We seek Gibbs sampling to derive the posterior distribution.

We will use the following mutually conditional distributions for $\phi$, $\sigma$ and $V$ to do our sampling.

$$\phi|(\sigma, V) \sim \mathcal{N} \left( H \left((LY)^*V^{-1}y + \sigma^2T^{-1}c\right), \sigma^2H \right)$$  

(7.17)

$$H = \left((LY)^*V^{-1}(LY) + T^{-1}\right)^{-1}$$

$$\left[ \sum_{i=1}^{N} \left( \frac{e_i^2}{v_i} \right) \right] |(\phi, V) \sim \chi^2(N)$$  

(7.18)

$$\left[ \frac{\sigma^{-2} e_i^2 + r}{v_i} \right] |(\phi, \sigma) \sim \chi^2(r + 1)$$  

(7.19)

where $e_i = y_i - (LY)^i \phi$.

The Gibbs sampling takes the following steps repeatedly:

(i) Start with arbitrary choices of initial values $\phi^0$, $\sigma^0$ and $v_0^i$;

(ii) Sample $\phi^1$ using (7.17) conditional on $\sigma^0$ and $v_0^i$;

(iii) Sample $\sigma^1$ using (7.18) conditional on $\phi^1$ and $v_0^i$;

(iv) Sample $v_i$ using (7.19) conditional on $\phi^1$ and $\sigma^1$.

In summary, for the Bayesian heteroscedastic regression model with Gibbs sampling, we have the following framework:

- We want to sample the parameters $(\phi, \sigma, V)$, by doing Gibbs sampling iteratively;
MCMC CONVERGENCE diagnostics

Based on sample size = 1000

Autocorrelations within each parameter chain

<table>
<thead>
<tr>
<th>Variable</th>
<th>Lag 1</th>
<th>Lag 5</th>
<th>Lag 10</th>
<th>Lag 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>phi 0</td>
<td>-0.023</td>
<td>0.000</td>
<td>0.035</td>
<td>0.003</td>
</tr>
<tr>
<td>phi 1</td>
<td>0.026</td>
<td>-0.003</td>
<td>0.039</td>
<td>-0.067</td>
</tr>
<tr>
<td>phi 2</td>
<td>-0.003</td>
<td>0.026</td>
<td>-0.023</td>
<td>-0.014</td>
</tr>
</tbody>
</table>

Figure 7.1: Autocorrelation Diagnostics for Model 3

- we use data $Y = (y_0(t), y_1(t), y_2(t))_{0 \leq t \leq N}$ as input, segment it to the dependent variable $\{y_t\}_{1 \leq t \leq N}$ for each run of the model for $\phi$, and the independent variables $LY = (y_0(t), y_1(t), y_2(t))_{0 \leq t \leq N-1}$;

- the priors for each parameter are specified through a set of distributions, which are set out in Assumptions 7.2;

- the likelihood function is given in (7.16);

- the posteriors are specified iteratively in (7.17), the updating scheme follows the algorithm in 7.5.

Convergence tests of the MCMC method is monitored using various methods, which are discussed in Section 7.6. The 60-month mean forecasts of $y(t)$ from the heteroscedastic regression model and Gibbs sampling and selected yield curves are shown in Figure 7.11. The results will be discussed in Section 7.7.

7.6 Convergence Tests of the MCMC Samplers

For the Gibbs sampler models 3 and 4 discussed in Section 7.4 and 7.5, we assess the convergence of the sampler to the posterior distributions. For both of the samplers in Section 7.4 and 7.5, we used 1100 draws for each step, and discarded the first 100 as burn-in. We use the rest of the 1000 samples to be tested for convergence. Among various MCMC convergence diagnostics, we focus on the following diagnostic tests: autocorrelation, Raftery & Lewis, and Geweke’s diagnostics. The diagnostic measures are explained in [43].

Autocorrelation is the most common approach to measure dependency among Markov Chain samples. Autocorrelation with lags 1, 5, 10 and 50 have been computed (see Figures 7.1 and 7.2), we find all of them being very small, which suggest the samples are well mixed.

Raftery & Lewis [32, 82, 83] diagnostics provides a practical tool for finding the minimum sample size required to reach a desired level of posterior distributional accuracy in terms of percentiles. We take the quantile of $q = 0.025$ to be our interest, with a precision
level of $r = 0.01$ associated with a probability $s = 95\%$. In Figures 7.3 and 7.4, the resulting statistics suggest that a total number of 969 draws are required to achieve the desired accuracy of $r = 0.01$ on the proposed 0.025 percentile estimation; and 937 draws are required if the draws are from an iid chain. Our chain consists of 1000 effective draws, which exceeds both of these requirements.

Geweke’s [31] diagnostics tests if the mean estimates converges. It compares the means from the early and latter part of the Markov Chain. There are two groups of summary statistics been produced for the Geweke’s diagnostics. The first group of statistics titled ”Geweke Diagnostics for each parameter chain” shows the estimates of the numerical standard error (NSE) and relative numerical efficiency (RNE). RNE provides an indication of the number of draws that would be required to produce the same numerical accuracy if the draws had been sampled independently from the posterior distribution. The test produces estimates of iid chain and truncation of the periodogram window at 4%, 8% and 15%. The NSE and RNE based on an iid process provides a sample about the statistics. The 4%, 8% and 15% NSEs and RNEs do not base on iid assumption of the process. If they are significantly different, then we tend to believe in the non-iid nature, however, in our case
in Figures 7.5 and 7.6, corresponding statistics are close to each other, which suggests a well-mix of our samples.

The second group of the statistics titled ”Geweke Chi-squared test for each parameter chain” shows if the sample draws have reached an equilibrium based on the means of the first 20% and the last 50% of the sample. If the sample Markov Chain has reached an equilibrium, the means of the two portions of the sample should be roughly equal. From the results in Figures 7.5 and 7.6, we see that the means of the parameters are close enough to indicate a good convergence.

Therefore, the conclusion arise as both of the MCMC samplers: the Bayesian VAR(1) model with Gibbs sampler (Model 3) and the Heteroscedastic Regression Model (Model 4) have reach equilibrium with our required accuracy level given our sample size in the simulation.

7.7 Discussion of the Results

Before we make our choices on the model, we outline the fundamental assumptions we make on yield curve. We make two assumptions (or beliefs) on the behaviour of our targeting yield curves: 1) the yield curves being simulated are normal yield curves. Normal yield curves always have a positive derivative in time. It reflects a rational economic expectation that the economy will grow in the future, and the associated inflation will rise in the future rather than fall. The positive derivative is also associated with the risks posed to the uncertainty of future inflation rate and the value of scheduled cash flows, which is compensated by higher yields for longer maturity. 2) We believe the yield curves for different forwards should not intersect significantly, and yield curves with shorter forward periods should mostly be dominated by those with longer forwards. This assumption holds because we believe that risks posed to the uncertainty in longer time is greater, hence should be compensated with higher yields. With these two expectations in mind, we discuss the results from the four models.

In Figure 7.7, we see that the long run interest level $y_0$ evolves at a rather stable level, while the short $y_1$ and medium $y_2$ term levels show relatively high correlation and high volatility. In all of the four forecast plots corresponding to our four models respectively, we show the 60-period mean forecast values of $y(t)$ in the upper plot, and the forecasted mean yield curves with four typical forward periods (ie. today, 1-year, 3-year and 5-year) in the lower plot.

The forecasted Nelson-Siegel factors, in Figure 7.8, using the VAR(1) model shows

---

3There are 3 types of yield curves: normal, inverted and flat. Most of the post-Great Depression yield curves have been normal, and there is enough reason for us to believe it should be normal.
<table>
<thead>
<tr>
<th>Variable</th>
<th>NSE 4%</th>
<th>RNE 4%</th>
<th>NSE 8%</th>
<th>RNE 8%</th>
<th>NSE 15%</th>
</tr>
</thead>
<tbody>
<tr>
<td>phi 0</td>
<td>0.001385</td>
<td>1.019037</td>
<td>0.001484</td>
<td>0.887651</td>
<td>0.001400</td>
</tr>
<tr>
<td>phi 1</td>
<td>0.001192</td>
<td>1.321504</td>
<td>0.001161</td>
<td>1.391757</td>
<td>0.001044</td>
</tr>
<tr>
<td>phi 2</td>
<td>0.010099</td>
<td>1.115972</td>
<td>0.009766</td>
<td>1.193568</td>
<td>0.009268</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RNE 15%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.997201</td>
</tr>
<tr>
<td>1.722246</td>
</tr>
<tr>
<td>1.325150</td>
</tr>
</tbody>
</table>

**Figure 7.5: Geweke diagnostics for Model 3**

First 20% versus Last 50% of the sample

<table>
<thead>
<tr>
<th>Variable</th>
<th>NSE estimate</th>
<th>Mean</th>
<th>N.S.E.</th>
<th>Chi-sq</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>phi 0</td>
<td>i.i.d.</td>
<td>0.012691</td>
<td>0.001710</td>
<td>0.620908</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4% taper</td>
<td>0.012616</td>
<td>0.001583</td>
<td>0.581897</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8% taper</td>
<td>0.012449</td>
<td>0.001668</td>
<td>0.587570</td>
<td></td>
</tr>
<tr>
<td></td>
<td>15% taper</td>
<td>0.012216</td>
<td>0.001725</td>
<td>0.602652</td>
<td></td>
</tr>
</tbody>
</table>

| phi 1    | i.i.d.       | -0.011670 | 0.001686 | 0.778119 |
|          | 4% taper     | -0.011679 | 0.001436 | 0.738817 |
|          | 8% taper     | -0.011693 | 0.001393 | 0.727647 |
|          | 15% taper    | -0.011748 | 0.001301 | 0.698195 |

<p>| phi 2    | i.i.d.       | 0.105432 | 0.012862 | 0.799946 |
|          | 4% taper     | 0.105512 | 0.013101 | 0.801667 |
|          | 8% taper     | 0.105007 | 0.011099 | 0.783266 |
|          | 15% taper    | 0.104849 | 0.010969 | 0.787452 |</p>
<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>std dev</th>
<th>NSE iid</th>
<th>RNE iid</th>
</tr>
</thead>
<tbody>
<tr>
<td>phi 0</td>
<td>0.998704</td>
<td>0.003682</td>
<td>0.000116</td>
<td>1.000000</td>
</tr>
<tr>
<td>phi 1</td>
<td>0.013190</td>
<td>0.010479</td>
<td>0.000331</td>
<td>1.000000</td>
</tr>
<tr>
<td>phi 2</td>
<td>-0.016624</td>
<td>0.009377</td>
<td>0.000297</td>
<td>1.000000</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>NSE 4%</th>
<th>RNE 4%</th>
<th>NSE 8%</th>
<th>RNE 8%</th>
</tr>
</thead>
<tbody>
<tr>
<td>phi 0</td>
<td>0.000137</td>
<td>0.721950</td>
<td>0.000153</td>
<td>0.575885</td>
</tr>
<tr>
<td>phi 1</td>
<td>0.000343</td>
<td>0.932118</td>
<td>0.000358</td>
<td>0.855544</td>
</tr>
<tr>
<td>phi 2</td>
<td>0.000275</td>
<td>1.164783</td>
<td>0.000284</td>
<td>1.086397</td>
</tr>
</tbody>
</table>

NSE 15% RNE 15%
0.000163 0.512816
0.000347 0.912707
0.000242 1.506677

Geweke Chi-squared test for each parameter chain
First 20% versus Last 50% of the sample
<table>
<thead>
<tr>
<th>Variable</th>
<th>phi 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSE estimate</td>
<td>Mean</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>0.998483</td>
</tr>
<tr>
<td>4% taper</td>
<td>0.998506</td>
</tr>
<tr>
<td>8% taper</td>
<td>0.998532</td>
</tr>
<tr>
<td>15% taper</td>
<td>0.998581</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>phi 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSE estimate</td>
<td>Mean</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>0.012646</td>
</tr>
<tr>
<td>4% taper</td>
<td>0.012773</td>
</tr>
<tr>
<td>8% taper</td>
<td>0.012805</td>
</tr>
<tr>
<td>15% taper</td>
<td>0.012885</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>phi 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSE estimate</td>
<td>Mean</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>-0.016230</td>
</tr>
<tr>
<td>4% taper</td>
<td>-0.016265</td>
</tr>
<tr>
<td>8% taper</td>
<td>-0.016356</td>
</tr>
<tr>
<td>15% taper</td>
<td>-0.016395</td>
</tr>
</tbody>
</table>

Figure 7.6: Geweke diagnostics for Model 4
clear mean reverting feature of the model, while the three components stays relatively isolated. The resulting yield curves converge quite quickly, which means for a bond with a maturity of 10 years, there is little difference in yield if we buy it today, in 1-year, 3-year’s or 5-year’s time. The results from VAR(1) does not directly violate the two beliefs we assume for yield curves, however, the tiny differences in yields among the four forward periods squeeze out the motivation to take such risks. This result is not encouraging, so we look to the Bayesian modification of this regression model.

The forecast made by the standard BVAR(1) model is plotted in Figure 7.9. The Bayesian structure with non-informative prior forecasted a converging medium and short term interest levels. However, the yield curves violate the second belief we assumed at the beginning of this chapter. The yield curves with longer forward periods should dominate those with shorter forward periods. In our case, yield curves, from top to bottom, should be in the order of 5-year, 3-year, 1-year and zero-year (today) forward periods. The Bayesian VAR(1) with non-informative prior presented us with a wrong (ie. non normal) structure of the yield curves. The reason for this problem lies behind the choice of the non-informative prior, we assumed a non-informative prior, with fixed mean and variance. The result shows that this model lies heavily on correct specification of the prior, which is something we are unable to supply except making a consensus choice. Therefore, we attempt an informative prior with Monte Carlo methods to forecast the time series.

Then we look at the hierarchical Bayesian VAR(1) with an informative prior, incorporated with Gibbs sampler, the result is shown in Figure 7.10. For each simulation step, we make 1100 draws, and discard the first 100 as burn-in. Then compare to the yield curves from the standard Bayesian VAR(1), we find yield curves follow a more reasonable order, however, the yield curves still intersect at some maturity, which is not desirable according to the second belief we have on yield curve behaviors. Though this modification of the Bayesian VAR(1) model has shown some improvement, the results still exhibit the problem of intersecting (non normal) yield curves. This inspired us that the main structure of the model gives approximate correct order of the yield curves, but may have some critically information in the error terms being missed out. This motivation turns us to the heteroscedastic modifications of this Bayesian VAR(1) model.

For the last Bayesian heteroscedastic VAR(1), with a set of informative priors and Gibbs sampler, the results are shown in Figure 7.11. The simulated Nelson-Siegel factors have shown a much better replicate of the correlation as in Figure 7.7. The yield curves have demonstrated a reasonable order for different forward periods.

The idea above is further illustrated by the time series on cross-correlations between \(y_0\), \(y_1\) and \(y_2\). We observe the correlation time series on a 12-monthly (ie. 1 year) intervals. Figure 7.12 shows the historical correlation structure among the 3 factors. Figure
7.13 shows the simulated correlations based on VAR(1), which looks more like switching between -1 and +1 correlation. This certainly does not look good in replicating the historical correlations. Figure 7.14 shows the simulated correlations based on standard BVAR(1). It is observed that the correlation between \( y_{1} \) and \( y_{2} \) still resembles a switching phenomenon, while the correlation between \( y_{0} \) and \( y_{1} \) shows an evident periodicity, which is non-existent in the historical correlation. Figure 7.15 shows the simulated correlations based on BVAR(1) with Gibbs sampler. It is observed that switching phenomenon between -1 and +1 is not so evident under this model, the correlation between \( y_{0} \) and \( y_{1} \) has shown most significant improvement, whilst the other two showing clear periodicity which is not evident in history. Figure 7.16 shows the simulated correlations based on heteroscedastic regression model with Gibbs sampler. This result best replicates the historical distribution of correlations, there are no obvious switching between extreme constant, nor periodic behaviour.

### 7.8 Figures

### 7.9 Conclusion

In this chapter, we have developed from the standard VAR model, to the Bayesian VAR model by assuming the distribution for the coefficient \( \phi \); further, we implemented a hierarchical model by adding distributional assumption onto the error variance parameter \( \sigma \), and sampled through the Gibbs sampler to retrieve estimates for the parameters; finally, by introducing more parameters to accurately specify the covariance matrix of the error, namely, the variance matrix \( V \), and the auxiliary parameter \( r \), we developed a Bayesian heteroscedastic regression model. For the last two models based on MCMC methods, we examined the convergence of the Gibbs samplers.

By comparing the simulated results, we conclude that the Bayesian heteroscedastic regression model best suits our purpose, which is to simulate yield curves. In summary, we choose this model based on the following two reasons: 1) it best satisfies the normal yield curve assumption and the non intersecting nature; 2) the simulated Nelson-Siegel interest rate factors best replicates the historical time series, both in terms of the mean reverting feature, volatility level and correlations.
Figure 7.7: Historical values of the Nelson-Siegel Parameters
Figure 7.8: VAR(1) simulated Nelson-Siegel factors and Yield Curves
Figure 7.9: Standard BVAR(1) simulated Nelson-Siegel factors and Yield Curves
Figure 7.10: Simulated Nelson-Siegel factors and Yield Curves using Gibbs Sampled BVAR(1)
Figure 7.11: Simulated Nelson-Siegel factors and Yield Curves using Heteroscedastic Regression model with Gibbs Sampler
Figure 7.12: Historical Correlations
Figure 7.13: Simulated Correlations based on VAR(1)
Figure 7.14: Simulated Correlations based on standard BVAR(1)
Figure 7.15: Simulated Correlations based on BVAR(1) with Gibbs Sampler
Figure 7.16: Simulated Correlations based on Heteroscedastic Regression Model with Gibbs Sampler
Chapter 8

Dynamic Conditional Correlation
GARCH

The autoregressive models discussed in the previous chapter have shown inadequate capability in modelling time-varying volatility. We attempted to overcome some of these shortcomings with the Bayesian heteroscedastic regression models; in this chapter, we delve deeper into this modelling issue and investigate the Generalized Autoregressive Conditional Heteroscedasticity (GARCH) model. This model has proved successful in predicting volatility changes.

The phenomena of clustering of volatilities exist in a wide range of economic and financial activities. The word “clustering of volatility” refers to observations that “large changes tend to be followed by large changes, of either sign, and small changes tend to be followed by small changes”[63, 64]. For example, if we are given a set of uncorrelated, drift (or mean) corrected, economic time series data \( \{x_t\}_{t \in [0,T]} \), the magnitude of the time series \( \{|x_t|\}_{t \in [0,T]} \) displays a positive, significant and slowly decaying autocorrelation function: \( \text{corr}(|x_t|,|x_{t+\delta}|) > 0 \) for various \( \delta \) [64]. No real economic reason has been proved to explain the clustering behaviour of volatilities, despite the empirical success of the ARCH/GARCH models. This observation motivates us to apply these models to simulate economic risks. GARCH models require high frequency data, this is realisable for financial data, but not easily feasible in terms of economic and monetary data. This is one of the reasons we did not refer to this model in the previous chapter.

In section 8.1 we introduce the portfolio space, the data available and our objective. In section 8.2, we make a brief review of the multivariate GARCH model setup. We discuss the type of multivariate GARCH model with constant correlation matrix in section 8.3, and dynamic conditional correlation matrices in section 8.4. In section 8.5, we examine the goodness-of-fit of the proposed models using Kupiec Proportion-of-Failure test and
Christoffersen’s Markov test. Finally, the simulated results are discussed in section 8.6.

8.1 The portfolio

The problem of interest here is a portfolio with a set of financial indices from very different asset classes. The portfolio space reflects the potential investment space for the reserves of the International Monetary Fund. The indices show the health of that specific asset class, and as a proxy to monitor the health of that economy. The data source is Bloomberg. The indices, discussed in this chapter are:

<table>
<thead>
<tr>
<th>Index</th>
<th>Asset class</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Russell 3000</td>
<td>US Equity market index</td>
<td>30%</td>
</tr>
<tr>
<td>MSCI Eafa</td>
<td>Morgan Stanley Capital International Europe, Australasia, Far East (International Equity index)</td>
<td>30%</td>
</tr>
<tr>
<td>US MBS</td>
<td>US Mortgage Backed Securities</td>
<td>11.5%</td>
</tr>
<tr>
<td>US Corp</td>
<td>US Corporate Debt</td>
<td>11.5%</td>
</tr>
<tr>
<td>HY</td>
<td>High Yield Bonds (non-investment grade bond)</td>
<td>12%</td>
</tr>
<tr>
<td>Real Estate</td>
<td>Real Estate Prices</td>
<td>5%</td>
</tr>
<tr>
<td>Commodity</td>
<td>Global commodities (oil, gold, metal, etc)</td>
<td>0%</td>
</tr>
<tr>
<td>Cash</td>
<td>USD Cash equivalent assets</td>
<td>0%</td>
</tr>
</tbody>
</table>

The normalized historical indices of the above assets are shown in Figure 8.3, from the plot, we see trend is not so obvious for most of the assets, so we opt away from autoregressive models, by referring to GARCH models on the (natural logged) returns of the assets to explore the nature of the volatilities. We plot the log returns in Figure 8.4 and the autocorrelation functions in Figure 8.5.

The data is provided on a weekly frequency from 3 April, 1992 to 12 June, 2009. Our objective is to find an appropriate volatility model to simulate returns for the indices. Assessment of the suitability of the model is based on the simulated cross asset correlation distribution and the empirical feasibility of the simulated returns. For this reason, we put more emphasis on the distribution closeness which are estimated by least squares in 8.3 and maximum likelihood in 8.4 respectively, instead of a mean estimate from Bayesian MCMC sampling as we did in the previous chapter. To measure the closeness of the distributions, we implement goodness-of-fit tests, namely, Kupiec Proportion-of-Failure test and Christoffersen Markov test, which will be discussed in detail in section 8.5.

\(^2\)Normalization here means all indices share the same starting value. eg. 1 or 100.
8.2 The multivariate GARCH model

It is widely accepted in the industry that understanding and predicting the dependence in the co-movements of asset returns is important. It is observed that financial volatilities move together more or less closely over time across assets, geographical and industrial markets. Therefore, multivariate models provide a better way to explore the cross sectional (eg. asset classes, geographical distribution, markets, etc.) relevance than working with separate univariate models [70]. The GARCH model has been discussed in extensive detail in many literatures, such as [13, 14, 15], and multivariate GARCH model has also been explored extensively, such as [70, 86, 87]. In this chapter, we follow the notation used in [70].

The multivariate GARCH model is defined as

\[ r_t = \mu_t + a_t, \]  
\[ a_t = H_t^{1/2} z_t, \]

where,

(i) \( r_t \in \mathbb{R}^n \) is a vector of log returns at time \( t \);
(ii) \( a_t \in \mathbb{R}^n \) is a vector of mean-corrected returns at time \( t \), ie. \( \mathbb{E}(a_t) = 0, \text{Cov}(a_t) = H_t; \)
(iii) \( \mu_t \in \mathbb{R}^n \) is a vector of expected value of the conditional \( r_t; \)
(iv) \( H_t \in \mathbb{R}^{n \times n} \) is the conditional covariance matrix of \( a_t \) at time \( t; \)
(v) \( H_t^{1/2} \) the Cholesky factorization of \( H_t^3; \)
(vi) \( z_t \in \mathbb{R}^n \) is the vector of iid errors such that \( \mathbb{E}(z_t) = 0 \) and \( \mathbb{E}(z_t z_t^T) = I. \)

The idea of modelling conditional variance and correlation motivates us to decompose the covariance matrix as

\[ H_t = D_t R_t D_t \]

where \( D_t = \text{diag} \left( \frac{1}{h_{11}^2}, \frac{1}{h_{22}^2}, \ldots, \frac{1}{h_{nn}^2} \right) \) is the conditional standard deviation, with \( h_{it} \) the \((i, i)\)th element of \( H_t; \) \( R_t \) is the correlation matrix. We focus on two specifications of the multivariate GARCH model: GARCH with constant correlation matrix and GARCH with time-varying correlation matrix.

---

3The idea of using Cholesky decomposition is that it helps capture the correlation between independent random variables after we have obtained the covariance matrix. However, in Chapter 7, when specifying the prior covariance (7.5), we construct the covariance \( V_0 \) from it’s factorized matrix, we did not restrict it to accord with Cholesky decomposition for modelling convenience.
We will apply multivariate GARCH models to the time series data, with short memories as in the previous chapter. Empirically, it is often sufficient to assume a GARCH(1,1) model than sophisticated volatility models with higher orders, since the marginal benefit we achieve is overcome by the additional complication when implementing higher order GARCH models, reason and examples are studied extensively in [37, 89]. In our modelling project, short memory is also an assumption we take upon request. Therefore, we will only look at the constant correlation and time-varying correlation multivariate GARCH($p,q$) models with lags $p = 1$ and $q = 1$, where $p$ is the order of the Autoregressive (AR) terms and $q$ is the order of the autoregressive conditional heteroscedasticity (ARCH) terms.

### 8.3 Model 1: Constant Correlation Matrix

GARCH models with constant correlation matrix has a covariance matrix of the form

$$H_t = D_t R D_t$$

where the correlation matrix $R = [\rho_{ij}]$ is a constant positive definite matrix, and the diagonal standard deviation matrix $D_t$ is time dependent. With $\rho_{ii} = 1$, $i = 1, \ldots, n$, the covariance matrix is given by

$$[H_t]_{ij} = h_{it} h_{jt} \rho_{ij},$$

and each conditional variance is modelled as

$$h_{it} = c_i + \sum_{q=1}^{Q_i} A_{i,q} a_{i,t-q}^{(2)} + \sum_{p=1}^{P_i} B_{i,p} h_{i,t-p}$$

where $c \in \mathbb{R}^n$ is a vector, $A_j, B_j \in \mathbb{R}^{n \times n}$ are diagonal matrices; $a_{i,t-j}^{(2)} = a_{t-j} \odot a_{t-j}$ is the element-wise product\(^4\). $H_t$ is positive definite if elements of $c$, $A_j$ and $B_j$ are positive, since $R$ is positive definite. When implementing this model, we use the time series data of index returns $(r_t)_{0 \leq t \leq T}$ of 8 assets, and aim to estimate the values of the constant correlation matrix $R$, and the time series of standard deviations $D_t$ which are the components of the covariance time series $H_t$. In summary, for the Constant Correlation GARCH model, we follow the framework below,

- We estimate the time dependent covariance matrix $H_t$ defined in (8.2), under the multivariate GARCH framework defined in (8.1), through the estimation of the constant correlation matrix $R$ and the time series of standard deviations $D_t$;

---

\(^4\)Element-wise product is defined as $(x \odot y)_{ij} = x_{ij} \cdot y_{ij}$. 

---
• we use the time series data of the 8 asset classes as data input, by first apply mean correction, and then estimate covariance;

• the method used in the estimation is least squares.

The results are discussed later in Section 8.6.

8.4 Model 2: Dynamic Conditional Correlation GARCH

Now we look at the case when the correlation matrix $R$ in (8.2) has time dependence, denoted as $R_t$ in this section. This setup is defined as the Dynamic Conditional Correlation GARCH model, it was introduced in [27], and the multivariate case was discussed in [26]. According to the formulation in (8.1a), (8.1b) and (8.2), similar to the constant correlation case, we express the conditional variances as

$$h_{it} = \alpha_{i,0} + \sum_{q=1}^{Q_i} \alpha_{i,q} a_{i,t-q}^2 + \sum_{p=1}^{P_i} \beta_{i,p} h_{i,t-p}.$$  \hspace{1cm} (8.3)

The results are discussed below in Section 8.6. We define the standard errors $\eta_t$ as

$$\eta_t = D_t^{-1} a_t \sim N(0, R_t).$$

To preserve the properties of positive definite symmetric properties of the covariance matrix $H_t$, we make the following assumptions,

**Assumptions 8.1.**

Assume:

(i) $R_t$ positive definite, so as to ensure $H_t$ is positive definite;

(ii) all elements of $R_t$ must be equal or less than 1 in magnitude, since it describes the correlation;

(iii) $R_t$ is symmetric.

In order to ensure Assumptions 8.1, $R_t$ is decomposed into the following structure

$$R_t = Q_t^{-1} Q_t^{-1}$$ \hspace{1cm} (8.4)

$$Q_t = (1 - a - b) \bar{Q} + a \eta_{t-1} \eta_{t-1}^T + b Q_{t-1}$$ \hspace{1cm} (8.5)

where $\bar{Q}$ is the covariance matrix of the standard errors $\eta_t$, which can be estimated easily as mean-squared-error. $Q_t^*$ is a diagonal matrix which takes the square root of the diagonal
elements of $Q_t$. It rescales the elements in $Q_t$ to ensure assumption 8.1 (ii). $Q_t$, including the initial value $Q_0$, must be positive definite to ensure assumption 8.1 (i). $a$ and $b$ are scalars such that $a, b \geq 0$ and $a + b < 1$.

Maximum likelihood based estimation of the parameters of the DCC-GARCH model requires us to make assumptions on the distribution of the errors $z_t$. We assume standard Gaussian here. For ease of notation, we divide the parameters to two groups, $\phi_i = (\alpha_{i0}, \alpha_{i1}, \ldots, \alpha_{iq}, \beta_{i1}, \ldots, \beta_{ip})$ for parameters of the univariate GARCH model for the asset $i$, and $\psi = (a, b)$ for the correlation structure. The likelihood function for $a_t = H_t^{\frac{1}{2}} z_t$ is

$$L(\phi, \psi) = \prod_{t=1}^{T} (2\pi)^{-\frac{n}{2}} |H|^\frac{-1}{2} \exp \left( -\frac{1}{2} a_t^T H_t^{-1} a_t \right), \quad (8.6)$$

replacing $H_t$ using (8.2) the log-likelihood function becomes

$$l(\phi, \psi) = -\frac{1}{2} \sum_{t=1}^{T} \left( n \log(2\pi) + 2 \log(|D_t|) + \log(|R_t|) + a_t^T D_t^{-1} R_t^{-1} D_t^{-1} a_t \right). \quad (8.7)$$

We then estimate the parameters in two steps for $\phi$ and $\psi$ iteratively. We first replace $R_t$ using the identity, which gives the likelihood function for $\phi$,

$$l(\phi) = -\frac{1}{2} \sum_{t=1}^{T} \left( n \log(2\pi) + \sum_{i=1}^{n} \left( \log(h_{it}) + \frac{a_{it}^2}{h_{it}} \right) \right) = \sum_{i=1}^{n} \left( -\frac{1}{2} \sum_{t=1}^{T} \left( \log(h_{it}) + \frac{a_{it}^2}{h_{it}} + C \right) \right) \quad (8.8)$$

where $C$ is a constant. Note that the second line of the above equation means that the log likelihood is the sum of the log-likelihoods of the univariate GARCH equations of $n$ assets, meaning that each parameter can be determined separately for each asset.

Once we have the MLE $\hat{\phi}$ by maximizing (8.8), we also know $h_{it}$ for each asset, so $\eta_t$ and $\bar{Q}$ can be estimated. We then estimate $\psi$ using the following conditional likelihood

$$l(\psi) = -\frac{1}{2} \sum_{t=1}^{T} \left( n \log(2\pi) + 2 \log(|D_t|) + \log(|R_t|) + \eta_t^T R_t^{-1} \eta_t \right),$$

for which it is equivalent to maximizing,

$$l^*(\psi) = -\frac{1}{2} \sum_{t=1}^{T} \left( \log(|R_t|) + \eta_t^T R_t^{-1} \eta_t \right). \quad (8.9)$$

The maximum likelihood estimators under these pseudo likelihood yields consistent
and asymptotically normal estimates [21]. In conclusion, we use the index return data \((r_t)_{0 \leq t \leq T}\), first apply mean correction (remove \(\mu\)) and normalization (divide by standard deviation \(D_t^{-1}a_t\)) on the data, then estimate the correlation time series matrix \(R_t\) using the DCC-GARCH(1,1) model. In summary, we estimate the Dynamic Conditional Correlation GARCH model by following the framework below,

- We estimate the time dependent covariance matrix \(H_t\) defined in (8.3), under the multivariate GARCH framework defined in (8.1), through the estimation of the time series of correlation matrix \(R_t\) defined in (8.4) and the time series of standard deviations \(D_t\) defined as in section 8.3, the parameter set of interest is \((\phi, \psi)\) in specific;
- we use the time series data of the 8 asset classes as data input, by first apply mean correction, and then estimate covariance;
- the log-likelihood function of the parameters is given in (8.7);
- the estimation method is maximum likelihood, it is applied iteratively for \(\phi\) by maximizing (8.8) for each parameter separately, and for \(\psi\) by maximizing (8.9).

The results are discussed below in Section 8.6.

8.5 Goodness-of-Fit Tests

Since the purpose of this modelling project is to analyze the risks the portfolio is exposed to, the goodness-of-fit of the models will not focus on the mean forecasts the model simulates, but on the risks underlying the simulated scenario. We apply two goodness-of-fit tests for the GARCH models discussed in this chapter, the Kupiec Proportion-of-Failure (PoF) test [12, 53] and the Christoffersen’s Markov test [18].

We apply the Kupiec PoF test on the simulated Value-at-Risk (VaR)\(^5\). The Kupiec PoF test evaluates if the total number of exceptions (ie. the number of simulated returns falls below the proposed VaR) agrees with the expected number of exceptions. The Christoffersen’s Markov test examines if the exceptions are independently distributed over time.

For each simulated data, it is either identified as an exception or not, so the number of exceptions follows a binomial distribution

\[
p(x) = \binom{n}{x} p^x (1 - p)^{n-x}
\]

where \(n\) is the total number of data, \(x\) is the number of exceptions observed, and \(p\) is the probability of getting an exception, under an assumed distribution.

\(^5\)Here we mean 95% VaR, which is defined as the 5% quantile within the space the VaR lies.
The null hypothesis $H_0$ is defined as the expected proportion of violations is equal to $\alpha$, where $\alpha$ is the significance level of the test.

Under the null hypothesis, the test statistic is

$$K_{\text{upiec}} = 2 \log \left( \frac{n}{x} \frac{p_{\text{obs}}^x (1 - p_{\text{obs}})^{n-x}}{\alpha^x (1 - \alpha)^{n-x}} \right)$$

$$= 2 \log \left( \frac{x}{n} \left( \frac{1 - x}{n} \right)^{n-x} \right) - 2 \log \left( \alpha^x (1 - \alpha)^{n-x} \right)$$

from which the test statistic follows $\chi^2(1)$ distribution when $n$ is large.

If the estimated probability, $p_{\text{obs}}$ is above the significance level, we accept the model, otherwise, we reject the model.

We then apply the Christoffersen’s Markov test \cite{18} to check if the exceptions are independently distributed over time. The null hypothesis $H_0$ is defined as the exceptions are independently distributed over time.

The test statistic is defined as

$$\text{Christoffersen} = 2 \log \left( \frac{(1 - \pi_{01})^{n_{00}} \pi_{01}^{n_{01}} (1 - \pi_{11})^{n_{10}} \pi_{11}^{n_{11}}}{\alpha^x (1 - \alpha)^{n-x}} \right)$$

$$= 2 \log \left( (1 - \pi_{01})^{n_{00}} \pi_{01}^{n_{01}} (1 - \pi_{11})^{n_{10}} \pi_{11}^{n_{11}} \right) - 2 \log \left( \alpha^x (1 - \alpha)^{n-x} \right)$$

where $n_{ij}$ is the number of transitions from state $i$ to $j$, for $i, j \in \{0, 1\}$, which corresponds to non-exceptions and exceptions, the corresponding transition probabilities are $\pi_{ij} = n_{ij}/\sum_j n_{ij}$. The distribution of the test statistic converges to $\chi^2(1)$ distribution when $n$ is large.

The Kupiec PoF test only quantifies the number of exceptions while ignores the timing and two-state switching process of the random variable. The Christoffersen’s Markov test complements this weakness. Since both of these test statistics are likelihood ratios, and follow a $\chi^2(1)$ distribution, the sum of the two test statistics forms a more explanatory and powerful test statistic. However, the weakness of assuming the random variable follows a Markov process remains.

### 8.6 Discussion of Results

We first take a look at the normalised historical indices, Figure 8.3 gives us an overview of the normalized historical indices, and Figure 8.4 presents an overview of the historical
log returns. We compare the two models from three aspects: the volatilities, correlation structure and the goodness-of-fit test statistics. For both models, we generated N=1000 paths, took the means to be our estimates. All the plots have been normalized to the same scale for the convenience of visual comparison.

From Figure 8.4, we observe that 4 assets presented significantly higher historical volatilities than others, they are “Russell 3000”, “MSCI EAFE”, “Real Estate” and “Commodities”. In addition, we observed significant recent volatility increase in “Russell 3000”, “MSCI EAFE”, “Real Estate”, “High Yield” and “Commodities”, we define them to be “highly volatile assets”. The degrees of volatility for “US MBS” and “US Corp” are relatively small and stable across time, we define them to be “stable assets”. The volatility for “Cash” is almost negligible.

The simulated indices using the Constant Correlation GARCH(1,1) is plotted in Figure 8.6, and the simulated mean returns in Figure 8.7. Comparing Figures 8.4 and 8.7, it is easy to see that the volatilities of those highly volatile assets have been significantly underestimated, even the volatilities for the stable assets are underestimated. The only exception is “Real Estate”, of which the simulated returns retain a seemingly similar level of volatility.

Since we are assuming the constant correlation GARCH(1,1) model, we compare the correlation matrix across the entire time horizon. Figure 8.1 shows the historical correlation matrix, and Figure 8.2 shows the correlation matrix of the simulated returns using constant correlation GARCH(1,1) model. Both matrices are computed based on discrete observations provided. We see the discrepancies are significant, the two matrices are nowhere close to each other in terms of elementwise values. From the differences in correlation matrices, we believe the constant correlation matrix multivariate GARCH(1,1) model is not an appropriate choice for our data.

For the hypothesis testings, we take significance level of 95%, and compare the testing statistic with the $\chi^2(1)$ distribution’s critical value. We implement the hypothesis testing on the portfolio level of our model, which means, we aggregate the simulated asset returns to portfolio returns, and assess the null hypothesis on the mean returns of the
Figure 8.2: Simulated correlation matrix using CC-GARCH(1,1)

<table>
<thead>
<tr>
<th></th>
<th>1.0000</th>
<th>0.4089</th>
<th>-0.0117</th>
<th>0.0030</th>
<th>-0.0336</th>
<th>0.2458</th>
<th>0.0316</th>
<th>-0.0133</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4089</td>
<td>1.0000</td>
<td>-0.0452</td>
<td>-0.0212</td>
<td>-0.0340</td>
<td>0.2800</td>
<td>0.0603</td>
<td>-0.0110</td>
<td></td>
</tr>
<tr>
<td>-0.0117</td>
<td>0</td>
<td>1.0000</td>
<td>0.7936</td>
<td>-0.0605</td>
<td>0.0141</td>
<td>-0.0401</td>
<td>-0.0435</td>
<td></td>
</tr>
<tr>
<td>0.0030</td>
<td>-0.0212</td>
<td>0.7936</td>
<td>1.0000</td>
<td>-0.0300</td>
<td>0.0353</td>
<td>0.0054</td>
<td>0.0507</td>
<td></td>
</tr>
<tr>
<td>-0.0336</td>
<td>-0.0340</td>
<td>-0.0605</td>
<td>0.0300</td>
<td>1.0000</td>
<td>-0.0412</td>
<td>0.0711</td>
<td>-0.0494</td>
<td></td>
</tr>
<tr>
<td>0.2458</td>
<td>0.2800</td>
<td>0.0141</td>
<td>0.0353</td>
<td>-0.0412</td>
<td>1.0000</td>
<td>-0.0662</td>
<td>0.0019</td>
<td></td>
</tr>
<tr>
<td>0.0316</td>
<td>0.0603</td>
<td>-0.0401</td>
<td>0.0054</td>
<td>0.0711</td>
<td>-0.0662</td>
<td>1.0000</td>
<td>0.0654</td>
<td></td>
</tr>
<tr>
<td>-0.0133</td>
<td>-0.0110</td>
<td>-0.0435</td>
<td>-0.0507</td>
<td>-0.0494</td>
<td>0.0019</td>
<td>0.0654</td>
<td>1.0000</td>
<td></td>
</tr>
</tbody>
</table>

portfolio, since we are more interested on the risk of the given portfolio. For the constant correlation GARCH(1,1) model, the Kupiec PoF test statistic is 0.04, assuming Gaussian distribution for the simulated portfolio returns, which suggests the expected proportion of exceptions equals to the observed; and the Christoffersen’s Markov test statistic is 0.3613, which suggests the exceptions are independently distributed over time. One specific weakness of these hypothesis tests on this problem is that we are evaluating the risks on the portfolio level, since the given portfolio has zero weights on some assets, it means that the test statistics have no representation for the simulated results of those zero weighted assets. However, we conclude that the constant correlation GARCH(1,1) model does not adequately present the data from the three above discussed aspects.

Now we refer to the dynamic conditional correlation GARCH(1,1) model. Figure 8.8 presents one sample path taken as means of N=1000 generations, and Figure 8.9 shows the simulated mean returns. From Figure 8.9, we observe that the volatilities of all assets are more normalized at a similar level, instead of the historically differently scaled volatilities as in Figure 8.4. This is expected, since most of the assets presented a significant increase in volatilities in recent period, which is observable in Figure 8.4.

The progressive correlations base on 12-week (3-month) periods for the entire time horizon is plotted in Figure 8.10. It shows cross correlations for all 8 asset indices. The red line indicates where the simulated results starts to be taken into account. We see that the correlations present a good autoregressive structure, both historically and in simulation. The simulated correlations shows the change in correlation structure across time, this is particularly obvious for the correlation between “Russell 3000” and “MSCI EAFE”.

On the portfolio level, the Kupiec PoF test statistic is 0.0519, under the assumption that the simulated portfolio returns follow a Gaussian distribution. The Christoffersen’s Markov test statistic is 2.7437. The critical value of $\chi^2(1)$ at 95% confidence, is 3.84, so the null hypothesis is accepted. Thus, we conclude that the dynamic conditional correlation GARCH(1,1) model outperforms the constant correlation GARCH(1,1) model in modelling the volatilities and correlations of our given portfolio.
8.7 Figures

8.8 Conclusion

In this chapter, we have compared the characteristics of the multivariate GARCH model with two types of correlation matrix. We studied the GARCH model with a constant correlation matrix for the mean corrected returns in 8.3, and the GARCH model with a time dependent correlation matrix in 8.4. We examined the goodness-of-fit of both of the models through the Kupiec PoF and Christoffersen Markov tests.

By comparing the simulated results, we conclude that the dynamic conditional correlation GARCH model better suits our purpose, which is to replicate the volatility and cross-asset correlation structure of the portfolio. Our conclusion is supported by the simulated results, which are plotted in the figures in the next section.
Figure 8.3: Historical price index of all assets
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US REIT
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Figure 8.4: Historical log returns
Figure 8.5: Autocorrelation function of historical returns
Figure 8.6: Price index simulated using CC-GARCH
Figure 8.7: Returns simulated using CC-GARCH
Simulated Indices using DCC-GARCH(1,1)
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Figure 8.8: Price index simulated using DCC-GARCH
Figure 8.9: Returns simulated using DCC-GARCH
Figure 8.10: DCC-GARCH Simulated Correlation
Chapter 9

Appendix

9.1 Itô Formula

Lemma 6.5 in [78].

Consider the Itô SDE
\[
\frac{dz}{dt} = h(z) + \gamma(z) \, dW, \quad Z(0) = z_0.
\]
where \( W(t) \) is a standard \( m \)-dimensional Brownian motion, \( h : Z \to \mathbb{R}^d \) is a smooth vector-valued function, and \( \gamma : Z \to \mathbb{R}^{m \times d} \) a smooth matrix-valued function. Let \( Z \) be \( \mathbb{T}^d \), \( \mathbb{R}^d \) or \( \mathbb{R}^l \oplus \mathbb{T}^{d-l} \).

Define the generator of the SDE above as
\[
\mathcal{L}v = h \cdot \nabla v + \frac{1}{2} \Gamma : \nabla \nabla \gamma
\]
where \( \Gamma(z) = \gamma(z) \gamma(z)^T \).

Lemma 9.1 (Itô Formula). Assume that both \( h(\cdot) \) and \( \gamma(\cdot) \) are globally Lipschitz on \( Z \) and that \( z_0 \) is a random variable independent of the Brownian motion \( W(t) \), and satisfying \( \mathbb{E}|z_0|^2 < \infty \). Let \( z(t) \) solve the above Itô SDE, and let \( V \in C^2(Z, \mathbb{R}) \). Then the process \( V(z(t)) \) satisfies
\[
V(z(t)) = V(z(0)) + \int_0^t \mathcal{L}V(z(s))ds + \int_0^t \langle \nabla V(z(s)), \gamma(z(s))dW(s) \rangle.
\]

9.2 Burkholder-Davis-Gundy Inequality

Theorem 3.22 in [78].
Consider the Itô stochastic integral
\[ I(t) = \int_0^t f(s)dW(s), \]
where \( W(t) \) is a \( d \)-dimensional Brownian motion and \( f(s) \in \mathbb{R}^{m \times d} \). We assume that \( f(t) \) is a random process, adapted to the filtration \( \mathcal{F}_t \) generated by the process \( W(t) \), and such that
\[ \mathbb{E}\left( \int_0^T f(s)^2 ds \right) < \infty, \]
and define the quadratic variation process
\[ \langle I \rangle_t = \int_0^t (f(s) \otimes f(s))ds. \]

**Theorem 9.2 (Burkholder-Davis-Gundy Inequality).** Consider the above Itô stochastic integral, a martingale with quadratic variation process \( \langle I \rangle_t \). For every \( p > 0 \) there are positive constants \( C^\pm \) such that
\[ C^- \mathbb{E}[|\langle I \rangle_t|^p] \leq \mathbb{E}\left( \sup_{0 \leq s \leq t} |I(s)|^p \right) \leq C^+ \mathbb{E}[|\langle I \rangle_t|^p]. \]

**9.3 The Gronwall Inequality**

Lemma 4.4 in [78].

**Lemma 9.3.**
- **(Differential form)** Let \( \eta(t) \in C^1([0,T];\mathbb{R}^+) \) satisfy the differential inequality
  \[ \frac{d\eta(t)}{dt} \leq a\eta(t) + \psi(t) , \eta(0) = \eta, \]
  where \( a \in \mathbb{R} \) and \( \psi \in L^1([0,T]);\mathbb{R}^+ \). Then
  \[ \eta(t) \leq \exp(at) \left( \eta + \int_0^t \exp(-as)\psi(s)ds \right) \]
  for \( t \in [0,T] \).

- **(Integral form)** Assume that \( \xi(t) \in C([0,T];\mathbb{R}^+) \) satisfies the integral inequality
  \[ \xi \leq a \int_0^t \xi(s)ds + b, \]
for some positive constants $a$ and $b$. Then

\[ \xi(t) \leq b \exp(at) \ t \in [0, T]. \]

### 9.4 Central Limit Theorems

This section quotes central limit theorems for random variables, martingales, and functionals of ergodic Markov chains.

**Theorem 9.4** (Central Limit Theorem). [78] Let \( \{\xi_n\}_{n=1}^\infty \) be a sequence of i.i.d. random variables with mean zero and variance 1. Define

\[ S_n = \sum_{k=1}^n \xi_k \]

Then the sequence

\[ X_n = \frac{1}{\sqrt{n}} S_n \]

converges in distribution to a standard normal random variable.

**Theorem 9.5** (Martingale Central Limit Theorem). [78] Let \( \{M(t) : R^+ \to R^d\} \) be a continuous square integrable martingale on a probability space \( (\Omega, \mathcal{F}, \mu) \) with respect to a filtration \( \{\mathcal{F}_t : t \geq 0\} \); let \( \langle M \rangle_t \) denote its quadratic variation process. Assume that:

(i) \( M(0) = 0 \);

(ii) the process \( M(t) \) has continuous sample paths and stationary increments;

(iii) the scaled quadratic variation of \( M(t) \) converges in \( L^1(\mu) \) to some symmetric positive-definite matrix \( \Sigma \):

\[ \lim_{t \to \infty} E \left( \sqrt{\frac{\langle M \rangle_t}{t}} - \Sigma \right) = 0 \]

Then the process \( 1/\sqrt{t} M_t \) converges in distribution to an \( N(0, \Sigma) \) random variable. Furthermore, the rescaled martingale

\[ M^\varepsilon(t) = \varepsilon M \left( \frac{t}{\varepsilon^2} \right) \]

converges weakly in \( C_{R^d} \) to \( \sqrt{\Sigma} W(t) \), where \( W(t) \) is a standard \( d \)-dimensional Brownian motion and \( \sqrt{\Sigma} \) denotes the square root of the matrix \( \Sigma \).
Below we cite the Central Limit Theorem for functionals of ergodic Markov chains. The first theorem is part of Theorem 2.3 in [16], which characterizes the limiting distribution for an ergodic Markov chain; the second theorem is Theorem 3.1 in [16], which identifies the limiting variance of the limiting Gaussian distribution.

We first define \( \{ X_n \}_{n \geq 0} \) is an ergodic Markov chain with invariant distribution \( \pi \) and \( \xi : E \to \mathbb{R} \) is a measurable function, where \( E \) is a general state space. Write

\[
S_n = \sum_{k=0}^{n-1} \xi(X_k) \quad n = 1, 2, \ldots .
\]

**Theorem 9.6** (Central Limit Theorem for functionals of ergodic Markov chains). [16] Let \( \{ X_n \}_{n \geq 0} \) be an ergodic Markov chain with and assume that

\[
\int \xi^2 \pi(dx) < +\infty.
\]

Then \( S_n / \sqrt{n} \to \mathcal{N}(0, \sigma^2) \) in distribution for some \( \sigma^2 \geq 0 \).

**Theorem 9.7.** Let \( \{ X_n \}_{n \geq 0} \) be an ergodic Markov chain with and assume that

(i) \( \int \xi^2(x) \pi(dx) < +\infty \);

(ii) \( \sum_{n=1}^{\infty} \int \xi(x) P^n \xi(x) \pi(dx) \) converges.

Then,

\[
S_n / \sqrt{n} \to \mathcal{N}(0, \sigma^2) \text{ in distribution}
\]

holds for some \( \sigma^2 \geq 0 \). Further,

\[
\sigma^2 = \int \xi^2(x) \pi(dx) + 2 \int \sum_{n=1}^{\infty} \xi(x) P^n \xi(x) \pi(dx)
\]

if (i) holds and (ii) is strengthened into

\[
(ii') \sum_{n=1}^{\infty} \xi(\cdot) P^n \xi(\cdot) \text{ converges in } L^1(\pi).
\]

9.5 The Blockwise Matrix Inversion Formula

[19]

\[
\begin{pmatrix} A & B \\ C & D \end{pmatrix}^{-1} = \begin{pmatrix} A^{-1} + A^{-1}B(D - CA^{-1}B)^{-1}CA^{-1} & -A^{-1}B(D - CA^{-1}B)^{-1} \\ -(D - CA^{-1}B)^{-1}CA^{-1} & (D - CA^{-1}B)^{-1} \end{pmatrix}
\]

140
9.6 Hölder’s inequality

[38]

Let \( x \in \mathbb{C}^n \), define, for \( p \geq 1 \)

\[
\|x\|_p = \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p}
\]

For \( x, y \in \mathbb{C}^n \),

\[
\sum_{i=1}^{n} |x_i||y_i| \leq \left( \sum_{i=1}^{n} |x_i|^p \right)^{1/p} \left( \sum_{i=1}^{n} |y_i|^{p'} \right)^{1/p'}
\]

9.7 The Continuous-time Ergodic Theorem

Lemma 9.8. [46] Fix a measurable space \( S \), let \((T_t)\) be a measurable flow on \( S \) with invariant \( \sigma \)-field \( \mathcal{I} \), and let \( \xi \) be a \((T_t)\)-stationary random element in \( S \). Consider a measurable function \( f : S \to \mathbb{R} \) with \( f(\xi) \in L^p \) for some \( p \geq 1 \). Then as \( t \to \infty \),

\[
t^{-1} \int_{0}^{t} f(T_s \xi) ds \to \mathbb{E}[f(\xi)|\xi^{-1}\mathcal{I}] \text{ a.s. and in } \mathbb{L}^p
\]

An immediate result from the above ergodic theorem would be: Let

\[
I = \frac{1}{\sqrt{T}} \int_{0}^{T} \psi(z(t)) dW(t),
\]

Then there exists a constant \( C > 0 : \mathbb{E}[I^2] \leq C \) for all \( T > 0 \).

Proof. Use the Itô isometry and invoke the Lipschitz continuity of \( \psi \). \( \square \)

9.8 Some Quoted Properties of Linear Operator

Some linear operator properties from [80]. The existence and uniqueness of the solution of initial value problem regarding a bounded linear operator.

Theorem 9.9. [80][p104] If \( A \) is the infinitesimal generator of a differentiable semigroup then for every \( x \in X \) the initial value problem of the \( X \) valued function \( u(t) \)

\[
\frac{du(t)}{dt} = Au(t), \quad u(0) = x \quad t > 0
\]

has a unique solution.
Since an operator on a finite-dimensional normed space is a bounded linear operator if and only if it is a continuous linear operator [93]. Our \( \mathcal{L}_0, \mathcal{L}_1 \) and \( \mathcal{L}_2 \) in Chapters 3 and 4 are clearly continuous, hence bounded linear operators. The boundedness of the solution regarding a linear operator.

**Theorem 9.10.** [80][p118] Let \( A \) be the infinitesimal generator of an analytic semigroup \( e^{At} \). If

\[
\sigma = \sup \{ \text{Re}\lambda : \lambda \in \sigma(A) \} < 0
\]

then there are constants \( M \geq 1 \) and \( \mu > 0 \) such that \( \|e^{At}\| \leq Me^{-\mu t} \).

where \( \sigma \) here stands for the spectrum of the linear operator \( A \).

### 9.9 Eigenvalues of A Simple Matrix

**Lemma 9.11.** For a matrix \( M \) of the following structure:

\[
M = \begin{pmatrix}
0 & 0 \\
m_1 & m_2
\end{pmatrix}
\]

with \( m_2 \) negative definite, top-left zero sub-matrix and \( m_2 \) squares matrices, and \( m_2 \) invertible. Then the zero eigenvalues from the top-left zero submatrix are simple (ie. with algebraic multiplicity 1), and all other eigenvalues negative.

**Proof.** We first prove that all the zero eigenvalues from the top-left submatrix are simple. Since the top-left zero matrix is a square matrix, we assume the dimension is \( k \). We construct the following vector of size \( k \),

\[
e_l = \begin{pmatrix}
0 \\
\vdots \\
0 \\
1 \\
0 \\
\vdots \\
0
\end{pmatrix}
\]

with 1 as the \( l \)th entry \( l \in \{1, \ldots, k\} \).

Then we can construct an eigenvector \( v_l \) through each \( e_l \),

\[
v_l = \begin{pmatrix}
e_l \\
-m_2^{-1} m_1 e_l
\end{pmatrix}
\]
It is easy to check by the definition of eigenvectors that $v_l$’s are proper eigenvectors for eigenvalue zero,

$$Mv_l = 0 = 0v_l$$

It is also easy to see that all the eigenvectors $v_l$ and $v_{l'}$ are orthogonal if $l \neq l'$,

$$\langle v_l; v_{l'} \rangle = 0 \quad (l \neq l').$$

Therefore, each zero eigenvalue has independent eigenvector, so the zero eigenvalues are simple. The second statement is straightforward, since $m_2$ is negative definite, all it’s eigenvalues are negative.

### 9.10 An Inequality of Matrix Norm

**Definition 9.12.** [40] Let $\| \cdot \|$ be a vector norm on $\mathbb{C}^n$. Define $\| \cdot \|$ on $\mathbb{C}^{n \times n}$ by

$$\| A \| = \sup_x \| Ax \|$$

where $x \in \mathbb{C}^n$.

**Theorem 9.13.** [40] The matrix norm defined in Definition 9.12 satisfies

$$\| Ax \| \leq \| A \| \| x \|$$

and

$$\| I \| = 1.$$

If $L$ is a linear operator applied on a square matrix $A$, and the following holds

$$\| e^{Lt} A \| \leq C \| A \|$$

then we say

$$\| e^{Lt} A \| \leq C$$

where $t$ denotes time, $C$ is a constant changes from occurrence to occurrence.

### 9.11 Order Preservation on the Diagonal of a Matrix

In the first case, we let $a$ and $q$ be as defined in (3.5), with $a$ decomposed as

$$a = PD P^{-1},$$
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where $D$ is a diagonal matrix of eigenvalues of $a$,

$$D = \begin{pmatrix} D_1 & 0 \\ 0 & \frac{1}{\epsilon} D_2 \end{pmatrix},$$

and $U$ is the corresponding matrix of eigenvectors; and the diagonal diffusion matrix can be written as

$$q = \begin{pmatrix} q_1 & 0 \\ 0 & \frac{1}{\epsilon} q_2 \end{pmatrix}.$$

hence,

$$q^{-1} = \begin{pmatrix} q_1^{-1} & 0 \\ 0 & \epsilon q_2^{-1} \end{pmatrix}.$$

and consequently,

$$D q^{-1} = \begin{pmatrix} D_1 q_1^{-1} & 0 \\ 0 & D_2 q_2^{-1} \end{pmatrix} = O(1).$$

In the second case, we let $a$ and $q$ be as defined in (4.6), with $a$ decomposed as

$$a = PDP^{-1},$$

where $D$ is a diagonal matrix of eigenvalues of $a$,

$$D = \begin{pmatrix} D_1 & 0 \\ 0 & \frac{1}{\epsilon^2} D_2 \end{pmatrix},$$

and $P$ is the corresponding matrix of eigenvectors; and the diagonal diffusion matrix can be written as

$$q = \begin{pmatrix} q_1 & 0 \\ 0 & \frac{1}{\epsilon} q_2 \end{pmatrix}.$$

hence,

$$q^{-1} = \begin{pmatrix} q_1^{-1} & 0 \\ 0 & \epsilon^2 q_2^{-1} \end{pmatrix}.$$

and consequently,

$$D q^{-1} = q D^{-1} = \begin{pmatrix} D_1 q_1^{-1} & 0 \\ 0 & D_2 q_2^{-1} \end{pmatrix} = O(1).$$

Therefore, for both averaging and homogenization problems, we have $D q^{-1} = O(1)$, where $D$ is diagonal matrix of eigenvalues of the drift matrix $a$, and $q$ the diffusion matrix.
**Lemma 9.14.** We let \((a, q)\) be as defined in (3.5) or in (4.6), let \(\Sigma = U^{-1}q(U^{-1})^T\), then the elements on the diagonal of matrix \((D\Sigma^{-1})_{ii} = O(1)\), and thus \(D_{ii}/\Sigma_{ii} = O(1)\).

**Proof.** By the definition of \(\Sigma\), we know

\[
\Sigma = P^{-1}q(P^{-1})^T;
\]

We know immediately that \(\Sigma\) is a real symmetric matrix, hence it can be decomposed using Singular Value Decomposition,

\[
\Sigma = VSV^{-1}
\]

where \(V\) is unitary, and \(S\) is a diagonal matrix of singular values. Due to symmetry of \(\Sigma\), the singular values \(S_{ii} = |\Lambda_{ii}|\), for which \(\Lambda_{ii}\) are the eigenvalues of \(\Sigma\), and are of same orders as \(q\), which is easy to prove. Hence,

\[
D\Sigma^{-1} = DV S^{-1}V^{-1} = VDS^{-1}V^{-1}.
\]

It follows with our first result

\[
(D\Sigma^{-1})_{ii} = O(1) \tag{9.1}
\]

Then we write \(\Sigma\) as

\[
\Sigma = \begin{pmatrix}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{12}^T & \Sigma_{22}
\end{pmatrix},
\]

for which \(\Sigma_{11} \in \mathbb{R}^{d_1 \times d_1}, \Sigma_{22} \in \mathbb{R}^{d_2 \times d_2}\) and \(\Sigma_{12} \in \mathbb{R}^{d_1 \times d_2}\).

Using block matrix inversion formula in Appendix 9.5, we have the diagonal blocks of \(\Sigma^{-1}\),

\[
\begin{align*}
(\Sigma^{-1})_{11} &= (\Sigma_{11} - \Sigma_{12}\Sigma_{22}\Sigma_{12}^T)^{-1} \\
(\Sigma^{-1})_{22} &= \Sigma_{22}^{-1} + \Sigma_{22}^{-1}\Sigma_{12}(\Sigma_{11} - \Sigma_{12}\Sigma_{22}\Sigma_{12}^T)^{-1}\Sigma_{12}\Sigma_{22}^{-1}
\end{align*}
\]

By equation (9.1), we have

\[
(\Sigma_{11} - \Sigma_{12}\Sigma_{22}\Sigma_{12}^T)^{-1} = D_{1}\Sigma_{11}^{-1} = O(1)
\]

from which we can conclude

\[
\Sigma_{11} = O(1), \quad \Sigma_{12}\Sigma_{22}\Sigma_{12}^T = O(1).
\]
Again by equation (9.1),

\[
O \left( \Sigma_{22}^{-1} + \Sigma_{12}^{-1} \Sigma_{12} (\Sigma_{11} - \Sigma_{12} \Sigma_{22} \Sigma_{12}^T)^{-1} \Sigma_{12} \Sigma_{22}^{-1} \right) = O \left( \Sigma_{22}^{-1} + \Sigma_{22}^{-1} \Sigma_{12} C \Sigma_{12} \Sigma_{22}^{-1} \right)
\]

where \( C \) is an order \( O(1) \) matrix, and this block matrix is of order \( O(\epsilon) \) for averaging and \( O(\epsilon^2) \) for homogenization. By previous equation

\[
\Sigma_{12} \Sigma_{22} \Sigma_{12}^T = O(1)
\]

we have

\[
\Sigma_{12} C \Sigma_{12} \Sigma_{22}^{-1} = O(1).
\]

therefore in averaging,

\[
\Sigma_{22}^{-1} = O(\epsilon) \quad \text{so} \quad \Sigma_{22} = O\left(\frac{1}{\epsilon}\right)
\]

and in homogenization

\[
\Sigma_{22}^{-1} = O(\epsilon^2) \quad \text{so} \quad \Sigma_{22} = O\left(\frac{1}{\epsilon^2}\right)
\]

Consequently, we have

\[
D_{ii} / \Sigma_{ii} = O(1).
\]
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