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A study of temperature-related non-linearity at the metal-silicon interface.
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In this paper, we investigate the temperature dependencies of metal-semiconductor interfaces in an effort to better reproduce the current-voltage-temperature (I-V-T) characteristics of any Schottky diode, regardless of homogeneity. Four silicon Schottky diodes were fabricated for this work, each displaying different degrees of inhomogeneity; a relatively homogeneous NiV/Si diode, a Ti/Si and Cr/Si diode with double bumps at only the lowest temperatures, and a Nb/Si diode displaying extensive non-linearity. The 77–300 K I-V-T responses are modelled using a semi-automated implementation of Tung’s electron transport model, and each of the diodes are well reproduced. However, in achieving this, it is revealed that each of the three key fitting parameters within the model display a significant temperature dependency. In analysing these dependencies, we reveal how a rise in thermal energy “activates” exponentially more interfacial patches, the activation rate being dependent on the carrier concentration at the patch saddle point (the patch’s maximum barrier height), which in turn is linked to the relative homogeneity of each diode. Finally, in a review of Tung’s model, problems in the divergence of the current paths at low temperature are explained to be inherent due to the simplification of an interface that will contain competing defects and inhomogeneities.

I. INTRODUCTION

Schottky barriers, formed at the interface between a metal and a low-doped semiconductor, are the simplest of electronic phenomena and occur in numerous devices. Most obvious is the Schottky diode which, compared with a semiconductor-semiconductor diode such as a PiN diode, has very fast switching speeds and low turn-on voltages due to its reliance only on majority carrier transport, free of the recombination mechanism. This makes the Schottky diode a popular choice in applications such as switched mode power supplies, RF, voltage clamping, and now extensively also in power electronics, where the Schottky diode a popular choice in applications such as switched mode power supplies, RF, voltage clamping.

Despite over a hundred years of research and development into Schottky barriers, across all popular semiconductors and for the various applications, we still find ourselves with unanswered questions as to the nature of current flow across the barrier, especially in light of inhomogeneity at the metal-semiconductor interface, which can result in multiple conduction paths through the non-uniform interface. Sources of interfacial inhomogeneity include processing remnants (dirt, contamination), surface roughness, native oxide, an uneven doping profile, crystal defects and grain boundaries and non-linearity within Richardson plots.

The thermionic emission equation has long since been used to model the turn-on characteristics of Schottky diodes, and predicts that as a diode turns on, it will have a linear response on a semi-log plot with an ideality factor, , approaching 1. The thermionic emission equation is,

\[ I = A * A^* T^2 \exp \left(-\Phi \right) \exp \left(\beta V_A / \eta \right) - 1 \]  

where represents the contact area, is the Richardson constant, is the temperature, is the Schottky barrier height, is the applied voltage and , with the electron charge, and is the Boltzmann constant.

Interfacial inhomogeneity has been cited as the cause for many experimental results that deviate from this response. These so called non-linearities include high ideality factors, the discrepancy between Schottky barrier heights (SBH) extracted via CV and IV techniques, the “” anomaly, double bumps within the semi-log turn-on characteristics, edge effects and non-linearity within Richardson plots.

It was the papers written by Tung however, that first introduced a model that adapted Equation 1 to fully explain the non-linearities in light of interfacial inhomogeneity and SBH fluctuation. Tung built on the work of those that had proceeded him by basing his model...
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II. EXPERIMENTAL DETAILS

Lateral Schottky diodes were produced on n-type silicon. A three mask process was employed to form lateral devices on highly n-doped (1.2 × 10^{19} cm^{-3}) (100) Si substrates with a 2 µm lightly phosphorous doped (1 × 10^{16} cm^{-3}) epitaxial layer. After standard RCA cleaning, an initial 3 µm CF4-plasma etch in a Sentech Etchlab 200 Reactive Ion Etcher created mesa structures and exposed the higher doped substrate. The diodes’ cathodes were then formed by sputtering Ti on the exposed and roughened highly doped surface before being placed in a Heatpulse 610 rapid thermal annealing system for 30 seconds at 800 °C in argon ambient. The different top-contact metals could then be sputtered onto the mesa surface using a Mantis QPrep Deposition System. The final structure can be seen in the inset of Figure 2. The devices were characterised using standard current-voltage techniques (I-V) in a vacuum and at temperatures ranging from 77 to 300 K. Capacitance-Voltage (C-V) measurements were also carried out at room tempera-

on an interface with a Gaussian array of barrier heights. However, Tung formalised for the first time the idea that an area, or patch, with a low barrier may be obscured by those areas of larger barrier height that surround it, the idea of SBH pinch off. This lead us away from the idea generated previously that an inhomogeneous interface can be modelled as the sum of several micro-diodes in parallel, each with its own barrier height. Instead, consider the situation of Figure 1 where there is a uniform region that has the barrier height (Φ_B), in which there is a single patch with a low barrier height (Φ_B − ∆).

FIG. 1. a) A 3-dimensional representation of SBH pinch off in a silicon patch. The saddle point is 30 nm into the Si from the interface. This is a reproduction of Figure 5 of Tung’s Theory. Inset: A two dimensional representation of the interface as it is modelled herein, with its patches of varying size and barrier heights. b) Conventional band diagrams taken from the same interface, showing some of the parameters used herein.
ture. Lateral devices were formed to make wire bonding to these structures easier when it came to IVT testing. As seen in the inset of Figure 2, the mesa etch accurately defines the drift region between the metal and the homojunction. On the application of a negative voltage (to a maximum of -5 V for the C-V measurements), the depletion region will never exceed the width of the drift region, so the devices are presumed to operate in the same fashion as conventional vertical devices for both CV and IV analysis.

The four diodes selected for this work were chosen because of their varying degrees of inhomogeneity, with the NiV diode producing the most homogeneous response with ideality factors ranging from 1.056 at 300 K to 1.378 at 100 K, and minimal bumps or kinks down to 77 K. Both the Cr diode shown in Figure 2, and the Ti diode displayed severe double bumps at 77 K but was reasonably linear at temperatures above 150 K. Showing a great deal of non-linearity, the Nb diode had very high ideality factors, and extensive double bumps all the way up to room temperature.

Figure 2 shows a typical set of experimental results from one Cr/Si Schottky diode. Three distinct regions typically form, as highlighted in the Figure. Plotted in a semi-log format, a linear region, typically modelled by the diode equation, is between a resistive region and a non-linear region, which at lower temperature contains the afore-mentioned double bumps. In setting up the fitting program, it was decided to ignore the resistive region (typically above 0.1 A/cm²) altogether as it is quite predictable and irrelevant to the current investigation. The program developed could simulate one or more I-V responses across either the linear region of a semi-log plot, or the entire linear and non-linear portions. A rigorous and efficient method of fitting was produced whereby an algorithm would search through a predefined range for each of the three fitting parameters, using a coefficient of determination, $R^2$, to determine which combination of parameters led to the best fit. This is defined in Appendix B.

FIG. 2. A typical I-V-T response from a Cr/Si Schottky diode. A 77 K minimum temperature is shown and then 25 K intervals from 100 K to 300 K. The resistive region is never reproduced throughout. The temperature independent Tung model is capable of reproducing only the linear region, while the temperature dependent model can model both the linear and non-linear regions. Inset: The structure of the Schottky diodes formed within this work.

FIG. 3. A typical set of barrier heights and ideality factors extracted over the full temperature range for the four Schottky diodes.

III. RESULTS AND DISCUSSION

As a starting point, we applied conventional analysis (see for example27) on each of the I-V responses using Equation 1 to extract temperature dependent ideality factors ($\eta_{IV}$) and barrier heights ($\Phi_{IV}$). Figure 3 shows all the collated results, except for those from the Nb diode profile where the extreme double bumps prevented such an approach. Typical characteristics are seen as reported for various other diodes13,22, whereby $\Phi_{IV}$ increases, and $\eta_{IV}$ decreases, with temperature, until at higher temperatures the series resistance skews the extracted values of $\eta_{IV}$, as seen in the Cr response of Figures 2 and 3.
The minimum \( \eta_{IV} \) will be at different temperatures for different diodes, depending on barrier height, series resistance and relative homogeneity. Therefore, in listing the best I-V results in Table I, for fair comparison, the results listed are at the \( \eta_{IV} \) minima, with the measurement temperature \( T_{IV} \) also listed. The ideality factors give a first indication of the quality of each diode, the NiV, Ti and Cr diodes each with \( \eta_{IV} < 1.1 \), but the Nb diode displays significant signs of inhomogeneity with a best value of 1.24. For completeness, Table I shows the SBHs extracted via C-V characterisation at room temperature. These barrier heights were higher than those extracted via I-V characterisation at room temperature (not shown) in all but the Nb diode. This has often been shown to be the case, as C-V characterisation tends to characterise the average barrier height across an interface, whereas with I-V characterisation, current takes the path of least resistance, such that patches of low barrier height will preferentially conduct first.

The full Tung model is derived in Appendix A, leading to the model used herein, Equation A9. Very little has been reported about the relationship between temperature and the fitting parameters \( C_1, \sigma_\gamma \), and \( \Phi_0^B \) of this model. Tung\(^9\) provided examples of his model over similar temperature ranges to those considered here, always using a fixed set of parameters, but without ever fitting these to experimental data. Hence, in a first attempt to simulate the experimental data here, we attempted to minimise \( 1 - R^2 \) using a set of \( C_1, \sigma_\gamma \), and \( \Phi_0^B \) values that were also fixed over the entire temperature range. However, it was soon discovered that fixing \( C_1 \) and \( \sigma_\gamma \) made it impossible to model the non-linear region shown in Figure 2 because the values required to fit to the low temperature non-linearities would skew the linear, higher temperature responses. Figure 4 shows the best fits from the NiV, Ti and Cr/Si Schottky diodes, whilst Table II summarises the fitting parameters and the best \( 1 - R^2 \) values attained for these diodes. The Nb diode could not reasonably be fit using fixed variables, its extensive double bumps, requiring vastly different fitting parameters at each temperature. Of the other diodes, the best fits employed a patch coverage \( (C_P) \) of around 1-3\% to increase the ideality factors of the middle and lowest temperatures, whilst at high temperatures the background current dominated. No single combination could do all this and incorporate the double bumps, as a different \( C_1 \) and \( \sigma_\gamma \) combination was necessary for each low-temperature I-V plot.

<table>
<thead>
<tr>
<th>NiV</th>
<th>Ti</th>
<th>Cr</th>
<th>Nb</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Phi_{CV} ) (eV)</td>
<td>0.705</td>
<td>0.866</td>
<td>0.543</td>
</tr>
<tr>
<td>( \Phi_{IV} ) (eV)</td>
<td>0.621</td>
<td>0.639</td>
<td>0.494</td>
</tr>
<tr>
<td>( \eta_{IV} )</td>
<td>1.042</td>
<td>1.059</td>
<td>1.065</td>
</tr>
<tr>
<td>( T_{IV} ) (K)</td>
<td>275</td>
<td>225</td>
<td>225</td>
</tr>
</tbody>
</table>

TABLE I. SBH (\( \Phi \)) and ideality factors (\( \eta \)) from conventional C-V (at 300 K) and I-V extraction is shown. The I-V results are taken from where \( \eta_{IV} \) is at its minimum value across the temperature range, hence the measurement temperature is also shown.

Clearly a temperature independent model is inaccurate despite having some success with the more homogeneous responses. Hence, a new approach was investigated whereby the optimum fitting parameters were found at every temperature interval, allowing us to observe the temperature dependence of each of the parameters within the model. Therefore, a \( 1 - R^2 \) minimisation now took place at every temperature interval and hence it could incorporate both the linear and non-linear regions of the diode response. Figure 5 shows that a good fit was achieved for all four diodes, including the unpredictable and inhomogeneous Nb/Si diode.

The temperature dependent approach results in very good fits, but one is left with a database of fitting parameters across diode types and temperature intervals. Hence, we have plotted \( C_1, \sigma_\gamma \), and \( \Phi_0^B \) against temperature, shown in Figure 6, and over the next three
sections we shall attempt to explain the temperature related trends within the framework of the model, relating them back to a physical meaning and probing at the validity of the Tung model in light of this new data. To this end, we have also reproduced in Figure 6d) and c) is a line of best fit through each of the fitting parameters, with Table II displaying the slope and intercept values for each of these.

parameters display some temperature dependence and in Figure 6b) and c) is a line of best fit through each of the fitting parameters, with Table II displaying the slope and intercept values for each of these.

![Table II](image)

**TABLE II.** A summary of all the parameters extracted from the fitting of the Tung model to the real silicon Schottky diodes.

![Figure 6](image)

**FIG. 6.** A typical set of fitting parameters extracted from each of the NiV, Ti, Cr, and Nb silicon Schottky diodes.

![Figure 5](image)

**FIG. 5.** I-V-T responses from the four Schottky diodes. The best fits achieved for each using free, temperature dependent fitting parameters are shown.
A. The temperature dependence of $C_1$

The most significant result in Figure 6 is that of $C_1$, which has an exponential temperature dependence in all four of the diodes. We can see from Figure 6a that the Ti diode, for example, is modelled having less than 10 patches per cm$^2$ at the lowest temperature, rising to $2 \times 10^{11}$ cm$^{-2}$ by 200 K, where the patch density is limited as $C_p$ (the total patch area as a percentage of contact area) tends to 1 (or $C_1 A_{\text{eff}} \rightarrow 1$). $C_1$ in particular can no longer be described as temperature independent and its previous definition$^{6,21}$ as the total density of patches at the interface should change. In light of this evidence, it seems more accurate to describe it as the number of active, conducting, patches per unit area at a given temperature. Indeed, given that the Tung model, like those that preceded it, still incorporates a Gaussian distribution of barrier heights (albeit tied in with the patch size $R_0$ within the patch parameter $\gamma$), this relationship is easily visualised; at a low temperature, a small number of free carriers will exist within the conduction band, which, given an applied voltage, will have enough energy to activate a small percentage of patches up to a maximum barrier height (the saddle point, or $\phi$ in Figure 1b) at the lowest end of the energy distribution. Raise the temperature, and more carriers will be induced into the conduction band or, another way to look at it; the same number of carriers will be available at a higher energy, and hence the number of active patches will rise exponentially according to the original Gaussian distribution. Removing $R_0$ from the patch parameter, $\gamma$, this scenario is represented in Figure 7a, where an imaginary patch energy distribution following the PDF equation of Equation A2 is shown with a mean patch barrier height $\Phi^P = 0.55$, and a corresponding standard deviation $\sigma_P = 0.07$. Also shown is a cumulative distribution function (CDF), which is defined, in general for the Gaussian distribution of Equation A1, $f[x; \mu, \sigma^2]$, as,

$$F[x; \mu, \sigma^2] = \int_{-\infty}^{x} f[x; \mu, \sigma^2] \, dx = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{x - \mu}{\sigma \sqrt{2}} \right) \right]$$

(2)

The distribution in Figure 7a is therefore,

$$C_1 \approx C_{1,\text{Tot}} F[\phi^P, \Phi^P, \sigma^2]$$

(3)

where $C_{1,\text{Tot}}$ is determined from the Tung model as the total number of patches that are active as $C_p$ tends to 1 and is here $2 \times 10^{11}$ cm$^{-2}$, as seen in Figure 6a. Hence, in Figure 7a, two points representing two different temperatures (where $T_1 < T_2$) are marked on the CDF. The temperature rise between the two points raises the active patch energy, $\phi_{\text{max}}$, by 0.1 eV, which in this scenario raises the number of active patches per unit area by an order of magnitude.

The above scenario could justify the exponential increase of the fitting parameter $C_1$ with temperature, as it follows a CDF profile. Therefore, if we state that a minimum carrier concentration $\langle n[\phi_{\text{max}}] \rangle$ is required to activate all those patches with a saddle point energy $\phi < \phi_{\text{max}}$, then the relationship between temperature and $\phi_{\text{max}}$ (measured from the Fermi level) can be described by substituting these values into Equation A6 and rearranging,

$$\phi_{\text{max}} = -\frac{kT}{q} \ln \left( \frac{n[\phi_{\text{max}}]}{N_C} \right).$$

(4)

Over the temperature ranges considered here, the temperature dependence of $N_C$ has a negligible effect on $\phi_{\text{max}}$, and the relationship between $\phi_{\text{max}}$ and $T$ can be considered linear. A problem arises however; if the carrier concentration required to activate a patch $\langle n[\phi_{\text{max}}] \rangle$ were constant across all the Si diodes, then the metal-semiconductor interface with the lowest average barrier height would always be the one to reach saturation first. We have seen from Figure 6a that this is not the case with the relatively homogeneous NiV diode ($\Phi_{IV} = 0.621$ eV) reaching $C_p$ saturation at a lower temperature than the Cr ($\Phi_{IV} = 0.494$ eV) or Ti diodes ($\Phi_{IV} = 0.639$ eV), whilst the Nb diode ($\Phi_{IV} = 0.593$ eV) which suffers the many double bumps, does not reach this mark before 300 K.
We therefore propose that $n[\phi_{\text{max}}]$ is not the same for every diode, and as such we here treat it as a variable that is strongly influenced by the homogeneity of the contact, with a low value meaning that all the patches will become active at a low temperature, as in the NiV diode. This idea is demonstrated in Figure 7b, where the energy distribution of Equation 3 and Figure 7a, $F[\phi; \phi^0_p, \sigma^2_p]$, has been transformed through Equation 4 using three different values of $n[\phi_{\text{max}}]$, to get,

$$C_1 \approx C_{1,\text{Tol}} F [T; T^0_p, \sigma^2_p]. \quad (5)$$

Figure 7b shows clearly how the temperature response will spread, the corresponding values of $T^0_p$ and $\sigma_T$ being greatly affected by the size of $n[\phi_{\text{max}}]$. Given the lowest value of $n[\phi_{\text{max}}]$ shown, $1 \times 10^2 \text{ cm}^{-3}$, the average patch of the distribution in Figure 7b will be activated by 159 K, the large number of conducting patches at this temperature meaning that the I-V response will be linear. At the larger $n[\phi_{\text{max}}]$ of $1 \times 10^4 \text{ cm}^{-3}$, nearly 3000 times fewer patches will have been activated by 159 K, and the response at this temperature may well display kinks. The average patch of this distribution would not be activated until 300 K.

For the four diodes shown in Figure 6a, using another $1 - R^2$ minimisation, it was possible to fit Equation 5 to the temperature dependent parameters that were extracted from the I-V-T modelling. Hence, for each diode, the best fit is shown in the Figure, with the values of $T^0_p$ and $\sigma_T$ summarised in Table II. It can be seen that the values for the Nb diode far exceed that of the Cr and NiV diodes, which suggests that this diode may require a large $n[\phi_{\text{max}}]$ value to activate it patches.

### B. The temperature dependence of $\sigma_\gamma$

As with the fitting parameter $C_1$, the original Tung model\cite{Tung88, Tung91} offers no explicit mention of a $\sigma_\gamma$ temperature dependence, however Equation 24 of Tung’s model\cite{Tung88} relates $\sigma_\gamma$ to the ideality factor, expanded here as:

$$n \approx 1 + \frac{\sigma^2_\gamma V_{bb}^{2/3}}{333 \eta^{2/3}}. \quad (6)$$

This relationship provides a direct link between the standard deviation of the patch parameter and the ideality factor profiles of Figure 3, explaining why, in general, the value of $\sigma_\gamma$ seen in Figure 6b decreases with temperature before rising again at higher temperatures as series resistance begins to skew the I-V profiles. This is particularly true of the Ti/Si diode, where the temperature responses of $n[\phi_{\text{max}}]$ within Figure 3, and $\sigma_\gamma$ in Figure 6b look very similar.

As far as modelling the $\sigma_\gamma$ profiles within Figure 6b and finding a temperature related trend, it appears that all the profiles except the Nb diode follow a pattern similar to the $C_1$ profiles, reaching a minimum value of around 45 $\mu$eV as $C_P$ tends to 1. Prior to this, the three diodes all appear to have approximately the same negative slope as indicated with the linear fits shown. It is worth mentioning here that both the $\sigma_\gamma$ and $C_1$ profiles of the Ti and Cr diodes are somewhat skewed at high temperature where, unlike the NiV diode, the two diodes are influenced by series resistance. In Figure 8 we show the full extent of the correlation between $\sigma_\gamma$ and $C_1$, plotting these two parameters against each other for every temperature point. The line of best fit through the data in Figure 8 relates $\sigma_\gamma$ and $C_1$, ignoring the Nb data and those aforementioned data points that are heavily influenced by series resistance. The fit approximately follows:

$$C_1 = C_0 \exp (-m_{C\sigma} \sigma_\gamma). \quad (7)$$

where in Figure 8, $C_0 = 2.333 \times 10^{18}$ and $m_{C\sigma} = 3.341 \times 10^5$. What this would mean physically is that as temperature rises, exponentially more patches are becoming active whilst at the same time the distribution of $\gamma$ is narrowing, though a reason for this is unclear, perhaps due to the reduction in patch barrier height with temperature, or a relationship between $R^2_0$ and temperature. Whatever the reason, if we use the relationship seen in Figure 8, then the parameter $\sigma_\gamma$ becomes predictable using the same mechanisms (Equations 3-5) that determined $C_1$.

Also shown in Figure 8 is the difference between those diodes that visually appear to be linear (hollow shapes), and those that display kinks or double bumps (filled shapes). A cut off appears evident, especially in the patch density, whereby any response with $C_1 < 10^8 \text{ cm}^{-2}$ displaying some non-linearity. The further any individual I-V response is towards the bottom-right of Figure 8, the greater the double bump appears in Figure 5.

![Figure 8](image-url)

**FIG. 8.** The fitting parameters $C_1$ and $\sigma_\gamma$, from all the I-V responses plotted in Figure 5. Highlighted are those that visually display non-linearities: kinks or double bumps. The line of best fit ignores the Nb diode and those influenced by series resistance. Inset: the temperature dependence of $V_n$, as determined from Equations A6 and A7.

The diodes’ $\sigma_\gamma$ vs. temperature profiles, perhaps more than any of the others, shows how hard it is to simulate the most inhomogeneous diodes. The ideality factors of
the Nb/Si profile were taken from the linear regions of the profile, above the double bumps, and hence the Nb ideality factor profile in Figure 3 does not correlate with the very large values of $\sigma_n$ in Figure 6b. For this Nb diode, there is little definitive correlation between $C_1$ and $\sigma_n$, whilst in Figure 6b, we see a positive correlation between $\sigma_n$ and temperature and these large values of $\sigma_n$, combined with the low values of $C_1$ lead to the profile full of double bumps up to 275 K seen in Figure 5. Given the evidence above linking $\sigma_n$ to both $C_1$ and the experimental ideality factors, it is questionable whether a diode with this degree of non-linearity may be modelled in the same fashion.

C. The temperature dependence of $\Phi_B^0$

$\Phi_B^0$ had previously been presumed to be stable across the temperature range $^{25,28,29}$ However, the fitting carried out here could not have been completed with a fixed $\Phi_B^0$, and Figure 6c displays the temperature dependence, and in general a positive, linear correlation over the temperature range is observed such that,

$$\Phi_B^0 = \Phi_{B,0} + m_{\phi,T}T.$$  \hspace{1cm} (8)

This in itself is not surprising given the temperature dependence of $V_n$ ($V_n = E_C - E_F$), which is shown in the inset of Figure 8. Interfacial traps within the semiconductor bandgap causes the Fermi level of most semiconductors to be pinned at its surface $^{25,28,29}$. This causes band bending to occur at the surface, prior to contact with the metal, weakening the link between the Schottky barrier height and the work function offset, as laid out by the Schottky-Mott principle. This means that the magnitude of $V_n$ directly influences the size of the barrier height and its positive correlation with temperature, as seen in the inset of Figure 8, will cause an increase of barrier height with temperature.

D. The influence of carrier concentration $n[\phi_{\text{max}}]$ on the Tung model.

In the previous sections, we have shown how the three parameters that make up the Tung model are themselves related to temperature. In Figure 7, we showed how the temperature dependent values of $C_1$ can be extracted from an initial Gaussian distribution of maximum patch barrier heights ($C_1_{\text{Tot}} f\left(\Phi_B^0, \sigma_{\phi}^2\right)$) using Equation 4, with the carrier concentration at a patch’s minimum barrier height, $n[\phi_{\text{max}}]$, determining how homogeneous that response will be. Having also defined the parameters $\sigma_\gamma$ and $\Phi_{B,0}$, we can now complete a full simulated example of an I-V-T plot to show the influence that $n[\phi_{\text{max}}]$ has on a generic interface, making the difference between a homogeneous response and one with extensive non-linearities.

Figure 9 shows 13 simulated I-V responses ranging in temperature from 75 K to 375 K using the three different values of $n[\phi_{\text{max}}]$ introduced in Figure 7, 1 x 10^2, 1 x 10^6 and 1 x 10^10 cm^-3. Each of the 13 temperature values, of which three are shown in Table III, were entered into Equation 4 to find the energy, $\phi_{\text{max}}$, at which a carrier concentration of $n[\phi_{\text{max}}]$ will exist. Then, $C_1$ - the number of active patches with a barrier height equal to or less than $\phi_{\text{max}}$ - could be found using the CDF of Equation 3. We presumed that the barrier height distribution is temperature dependent and hence, we made $\Phi_{B,0}^0 = \Phi_B^0$, however, a consistent standard deviation is used with $\sigma_\phi = 0.07$. This linear relationship between $\Phi_B^0$ and temperature was determined using a value of $\Phi_{B,0}^0$ equal to 0.55 eV, and $m_{\phi,T} = 0.108 \mu eV/K$ - the same as the NiV diode. The linear relationship determined between $C_1$ and $\sigma_n$ in Figure 8 was used to extract $\sigma_n$ for each value of $n[\phi_{\text{max}}]$. Having generated the full set of fitting parameters including those examples shown in Table III, these were entered into the Tung model of Equations A9 to A13 to produce the I-V-T responses shown in Figure 9.

In Figure 9a, we see a reasonably homogeneous response, the low value of $n[\phi_{\text{max}}]$ having translated the original Gaussian distribution shown in Figure 7a into a response that is free of kinks in all but the lowest simulated temperature. This profile is repeated in each of the other two profiles to illustrate the increasing inhomogeneity at low temperatures. The double bumps clearly stand out, as do the barrier heights, which appear to increase with $n[\phi_{\text{max}}]$, as seen in b) and c) of Figure 9. This is further illustrated in Figure 10, where the ideality factors (taken as an average of the entire response, including the double bumps) and SBHs of the simulated example are extracted via the traditional methods $^{17}$ that use Equation 1.

<table>
<thead>
<tr>
<th>I-V Temperature [K]</th>
<th>100</th>
<th>200</th>
<th>300</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_B^0$ [eV]</td>
<td>0.561</td>
<td>0.572</td>
<td>0.582</td>
</tr>
<tr>
<td>$\phi_{\text{max}}$ [eV]</td>
<td>0.333</td>
<td>0.684</td>
<td>1.042</td>
</tr>
<tr>
<td>$\phi_{\text{max}}$ [eV]</td>
<td>0.254</td>
<td>0.526</td>
<td>0.804</td>
</tr>
<tr>
<td>$\sigma_n$ [10^-10 cm^-2]</td>
<td>0.175</td>
<td>0.367</td>
<td>0.566</td>
</tr>
<tr>
<td>$C_1$ [10^-10 cm^-2]</td>
<td>1.1 x 10^6</td>
<td>1.9 x 10^11</td>
<td>2.0 x 10^11</td>
</tr>
<tr>
<td>$C_1$ [10^-10 cm^-2]</td>
<td>1.2 x 10^6</td>
<td>5.1 x 10^10</td>
<td>2.0 x 10^11</td>
</tr>
<tr>
<td>$C_1$ [10^-10 cm^-2]</td>
<td>3.4 x 10^10</td>
<td>3.4 x 10^8</td>
<td>8.1 x 10^10</td>
</tr>
<tr>
<td>$\sigma_n$ [10^-10 cm^-2]</td>
<td>7.1</td>
<td>48.9</td>
<td>48.7</td>
</tr>
<tr>
<td>$\sigma_n$ [10^-10 cm^-2]</td>
<td>84.8</td>
<td>52.8</td>
<td>48.7</td>
</tr>
<tr>
<td>$\sigma_n$ [10^-10 cm^-2]</td>
<td>102</td>
<td>67.8</td>
<td>51.4</td>
</tr>
</tbody>
</table>

**TABLE III.** A snapshot of three of the temperature dependent parameters used to produce the I-V-T simulations of Figure 9.
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FIG. 9. Simulations that use the equations developed in this paper to illustrate the link between $n[\phi_{\text{max}}]$ and homogeneity, following on from the example begun in Figure 7. The value of $n[\phi_{\text{max}}]$ used within Equation 4 was the only difference between the three responses shown. The dotted lines in b) and c) are the profile from a) repeated in order to highlight the non-linearities in these responses.

E. The extraction of $n[\phi_{\text{max}}]$ from the real diodes.

Figure 9 displays the impact of $n[\phi_{\text{max}}]$ on the IVT response. To complete the picture of the four diodes in light of the temperature dependent parameters within the Tung model, we here attempt to extract values of $n[\phi_{\text{max}}]$ for each of them. However, to do this, we need to compare the patch barrier height activation rate $(F[T; T^0_p, \sigma^2_{\phi}])$, which we can extract from Figure 6a, to the initial Gaussian distribution of minimum patch barrier heights $(F[\phi; \phi^0_p, \sigma^2_{\phi}])$. So, a technique is needed to generate $\phi^0_p$ from the original Tung model.

Referring back to Equations A8 and A9, they show how the background current is modelled in parallel with the patch current. The patch current is modelled at every temperature and voltage interval as a single barrier height ($\Phi_p$), where $\Phi_p[T,V] = \phi^0_p - \alpha_2$. This current passes through an area $AC_p$ which is proportional to $C_1$, but due to the pinch-off of the patches, it is also temperature and voltage dependent as dictated by Equations A10, A11 and A13. Therefore, with the data extracted from the models, presented in Figure 5, we can plot $C_p$ against $\Phi_p$ at every temperature and voltage interval. However, to do this, we need to compare the patch barrier height activation rate $(F[T; T^0_p, \sigma^2_{\phi}])$, which we can extract from Figure 6a, to the initial Gaussian distribution of minimum patch barrier heights $(F[\phi; \phi^0_p, \sigma^2_{\phi}])$. So, a technique is needed to generate $\phi^0_p$ from the original Tung model.

Referring back to Equations A8 and A9, they show how the background current is modelled in parallel with the patch current. The patch current is modelled at every temperature and voltage interval as a single barrier height ($\Phi_p$), where $\Phi_p[T,V] = \phi^0_p - \alpha_2$. This current passes through an area $AC_p$ which is proportional to $C_1$, but due to the pinch-off of the patches, it is also temperature and voltage dependent as dictated by Equations A10, A11 and A13. Therefore, with the data extracted from the models, presented in Figure 5, we can plot $C_p$ against $\Phi_p$ at every temperature and voltage interval. However, to do this, we need to compare the patch barrier height activation rate $(F[T; T^0_p, \sigma^2_{\phi}])$, which we can extract from Figure 6a, to the initial Gaussian distribution of minimum patch barrier heights $(F[\phi; \phi^0_p, \sigma^2_{\phi}])$. So, a technique is needed to generate $\phi^0_p$ from the original Tung model.

Referring back to Equations A8 and A9, they show how the background current is modelled in parallel with the patch current. The patch current is modelled at every temperature and voltage interval as a single barrier height ($\Phi_p$), where $\Phi_p[T,V] = \phi^0_p - \alpha_2$. This current passes through an area $AC_p$ which is proportional to $C_1$, but due to the pinch-off of the patches, it is also temperature and voltage dependent as dictated by Equations A10, A11 and A13. Therefore, with the data extracted from the models, presented in Figure 5, we can plot $C_p$ against $\Phi_p$ at every temperature and voltage interval. However, to do this, we need to compare the patch barrier height activation rate $(F[T; T^0_p, \sigma^2_{\phi}])$, which we can extract from Figure 6a, to the initial Gaussian distribution of minimum patch barrier heights $(F[\phi; \phi^0_p, \sigma^2_{\phi}])$. So, a technique is needed to generate $\phi^0_p$ from the original Tung model.

Referring back to Equations A8 and A9, they show how the background current is modelled in parallel with the patch current. The patch current is modelled at every temperature and voltage interval as a single barrier height ($\Phi_p$), where $\Phi_p[T,V] = \phi^0_p - \alpha_2$. This current passes through an area $AC_p$ which is proportional to $C_1$, but due to the pinch-off of the patches, it is also temperature and voltage dependent as dictated by Equations A10, A11 and A13. Therefore, with the data extracted from the models, presented in Figure 5, we can plot $C_p$ against $\Phi_p$ at every temperature and voltage interval. However, to do this, we need to compare the patch barrier height activation rate $(F[T; T^0_p, \sigma^2_{\phi}])$, which we can extract from Figure 6a, to the initial Gaussian distribution of minimum patch barrier heights $(F[\phi; \phi^0_p, \sigma^2_{\phi}])$. So, a technique is needed to generate $\phi^0_p$ from the original Tung model.
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FIG. 11. a-d) are plots of the temperature and voltage dependent parameters that are used to model the patch current of the diodes of Figure 5, with the patch coverage \( C_p \) plotted against the patch SBH \( \Phi_{p} \). CDFs are fitted to the parameters of like voltage. e) and f) show how the CDF parameters vary with voltage.

mean barrier height, \( \Phi_{p,V}^{0} \), of the more homogeneous Cr and NiV diodes does not particularly vary with voltage fluctuation, however, the Nb diode clearly shows some dependence. Both parameters appear to have a linear voltage dependency allowing us to apply a simple line of best fit to this data given the equations in the Figure. Table II summarises the voltage dependencies for the four diodes.

F. The validity of the Tung model

The Tung model has been shown in this paper to reasonably reconstruct ideality factors greater than one, their inverse dependence on temperature, the apparent temperature dependence of the SBH, and the shape of the double bumps. However, there are still flaws in the model. Indeed, the accuracy of the model at the lowest temperatures, seen in Figure 5 and quantified using the coefficient of determination in Figure 6d, shows that though the lower part of the double bump is often accurately reproduced, the upper part of the double bump is not. This is due to the divergence at low temperatures of the two current paths built into the model. The current passing through the patches (governing the lower part of the curves) can be well manipulated by the fitting parameters, but the current passing through \( I_{BG} (I_{BG} = A A^* T^2 \exp(-\beta \Phi_{B}^0) \exp[\beta V] - 1) \), which will become dominant as the small number of available patches saturate, is modelled as a perfect diode without an ideality factor. This leads to the slopes within the simulations that, at low temperature and increased voltage, are too steep compared to the real data.

The divergence problem is most keenly observed in the simulation of Figure 9c, where a large \( n \phi_{max} \) was expected to produce a profile similar to that of the poorest interfaces, such as the Nb diode. However, one can see in the resulting profile that the two parallel current paths no longer interact, leaving an almost ideal set of IV profiles at high temperature (see the inset of Figure 9c), before the patch current becomes dominant at low temperature causing the double bumps and high ideality factors. This explains why the parameters of the Nb diode, especially \( \sigma_\gamma \), were so different from the more homogeneous NiV and Ti diodes, each of which were well represented by the simulations of Figure 9a or b due to the two current paths largely overlapping to produce the inverse temperature-ideality factor dependence. Instead, the Nb IVT profile could only be modelled with the Tung Equations using a \( \sigma_\gamma \) profile that increased with temperature.

Over a wide temperature range, the Tung model very accurately replicates the inverse temperature-ideality factor dependence, however, given the problems with divergence, it seems unlikely that this model in its current form will be able to exactly replicate the I-V profiles with significant double bumps, especially over an entire temperature range. At the heart of the problem is the complexity of competing mechanisms within a single interface. For instance, the Tung model of Equation A8 assumes that perhaps a single defect or inhomogeneity causes a perfect Gaussian distribution of patch barrier heights across the entire interface, the centre of the Gaussian being a single average background barrier height. It becomes easy to imagine that in reality, multiple non-linearities (perhaps surface roughness, dirt and/or trapped interfacial charge for instance) could lead to quite a different distribution of barriers, that might effect the interface much more locally, perhaps even adding in further parallel conduction paths or changing the shape of the patch distribution. Such a modification would have to include the divergence necessary to model the double bumps whilst retaining some influence on the ideality factor as the background current begins to dominate.
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IV. CONCLUSIONS

A study of the temperature dependencies inherent within the Tung model was presented. The aim of the work was to produce a model that could better reproduce the non-linearities present in log(I) − V plots, over a wide temperature range, hence improving our ability to predict the behaviour of real metal-silicon interfaces. In doing so we have presented both the strengths and weaknesses of the original model and made suggestions as to how the previously unexplored temperature dependencies within the model may be interpreted.

In particular, four silicon Schottky diodes were modelled, a comparatively homogeneous NiV diode, a Ti and a Cr diode displaying low temperature inhomogeneity, and a Nb diode displaying double bumps right up to room temperature. A semi-automated implementation of Tung’s electron transport model was shown to generate accurate fits, though we documented some divergence problems at low temperature, and with extremely inhomogeneous interfaces. To achieve the fits, the three fitting parameters had to be individually optimised at every temperature interval, revealing a significant temperature dependent variable defined as to how the previously unexplored temperature dependencies within the model may be interpreted.

Appendix A: The Tung Model

According to Tung’s model of “Electron transport at metal-semiconductor interfaces”, two components contribute to the current across a metal-semiconductor interface. That from the background current, \(I_{BG}\), is modelled as a homogeneous interface, as a current passing over a uniform barrier height, \(\Phi_B^0\), via thermionic emission (Equation 1). This occurs in parallel with a second current that passes over the many inhomogeneous, voltage dependent patches of varying barrier height. The individual patches are presumed circular with a radius, \(R_0\), each with a potential “depth”, \(\Delta\), from \(\Phi_B^0\). Tung defined a patch parameter, \(\gamma\), that encompassed both of these parameters such that \(\gamma = 3(\Delta R_0^2/4)^{1/3}\). \(\gamma\) can be described by a probability density function (PDF), \(P[x]\), which, in general is described by

\[
P[x] = \int_{-\infty}^{\infty} f[x; \mu, \sigma^2] \, dx
\]

\[
= \frac{1}{\sigma \sqrt{2 \pi}} \int_{-\infty}^{\infty} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) \, dx,
\]

where \(\sigma\) is the standard deviation, and \(\mu\) the mean of the variable \(x\). Specifically for the patch parameter, a PDF is defined, \(P[\gamma]\), and hence, given a mean value of 0, the distribution is defined as,

\[
f[\gamma; \sigma^2] = \frac{1}{\sigma \sqrt{2 \pi}} \exp \left( -\frac{\gamma^2}{2\sigma^2} \right).
\]

The current passing through a single patch was defined taking into account the pinch-off effect on the low SBHs, and the voltage dependency of the saddle point:

\[
I_{patch}[\gamma, V] = A_{eff} A^* T^2 \exp \left( -\beta \left( \Phi_B^0 - \frac{\gamma V_{bb}^{1/3}}{\zeta^{1/3}} \right) \right) \times (\exp[\beta V] - 1)
\]

where, \(\zeta = \epsilon_s/q n_0\), \(V_{bb} = \Phi_B^0 - V_n - V\), \(\epsilon_s\) is the permittivity of the semiconductor and \(V_n\) the energy difference between the Fermi level and the conduction band. \(A_{eff}\) is the localised effective area of a single patch, a temperature dependent variable defined as,

\[
A_{eff} = \frac{4\pi \gamma \zeta^{2/3}}{9\beta V_{bb}^{2/3}}
\]

At 300 K, the number of free carriers within the conduction band, \(n_0\), may all be presumed to be from the phosphorous dopants (\(N_D = 1 \times 10^{16}\) cm\(^{-3}\)), with the intrinsic carrier concentration (\(n_i\)) being negligible (less than \(1 \times 10^{10}\) cm\(^{-3}\)). However, dopant freeze out at the lower temperatures does have to be considered. Hence,
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from Sze\textsuperscript{26}, \( n_{no} \) was found by solving graphically for the Fermi level energy (\( E_F \)) given that,

\[
n_{no} = N_C \exp \left( -\frac{E_C - E_F}{kT} \right) \tag{A6}
\]

\[
\approx \frac{N_D}{1 + 2 \exp \left( \frac{E_F - E_D}{kT} \right)} \tag{A7}
\]

where \( N_D \) is the density of the dopants, \( N_C \) is the density of states in the conduction band, \( E_C \) is the lower conduction band edge and \( E_D \) the phosphorus donor energy, which lies 0.046 eV below \( E_C \).\textsuperscript{26} Along with \( n_{no} \), \( N_C \) was also considered temperature dependent, as was \( E_F \) and \( V_o \), with temperature related equations for each found in\textsuperscript{26}.

The total current passing through the interface is found by combining Equations 1, A3, A4 and A5,

\[
I = C_1 A \int_{-\infty}^{\infty} f[\gamma; \sigma^2] I_{\text{patch}}[\gamma, V] \, d\gamma + I_{BG}[V] \tag{A8}
\]

\[
= AA^* T^* \exp \left( -\beta \Phi^0_B \right) \left( \exp [\beta V] - 1 \right) \times \{1 - C_p + C_p \exp (\beta \alpha_2)\} \tag{A9}
\]

where \( C_1 \) is the areal density of patches with units of \( \text{cm}^{-2} \) and \( C_p \) is the percentage area taken up by low barrier patches, with

\[
C_p \approx C_1 A_{\text{eff}} = \alpha_1 \alpha_3. \tag{A10}
\]

The values \( \alpha_1 \), \( \alpha_2 \) and \( \alpha_3 \) are temperature and voltage dependent variables given by,

\[
\alpha_1 = \frac{2\pi C_1 \sigma^2_{bb}^{1/3}}{9V_{bb}^{1/3}}, \tag{A11}
\]

\[
\alpha_2 = \frac{\beta \sigma^2_{bb} V_{bb}^{2/3}}{2 \zeta^{2/3}}, \tag{A12}
\]

\[
\alpha_3 = 1 + \text{erf} \left( \sqrt{\beta \alpha_2} \right), \tag{A13}
\]

Although rewritten here, this is the same model adapted from Tung’s original work\textsuperscript{9} by Im et al\textsuperscript{21}, to reduce the contribution of the background current by the percentage area (\( C_p \)) taken up by low barrier patches. Within Equation A9, three fitting parameters need to be selected to model any given I-V response; \( C_1 \), \( \sigma_2 \), and \( \Phi^0_B \). The rest of Equations A9-A13 can be derived from fundamental constants, or from materials properties, which are often individually temperature or voltage dependent. The size of \( C_1 \) had to be limited (typically to a maximum of \( 1 \times 10^{12} \text{ cm}^{-2} \)) to prevent the fractional coverage, \( C_p \) exceeding 1.

### Appendix B: The coefficient of determination.

The coefficient of determination is defined as,

\[
R^2 = 1 - \frac{\sum_i (y_i - \bar{y})^2}{\sum_i (y_i - f_i)^2} \tag{B1}
\]

where for every point on the x-axis (the voltage-axis), \( y_i \) is the experimental data point and \( f_i \) the corresponding data point from the model. \( \bar{y} \) is the average of all the experimental data points. Herein,

\[
y_i = \log (I_{V_i,\text{Exp}}), \tag{B2}
\]

\[
f_i = \log (I_{V_i,\text{Fit}}), \tag{B3}
\]

\[
\bar{y} = \frac{1}{n} \sum_i \log (I_{V_i,\text{Exp}}). \tag{B4}
\]

As a good fit could be \( R^2 = 99.99\% \), throughout this paper the quality of fit is presented as a percentage, defined by \( 1 - R^2 \), and hence 0\% would be a perfect fit.

\textsuperscript{7} P. M. Smith, IEEE Transactions on Microwave Theory and Techniques 44, 12 2328 (1996).
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