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Abstract

I study two problems from different domains. The first problem is related to orbifold geometry and the second to Gorenstein homogeneous spaces. Though two different topics, they share a common theme: the Gorenstein property.

The first half of the thesis is related to the McKay correspondence. In particular we study a relation between the McKay correspondence in dimensions two and three. The primary purpose is to prove a theorem that generalises a conjecture given by Barth, proved by Boissière and Sarti.

The second half of the thesis is mainly about Gorenstein homogeneous spaces. We prove a theorem that gives a necessary and sufficient condition for the canonical divisor to vanish on a quasi-homogeneous affine algebraic variety.
Chapter 1

Introduction

An orbifold is locally of the form $M/G$ where $M = \mathbb{C}^n$ and a finite group $G \subset \text{GL}(n, \mathbb{C})$, acting in the standard way, and with no quasireflections. A quasireflection is an element $g \in \text{GL}(n, \mathbb{C})$ of finite order such that $g - I_n$ has rank 1. A finite subgroup $G \subset \text{GL}(n, \mathbb{C})$ is small if it contains no quasi-reflections. There might be some fixed points in $M$, which do not transform freely under the action of $G$. These points of $M/G$ are singular and therefore the orbifold will usually not be a manifold. Although we start with a fairly simple manifold $M$, the orbifold $M/G$ may have a quite complicated structure.

We mainly study orbifolds, orbifold singularities and their resolution. In particular we are interested in Gorenstein quotient singularities, their resolutions and the relations between them. It is well known that when a finite subgroup of $\text{SL}(n, \mathbb{C})$ acts on $\mathbb{C}^n$ then the quotient $\mathbb{C}^n/G$ is Gorenstein. For $n = 2$, these quotients are known as Kleinian singularities, studied by Felix Klein [Kle93] circa 1870. These singularities can be resolved by surfaces containing set of $-2$ curves, and the resolution has the same configuration graph as an ADE diagram. In dimension three many mathematicians such as Reid, [Rei97, Rei02, IR96], Ito, [Ito03, Ito02, Ito95, Ito94, IN96], Yau and Yu, [YY93], etc., studied these quo-
tients in different contexts.

John McKay [McK80] made the remarkable observation in the 1980s that there is a one-to-one correspondence between the ADE resolution graph of the Kleinian singularities and the nontrivial irreducible representations of the abstract group $G$, called the McKay correspondence. Reid’s conjecture [IR96] generalised the McKay correspondence in higher dimensions. Many people have explored the relation between the equivariant geometry of $M$ and the geometry of a crepant resolution of the quotient $\mathbb{C}^n/G$.

In chapter 2 we recall the basic facts of the McKay correspondence. We also give a brief introduction to some well known results about the cyclic quotient singularities. In the second half of the chapter we provide some elementary material on algebraic groups, homogeneous spaces and basic classes of homogeneous spaces.

In chapter 3 we study the relation between the McKay correspondence in dimensions two and three. We prove a theorem that generalises a conjecture of Barth proved by Boissière and Sarti [BS07].

A homogeneous space for an algebraic group $G$ is a space $M$ with a transitive action of $G$ on $M$. Equivalently, it is a space of the form $G/H$, where $G$ is an algebraic group and $H$ a closed subgroup of $G$. Homogeneous spaces play a vital role in the representation theory of the algebraic group because these are often realised as the space of sections of vector bundles over homogeneous spaces.

Reid and Corti [RC02] studied weighted analogs of the homogeneous spaces such as Grassmannian $\text{Gr}(2, 5)$ and the Orthogonal Grassmanian $\text{OGr}(5, 10)$ and how to use these as weighted projective constructions.

In chapter 4 we study quasi-homogeneous affine algebraic varieties as the closure of an open orbit in a suitable representation with the aim of giving a criterion
for when these varieties are Gorenstein. In particular, we explicitly calculate the tangent bundle and the canonical class of the open orbit and write these in terms of group representations.

In chapter 5 we start with an example of a quasi-homogeneous algebraic variety that we analyse completely and show that it is Gorenstein. Then we make a natural substantial generalisation to a large class of varieties. We also discuss one interesting case that has links with the Orthogonal Grassmannian $\text{OGr}(5, 10)$.

In the final chapter we formulate a conjecture related to Gorenstein quasi-homogeneous affine algebraic varieties and verify that it holds in certain cases including the varieties studied in chapters 4 and 5.
Chapter 2

Preliminaries

This chapter contains some well known results. In section 2.1 we explain the Du Val singularities (see [Reia]) and section 2.2 focuses on the McKay correspondence in dimension two. We review the McKay correspondence in dimension three in section 2.3. In the second half of this chapter we recall basic facts about algebraic groups, root systems, Weyl groups and homogeneous spaces.

2.1 Du Val singularities

Finite subgroups $G \subset \text{SL}(2, \mathbb{C})$ were known to Felix Klein [Kle93] in the late nineteenth century. Up to conjugation, there are five different types of finite subgroups of $\text{SL}(2, \mathbb{C})$. These are:

- the cyclic groups $\mathbb{Z}_n$ of order $n$ with generator

$$
\begin{pmatrix}
\varepsilon & 0 \\
0 & \varepsilon^{-1}
\end{pmatrix},
$$

where $\varepsilon$ is a primitive root of unity of order $n$, throughout this thesis we denote it by $\frac{1}{n}(1, -1)$;
2.1. Du Val singularities

- the binary dihedral groups $\text{BD}_{4n}$ of order $4n$ is generated by
  \[ \alpha = \begin{pmatrix} \varepsilon & 0 \\ 0 & \varepsilon^{-1} \end{pmatrix} \quad \text{and} \quad \beta = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \]

  where $\varepsilon$ is a primitive root of unity of order $2n$;

- the binary tetrahedral group $\text{BT}_{24}$ has order 24;

- the binary octahedral group $\text{BO}_{48}$ has order 48;

- the binary icosahedral group $\text{BI}_{120}$ has order 120.

If we consider the action of $G$ on $M = \mathbb{C}^2$ then the quotient $X := M/G$ is known as Du Val singularity, rational double point or simple singularity and has been studied in many different contexts. The quotients $\mathbb{C}^2/G$ are the Klein quotient points. We view them as germs of a singular point, given by the equations in Table 2.1. The quotient can be embedded as a hypersurface $X \subset \mathbb{C}^3_{x,y,z}$ with an isolated singularity at the origin, where $x$, $y$ and $z$ are generators for the ring of invariant polynomials under the action of $G$. The defining equation for the singularity is determined by the conjugacy class of the group $G$.

These singularities have minimal resolution $f : \mathcal{X} \rightarrow X$, where minimal means that the resolution has no $-1$-curves. The exceptional set $E$ consists of smooth rational curves of self-intersection $-2$, intersecting transversely. The dual graph of the exceptional set is one of the Dynkin diagrams as shown in Table 2.2. There are many characterisations of the Du Val singularities. See [Dur79, Reib] for more detail. The resolution is crepant, meaning $K_X = f^*K_\mathcal{X}$. 
2.1. Du Val singularities

<table>
<thead>
<tr>
<th>Name</th>
<th>Equation</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td>$x^2 + y^2 + z^{n+1}$</td>
<td>cyclic $\mathbb{Z}_{n+1}$</td>
</tr>
<tr>
<td>$D_n$</td>
<td>$x^2 + y^3 + z^{n-1}$</td>
<td>binary dihedral $BD_{4(n-2)}$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$x^2 + y^3 + z^4$</td>
<td>binary tetrahedral $BT_{24}$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$x^2 + y^3 + yz^3$</td>
<td>binary octahedral $BO_{48}$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$x^2 + y^3 + z^5$</td>
<td>binary icosahedral $BI_{120}$</td>
</tr>
</tbody>
</table>

Table 2.1: The Du Val singularities

| A
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$</td>
</tr>
</tbody>
</table>

| D
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$</td>
</tr>
</tbody>
</table>

| E_6
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$</td>
</tr>
</tbody>
</table>

| E_7
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_3$</td>
</tr>
</tbody>
</table>

| E_8
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau_3$</td>
</tr>
</tbody>
</table>

Table 2.2: The Dynkin diagrams ADE
2.2 McKay quiver

This section is on the paper of Boissière and Sarti [BS07]. If $G$ is a finite subgroup of $\text{SL}(n, \mathbb{C})$, its action on $\mathbb{C}^n$ defines a $n$-dimensional representation $Q$ of $G$, called the natural representation. Let $\text{Irr}(G) = \{\rho_0, \ldots, \rho_k\}$ be the set of irreducible finite dimensional complex representations of $G$, of which $\rho_0$ is the trivial one. For each $\rho_i$, we can decompose the tensor product

$$\rho_i \otimes Q \cong \sum_{\rho_j \in \text{Irr}(G)} a_{i,j} \rho_j$$

(2.1)

for some positive integers $a_{i,j}$. If the character of the representation $Q$ is real-valued, then $a_{i,j} = a_{j,i}$ for all $i, j$. The McKay quiver of $G \subset \text{SL}(n, \mathbb{C})$ is the unoriented graph with vertices $\rho_i$ belonging to $\text{Irr}(G)$ and $a_{i,j}$ arrows between the vertices $\rho_i$ and $\rho_j$, where $a_{i,j}$ is as in (2.1). Table 2.2 illustrates the graphs underlying the McKay quiver without the vertex corresponding to the trivial representation $\rho_0$. It is a Dynkin diagram of type $A_n$, $D_n$, $E_6$, $E_7$, or $E_8$, and has no loops or multiple edges. The McKay quiver is obtained from this by adding the vertex $\rho_0$ to form the extended Dynkin diagram, and then doubling every edge with one arrow in each direction.

2.2.1 McKay correspondence in dimension two

In 1980, McKay [McK80] made the remarkable observation that the graph of ADE type associated to a Du Val singularity $\mathbb{C}^2/G$ can be reconstructed in terms of the representation theory of the finite subgroup $G \subset \text{SL}(2, \mathbb{C})$.

McKay [McK80] showed that the reduced McKay quiver is the Dynkin diagram of the quotient singularity $\mathbb{C}^2/G$ as shown in Table 2.2. In other words McKay’s observation gives a one-to-one correspondence between the components of the
crepant resolution \( f : \mathcal{X} \to X \) and the isomorphism classes of \( G \). This is called the classical McKay correspondence for a finite \( G \subset \text{SL}(2, \mathbb{C}) \).

## 2.3 McKay correspondence in dimension three

Ito and Nakamura [IN96] introduced the notion of Hilbert schemes \( G\text{-Hilb}(\mathbb{C}^2) \) of \( G \)-clusters. Here a \( G \)-cluster \( Z \) is a \( G \)-invariant 0-dimensional subscheme of \( \mathbb{C}^2 \) such that \( \mathcal{O}_Z \) is the regular representation of \( G \). They proved that for \( G \subset \text{SL}(2, \mathbb{C}) \), \( G\text{-Hilb}(\mathbb{C}^2) \) is the minimal resolution of the Du Val singularities.

Bridgeland, King and Reid [BKR01] establish that \( G\text{-Hilb}(\mathbb{C}^3) \to \mathbb{C}^3/G \) is a crepant resolution for a finite subgroup \( G \subset \text{SL}(3, \mathbb{C}) \). Nakamura [Nak01] calculated \( A\text{-Hilb}(\mathbb{C}^3) \) for an Abelian subgroup \( A \) in \( \text{SL}(3, \mathbb{C}) \), and Craw and Reid [CR02] gave an explicit method of computing it.

### McKay quiver for finite subgroups in \( \text{SL}(3, \mathbb{C}) \)

For each finite subgroup in \( \text{SL}(3, \mathbb{C}) \), we draw the reduced McKay quiver with our conventions. In chapter 3, we fix a normal subgroup \( H \subset G \) then we denote by white vertices for the \( H \)-trivial representations and use black vertices for those representations of \( G \) on which \( H \) does not act trivially.

### 2.4 Semi-invariant polynomials

A group \( G \subset \text{SL}(2, \mathbb{C}) \) acts on the complex plane \( \mathbb{C}^2_{u,v} \). It also acts on the polynomial ring \( \mathbb{C}[u,v] \) breaking it up into different eigenspaces. We say that a polynomial \( f \in \mathbb{C}[u,v] \) belongs to a one-dimensional representation \( \rho \) (or \( f \) is \( \rho \)-invariant
or \( f \) is semi-invariant with respect to \( \rho \), if

\[
f(g \cdot P) = \rho(g)f(P) \quad \text{for all} \quad g \in G, \ P \in \mathbb{C}^2_{u,v}.
\]

Similarly a pair of polynomials \((f, h)\) belongs to the 2-dimensional representation \( \rho_2 \) if and only if

\[
(f(g_1 \cdot P), h(g_1 \cdot P)) = \rho_2(g_1)(f(P), h(P)) \]
\[
(f(g_2 \cdot P), h(g_2 \cdot P)) = \rho_2(g_2)(f(P), h(P)),
\]

where \( g_1 \) and \( g_2 \) are the generators of \( G \). See [IN96] for further details.

### 2.5 Cyclic quotient singularities

In this section we recall the cyclic quotient singularities and their resolutions [Reia], which we will use in the following chapters.

Let \( G \) be a finite cyclic subgroup of \( SL(2, \mathbb{C}) \). If we consider the action of \( G = \mathbb{Z}_n \) on \( M = \mathbb{C}^2 \) then the quotient \( X = \mathbb{C}^2/G \) is an isolated quotient singularity at the origin, denoted by \( \frac{1}{n}(1, -1) \), with toric structure. The resolution of this cyclic singularity is given by the Hirzebruch-Jung continued fraction \( \frac{n}{n-1} = [2, \ldots, 2] \), (see [Reia]), here 2s are repeated \((n - 1)\) times.

The Newton polygon of the lattice \( L = \mathbb{Z}^2 + \mathbb{Z}\frac{1}{n}(1, -1) \subset \mathbb{R}^2 \) is defined as the convex hull in \( \mathbb{R}^2 \) of all nonzero lattice points in the positive quadrant. We write

\[
e_0 = (0, 1), \quad e_1 = \frac{1}{n}(1, -1), \quad e_2, \ldots, e_{n-1} \quad e_n = (1, 0).
\]
Then any two consecutive lattice points, \( e_i, e_{i+1} \), for \( i = 0, \ldots, n \), form an oriented basis of \( L \) and for \( i = 1, \ldots, n \), any three consecutive points satisfy the relation

\[ e_{i+1} + e_{i-1} = 2e_i. \]

We construct the resolution of singularities \( X \rightarrow X \) as follows: for each \( i = 0, \ldots, n \), let \( \lambda_i, \mu_i \) be the monomials forming the dual basis, i.e.,

\[ e_i(\lambda_i) = 1, \quad e_i(\mu_i) = 0, \quad \text{and} \quad e_{i+1}(\lambda_i) = 0, \quad e_{i+1}(\mu_i) = 1. \]

Then \( X = X_0 \cup X_1 \cdots \cup X_n \) where each \( X_i \) is a copy of \( \mathbb{C}^2 \) with coordinates \( \lambda_i, \mu_i \) and the gluing

\[ X_i \setminus (\mu_i = 0) \rightarrow X_{i+1} \setminus (\lambda_{i+1} = 0) \]

is the isomorphism defined by

\[ \lambda_{i+1} = \mu_i^{-1} \quad \text{and} \quad \mu_{i+1} = \lambda_i \mu_i^2. \]

### 2.6 Algebraic groups

This material is mainly taken from Humphreys’ book [Hum75]. An algebraic group \( G \) is a group equipped with the structure of an algebraic variety such that the multiplication \( \mu: G \times G \rightarrow G \) and the inversion \( i: G \rightarrow G \) are morphisms of varieties. An algebraic group is said to be a linear algebraic group if the underlying variety is affine. An algebraic group is called connected if its algebraic variety is connected. We call an algebraic group simple if it has no nontrivial proper closed connected normal subgroup. An algebraic group is called reductive if the unipotent radical is identity.
2.6.1 Root system and Weyl group

Let $G$ be a reductive algebraic group and $T \subset G$ a maximal torus. Let $X(T) = \text{Hom}(T, \mathbb{C}^\times)$ be the set of all group homomorphisms from $T$ to $\mathbb{C}^\times$. We can give $X(T)$ an additive group structure by letting

$$(\chi_1 + \chi_2)(t) = \chi_1(t)\chi_2(t) \text{ for all } \chi_1, \chi_2 \in X(T) \text{ and } t \in T.$$ 

If $T = \mathbb{C}^\times$ as an algebraic group, then $X(T) \cong \mathbb{Z}$. In general, as $T$ is isomorphic to $n$ copies of $\mathbb{C}^\times$, we have

$$X(T) \cong \mathbb{Z} \oplus \cdots \oplus \mathbb{Z}.$$ 

We call $X(T)$ the character group of $T$ or lattice of weights with respect to $T$. The individual characters $\chi: T \to \mathbb{C}^\times$ are weights. Now suppose $Y(T) = \text{Hom}(\mathbb{C}^\times, T)$ and $Y(T)$ is also isomorphic to the free Abelian group of rank $n$. We call $Y(T)$ the cocharacter group of $T$ or dual lattice of 1- parameter subgroups. If we compose $f \in X(T)$ and $g \in Y(T)$, we have a canonical perfect pairing

$$\langle \ , \ \rangle: X(T) \times Y(T) \to \mathbb{Z}.$$ 

We define the normaliser of $T$ to be the subgroup

$$N_G(T) = \{g \in G : gT = Tg\} = \{g \in G : gTg^{-1} = T\}$$ 

of $G$. $T$ is a normal subgroup of $N_G(T)$ and the quotient group

$$W(G, T) = N_G(T)/T$$
is called the Weyl group of $G$ with respect to $T$. The Weyl group acts on $T$ by conjugation and this action induces an action of the Weyl group on the character and cocharacter groups of $T$.

Let $V$ be a vector space and $\rho: T \to GL(V)$ a representation of $T$. Now, $V$ is a direct sum of one-dimensional subrepresentations. On each of these subspaces an element of $t \in T$ acts by $\chi(t)$, where $\chi$ is a character of $T$. The characters so obtained are the weights of $T$ in $V$. The nonzero subspace

$$V_\chi = \{ v \in V \mid \rho(t)v = \chi(t)v \text{ for all } t \in T \},$$

is called the weight space associated to a character $\chi$. The roots of $G$ are defined as the weights of $T$ appearing due to the adjoint action of $T$ on the Lie algebra $\mathfrak{g}$. A set of roots $\{\alpha_1, \ldots, \alpha_n\}$ is called simple if it is a vector space basis for $\mathfrak{h}^*$, where $\mathfrak{h}$ is the Cartan subalgebra of $\mathfrak{g}$ and every root $\alpha$ can be written in the form

$$\alpha = k_1 \alpha_1 + \cdots + k_n \alpha_n,$$

where each $k_i$ is an integer such that they are either all nonnegative or all nonpositive. A root $\alpha$ is said to be positive with respect to the given simple roots if all the $k_i$ are nonnegative; otherwise $\alpha$ is negative.

We fix once and for all a set of simple roots. This defines the following partial order on weights: $\lambda \geq \mu$. Let $\lambda$ and $\mu$ be two weights, we say that $\lambda$ is higher than $\mu$ if

$$\lambda - \mu = k_1 \alpha_1 + \cdots + k_n \alpha_n$$

with $k_i \in \mathbb{Z}_{\geq 0}$. A weight $\lambda$ for a representation is called highest if no other weight is higher than $\lambda$. 

2.6. Algebraic groups

2.6.2 Homogeneous spaces

Let $G$ be an algebraic group and $H$ its closed subgroup, we may construct the quotient space $M = G/H$ of right cosets. The group $G$ acts on $M$ transitively. The space $M$ together with this action is called a homogeneous space.

A Borel subgroup of $G$ is a closed, connected, solvable subgroup of $G$, which is maximal for these properties. A closed subgroup of $G$ is parabolic if and only if it contains a Borel subgroup. If $G$ is an algebraic group and $P$ is a parabolic subgroup of $G$, then the quotient $G/P$ is a projective variety.

Example 2.6.1. The group $G = \text{GL}(3, \mathbb{C})$ acts on affine space $\mathbb{A}^3$. Under this action we have two orbits. One is $\{(0, 0, 0)\}$, and the other is $\mathbb{A}^3 - \{(0, 0, 0)\}$. One orbit is closed and the other is open. In this example $G$ does not act transitively on $\mathbb{A}^3$ because we have more than one orbit. If $v = (1, 0, 0)$, then the stabiliser of $v$ is the set of matrices of the form

$$H = \begin{pmatrix} 1 & * & * \\ 0 & * & * \\ 0 & * & * \end{pmatrix},$$

which is a closed subgroup of $G$ since it is the zero set of $a_{11} - 1 = a_{21} = a_{31} = 0$.

The group $G = \text{GL}(3, \mathbb{C})$ acts on the projective plane $\mathbb{P}^2$ transitively. Let $v = (1 : 0 : 0)$, then the stabiliser of $v$ is

$$P = \begin{pmatrix} * & * & * \\ 0 & * & * \\ 0 & * & * \end{pmatrix}.$$

This is also a closed subgroup of $G$ since it is given by the zeros of the equations
2.7. Vanishing theorems

This section is based on Esnault and Viehweg’s book “lectures on vanishing theorems” [EV92]. Let $X = G/H$ be a projective manifold defined over an algebraically closed field $k$ and let $\mathcal{L}$ be an invertible sheaf on $X$. We state the vanishing theorems that we need in chapter 6.

**Theorem 2.7.1.** If $\mathcal{L}$ is ample and $\mathcal{F}$ a coherent sheaf, then there is some $v_0 \in \mathbb{N}$ such that

$$H^b(X, \mathcal{F} \otimes \mathcal{L}^v) = 0 \text{ for } b > 0 \text{ and } v \geq v_0$$

In particular, for $\mathcal{F} = \mathcal{O}_X$, one obtains the vanishing of $H^b(X, \mathcal{L}^v)$ for $b > 0$ and $v$ sufficiently large.

If $\text{char}(k) = 0$, then $v$ sufficiently large can be made more precise. For example, it is enough to choose $v$ such that $A = \mathcal{L}^v \otimes \omega_X^{-1}$ is ample, where $\omega_X = \Omega^n_X$ is the canonical sheaf of $X$, and to use:

**Theorem 2.7.2.** Let $X$ be a complex projective manifold and let $A$ be an ample invertible sheaf. Then

1. $H^b(X, \omega_X \otimes A) = 0$ for $b > 0$

2. $H^{b'}(X, A^{-1}) = 0$ for $b' < n = \dim X$

Further information on vanishing theorems can be found in [Ser55, Kod53, AN54].
A local Noetherian ring $R$ is called Cohen-Macaulay if the depth of $R$ as an $R$-module is equal to the dimension of $R$. More generally, a Noetherian ring $R$ is called Cohen-Macaulay, if for every maximal ideal $m$ of $R$ the localisation $R_m$ is Cohen-Macaulay.

A local Noetherian ring $R$ is called Gorenstein if it is Cohen-Macaulay, the dualising module $\omega_R$ exists, and $\omega_R$ is isomorphic to $R$ as $R$-modules. More generally, a Noetherian ring $R$ is called Gorenstein, if for every maximal ideal $m$ of $R$ the localisation $R_m$ is Gorenstein. There are many equivalent characterisations of Gorenstein rings, see for example [Mat89]. Let $G \subset \text{GL}(n, \mathbb{C})$ be a small subgroup. Then by a result of Watanabe [Wat74] $\mathbb{C}^n/G$ is Gorenstein if and only if $G \subset \text{SL}(n, \mathbb{C})$.

A projective variety is said to be projectively Gorenstein if its homogeneous coordinate ring is a Gorenstein ring.
Chapter 3

Resolution of quotients by $\text{SL}(2, \mathbb{C})$ groups and their subgroups

In this chapter, we study the relation between the two-dimensional and three-dimensional McKay correspondence. Suppose $G \subset \text{SL}(2, \mathbb{C})$ is a finite subgroup. If we consider the action of $G$ on $M = \mathbb{C}^2$ then the quotient $M/G$ is a surface singularity that has an isolated singular point at the origin. The resolution is a configuration of $-2$ curves with an intersection graph that is an ADE Dynkin diagram. The classical McKay correspondence [McK80] relates the nontrivial irreducible representations of $G$ to the nodes of the graph. Let $H$ be a normal subgroup in $G$ and $T := G/H$ the quotient group. Instead of taking the action of $G$ on $M$, we first take the action of $H$ on $M$ and then act by $T$ on the intermediate quotient $I := M/H$. Clearly $I/T = M/G$. Note that the intermediate quotient $I := M/H$ is a hypersurface singularity and its inclusion $I = M/H \hookrightarrow \mathbb{C}^3_{x,y,z}$ is defined by a set of generators $x$, $y$ and $z$ for the ring of invariant functions, and
is therefore $T$-equivariant. Diagrammatically this can be shown as follows

\[ X = \mathbb{C}^2/G \rightarrow P = I/T \rightarrow \mathbb{C}^3/T = Y \]

where $X = G\text{-Hilb}(\mathbb{C}^2)$, $Y = T\text{-Hilb}(\mathbb{C}^3)$ and $P$ the partial resolution induced\(^1\) by $Y \rightarrow Y$.

Boissière and Sarti [BS07] consider only the case $H = \{\pm 1\}$. In this case $T$ always acts on $\mathbb{C}^3$ as a subgroup in $\text{SL}(3, \mathbb{C})$. They constructed the map between $X \rightarrow Y$ mapping isomorphically the exceptional curves corresponding to the representations on which $H$ acts trivially and contracting others.

For $H$ any normal subgroup in $G$, except for two cases, $T = G/H$ acts on $\mathbb{C}^3$ as a subgroup of $\text{SL}(3, \mathbb{C})$. The first case when $T \cong \mathbb{Z}_4$ acts on $\mathbb{C}^3$ by $\frac{1}{4}(1, 3, 2; 2)$ corresponds to Mori’s special class of terminal singularities, see [Rei87, Mor85] for details. The second case when $T$ is noncyclic is listed in Table 3.1.

A crepant resolution of singularities $\mathbb{C}^3/T$ exists when $T$ is a finite subgroup of $\text{SL}(3, \mathbb{C})$ [BKR01]. Our main aim is to prove the following theorem assuming that crepant resolutions of singularities of $\mathbb{C}^3/T$ exist.

**Theorem 3.0.1.** The crepant resolution of singularities $\mathcal{Y} \rightarrow Y$ of $Y = \mathbb{C}^3/T$ induces a birational transformation $\mathcal{P} \rightarrow P = I/T \cong X$ together with a resolution morphism $X \rightarrow \mathcal{P}$. This has the property that the exceptional curves on $X$

---

\(^1\)The partial quotient $P$ is in $Y$. We have the resolution of singularities morphism $\mathcal{Y} \rightarrow Y$; this induces a partial resolution of singularities $\mathcal{P} \rightarrow P$, obtained as the birational transform (proper transform) of $P$. Specifically, we take the inverse image of $P$ in $\mathcal{Y}$, and consider in it the component $\mathcal{P}$ that maps birationally to $P$. We can also think it as by first restricting to the locus $\mathcal{Y}^0 \rightarrow Y^0$ where $\mathcal{Y} \rightarrow Y$ is an isomorphism, taking the inverse image of $P^0$ there, then define $\mathcal{P}$ to be closure in $\mathcal{Y}$. 
that correspond under the McKay correspondence to representations on which $H$ acts trivially are mapped isomorphically and the remainder are contracted.

**Proof.** The list of all possible triples $(G, H, T)$ is given in Table 3.1. All these cases will be addressed later in the chapter. The $\alpha$ and $\beta$ are the matrices defined on page 13.

<table>
<thead>
<tr>
<th>$G$</th>
<th>$H$</th>
<th>$T \cong$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{rs}(1,-1)$</td>
<td>$\frac{1}{r}(1,-1)$</td>
<td>$\frac{1}{s}(1,-1,0)$</td>
</tr>
<tr>
<td>$\text{BD}_4n$</td>
<td>$\frac{1}{2n}(1,-1)$</td>
<td>$\frac{1}{2}(1,1,0)$</td>
</tr>
<tr>
<td>$\text{BD}_{4n}, n \text{ odd}$</td>
<td>$\frac{1}{n}(1,-1)$</td>
<td>$\frac{1}{4}(1,3,2;2) \subset \text{GL}(2, \mathbb{C})$</td>
</tr>
<tr>
<td>$\text{BD}_{4n}, n \text{ even}$</td>
<td>$\langle \alpha^2, \beta \rangle$</td>
<td>$\frac{1}{2}(1,1,0)$</td>
</tr>
<tr>
<td>$\text{BD}_{4n}, n \text{ even}$</td>
<td>$\langle \alpha^2, \alpha \beta \rangle$</td>
<td>$\frac{1}{2}(1,1,0)$</td>
</tr>
<tr>
<td>$\text{BD}_{4n}$</td>
<td>$\langle \alpha^a \rangle$, $a$ divides both $2n$ and $n$</td>
<td>$D_{2a} \subset \text{SL}(2, \mathbb{C})$</td>
</tr>
<tr>
<td>$\text{BD}_{4n}$</td>
<td>$\langle \alpha^a \rangle$, $a$ divides $2n$ but not $n$</td>
<td>$D_{2a} \subset \text{GL}(2, \mathbb{C})$</td>
</tr>
<tr>
<td>$\text{BT}_{24}$</td>
<td>$\text{BD}_8$</td>
<td>$\frac{1}{3}(0,1,2)$</td>
</tr>
<tr>
<td>$\text{BO}_{48}$</td>
<td>$\text{BT}_{24}$</td>
<td>$\frac{1}{3}(1,0,1)$</td>
</tr>
<tr>
<td>$\text{BO}_{48}$</td>
<td>$\text{BD}_8$</td>
<td>$S_3$</td>
</tr>
</tbody>
</table>

Table 3.1: List of all possible triples $(G, H, T)$
3.1 Contraction versus non-contraction

It is well known from the time of Klein [Kle93] that when a finite nontrivial subgroup $G \subset \text{SL}(2, \mathbb{C})$ acts on $\mathbb{C}^2$, the ring of invariants is always generated by three generators. Let $H$ be a normal subgroup of $G$ which acts on $\mathbb{C}^2$, and let $x$, $y$ and $z$ be the generators of the ring of invariants of $H$.

Let $\rho_0, \rho_1, \ldots, \rho_n$ be the set of distinct irreducible representations of $G$. There are certain polynomials which belong to each of these irreducible representations. We will observe it experimentally; see for example section 8 for the binary dihedral case. Theorem 3.0.1 asserts that if the polynomials belonging to a particular representation, say $\rho_i$, can be written in terms of $H$-invariant polynomials then the curve that corresponds to the representation $\rho_i$ under the McKay correspondence will survive, otherwise it will be contracted.

We argue below that the curves on $\mathcal{X}$ marked by representations that are not $H$-invariant are necessarily contracted by $\mathcal{X} \to \mathcal{P}$ and others survive; for further details see [IN96, BS07, GSV83]. Ito and Nakamura [IN96] showed that $C_\rho$ is parametrised by functions $(f_1, f_2) \in \rho$. Let $C_\rho$ denotes the curve marked by the representation $\rho$.

**Proposition 3.1.1.** If $\rho$ is not $H$-trivial then the corresponding curve $C_\rho$ is contracted.

**Proof.** This proves the only if part of Theorem 3.0.1 without any case by case argument. Let $\rho : G \to \text{GL}(V)$ be an irreducible representation of $G$. For $\rho$ to descend to a representation of $T$, we require $\rho(g) = \rho(gh)$, where $g \in G$ and $h \in H$. This implies that $\rho(g) = \rho(g)\rho(h)$, which implies that $\rho(h) = 1$ for all $h$, that is, $H$ acts trivially. Therefore the only rational functions involved in the 3-fold resolution $Y \to \mathcal{Y}$ are ratios of $H$-invariant polynomials, so the only way
that a curve of $X$ can survive in $\mathcal{P}$ is if it is mapped nontrivially by $H$-invariant rational functions.

In other words the only functions on $\mathcal{Y} = T\text{-Hilb}(\mathbb{C}^3)$ are $H$-invariant ratios. Therefore the polynomials which do not belong to $H$-invariant representations will not appear on $\mathcal{P} \subset \mathcal{Y}$. Hence all curves correspond to representations which are not $H$-trivial will be contracted.

\[ \square \]

In what follows we prove if the representation $\rho$ is $H$-trivial then $C_{\rho}$ is not contracted. We observe case by case what happens in $\mathbb{C}^3/T$.

### 3.2 Cyclic subgroups $\frac{1}{rs}(1, -1)$ of SL $(2, \mathbb{C})$

Let $G \cong \mathbb{Z}_{rs}$ be the cyclic subgroup of SL $(2, \mathbb{C})$ with generator:

\[
\begin{pmatrix}
\varepsilon & 0 \\
0 & \varepsilon^{-1}
\end{pmatrix},
\]

where $\varepsilon$ is a primitive root of unity of order $rs$.

Let $\mathbb{Z}_r \cong H$ be a cyclic subgroup of $G \cong \mathbb{Z}_{rs}$ and $\mathbb{Z}_s \cong T := G/H$. The subgroup $H$ acts on $M = \mathbb{C}^2_{u,v}$ by $\frac{1}{r}(1,-1)$ and $x = u^r$, $y = v^r$ and $z = uv$ are invariants under the action of $\mathbb{Z}_r$ and these are the generators of the ring of invariants. Now $T \cong \mathbb{Z}_s$ acts on $\mathbb{C}^3_{x,y,z}$ with generator

\[
\begin{pmatrix}
\xi & 0 & 0 \\
0 & \xi^{-1} & 0 \\
0 & 0 & 1
\end{pmatrix},
\]

where $\xi$ is a primitive root of unity of order $s$, by $\frac{1}{s}(1,s - 1,0)$. 

To observe the contraction of fibres in dimensions 2 and 3, it is enough to check the irreducible representations of $G$, on which $H$ acts trivially. Since $G$ is a cyclic group of order $rs$, we have in total $rs$ one-dimensional irreducible representations (including the trivial one) given by the matrices $(\varepsilon^i)$, $i = 0, \ldots, (rs - 1)$. The subgroup $H$ acts trivially on those representations for which $i$ is a multiple of $r$.

In other words we want to check which coordinates on the resolution graph $X$ can be written in terms of $H$-invariant polynomials. We know that a monomial $u^i v^j$ belongs to $\rho_k$ if and only if $\alpha(u^i v^j) = \varepsilon^k u^i v^j$. So

$$\{1\}, \{u, v^{rs-1}\}, \ldots, \{u^i, v^{rs-i}\}, \ldots, \{u^{rs-1}, v\}$$

belong to $\rho_0, \rho_1, \ldots, \rho_{rs-1}$ respectively. The only possibility when we can write $u^i, v^{rs-i}$ in terms of $H$-invariant polynomials is when $i$ is a multiple of $r$.

For example, if $G \cong \mathbb{Z}_6$ then we have two possible normal subgroups, namely, $H_1 \cong \mathbb{Z}_2$ and $H_2 \cong \mathbb{Z}_3$. So

$$\{1\}, \{u, v^5\}, \{u^2, v^4\}, \{u^3, v^3\}, \{u^4, v^2\}, \{u^5, v\}$$

belong to $\rho_0, \rho_1, \ldots, \rho_5$ respectively. In the case $H_1 \cong \mathbb{Z}_2$, the representations on which $H$ acts trivially are $\rho = (\varepsilon^i)$, $i = 0, 2, 4$, because we can write $\{u^2, v^4\}$ and $\{u^4, v^2\}$ in terms of $H_2$-invariant polynomials. Similarly we can check that $H_2 = \mathbb{Z}_3$ acts trivially on $\rho = (\varepsilon^i)$, $i = 0, 3$, because we can write $\{u^3, v^3\}$ in terms of $H$-invariant polynomials. See Table 3.2 for the reduced McKay quiver.
### 3.3 Binary dihedral subgroup of \( SL(2, \mathbb{C}) \)

Throughout this section \( G = BD_{4n} \subset SL(2, \mathbb{C}) \) is the binary dihedral group of order \( 4n \) is generated by

\[
\alpha = \begin{pmatrix} \varepsilon & 0 \\ 0 & \varepsilon^{-1} \end{pmatrix} \quad \text{and} \quad \beta = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix},
\]

where \( \varepsilon \) is a primitive root of unity of order \( 2n \). The group has the presentation

\[
\langle \alpha, \beta \mid \alpha^{2n} = \beta^4 = 1, \alpha^n = \beta^2, \alpha \beta = \beta \alpha^{-1} \rangle.
\]

\( BD_{4n} \) has four one-dimensional and \((n - 1)\) two-dimensional irreducible representations. The one-dimensional representations are given by

\[
\rho_0(\alpha) = 1, \quad \rho_0(\beta) = 1, \quad \rho_1(\alpha) = 1, \quad \rho_1(\beta) = -1,
\]

\[
\rho_2(\alpha) = -1, \quad \rho_2(\beta) = i^n, \quad \rho_3(\alpha) = -1, \quad \rho_3(\beta) = -i^n.
\]

For \( j = 1, \ldots, (n - 1) \) we define a two-dimensional irreducible representation \( \tau_j \) as

<table>
<thead>
<tr>
<th>Dimension 2</th>
<th>Dimension 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{Z}_6 )</td>
<td>( \mathbb{Z}_2 )</td>
</tr>
<tr>
<td>( \circ )</td>
<td>( \circ )</td>
</tr>
<tr>
<td>( \rho_1 )</td>
<td>( \rho_1 )</td>
</tr>
<tr>
<td>( \rho_2 )</td>
<td>( \rho_4 )</td>
</tr>
<tr>
<td>( \rho_3 )</td>
<td>( \rho_5 )</td>
</tr>
<tr>
<td>( \mathbb{Z}_6 )</td>
<td>( \mathbb{Z}_3 )</td>
</tr>
<tr>
<td>( \circ )</td>
<td>( \circ )</td>
</tr>
<tr>
<td>( \rho_1 )</td>
<td>( \rho_3 )</td>
</tr>
<tr>
<td>( \rho_2 )</td>
<td>( \rho_4 )</td>
</tr>
<tr>
<td>( \rho_3 )</td>
<td>( \rho_5 )</td>
</tr>
</tbody>
</table>

Table 3.2: Reduced McKay quiver \((G \cong \mathbb{Z}_6, \ T \cong \mathbb{Z}_2, \ \mathbb{Z}_3)\)
follows
\[
\tau_j(\alpha) = \begin{pmatrix} \varepsilon^j & 0 \\ 0 & \varepsilon^{-j} \end{pmatrix}, \quad \tau_j(\beta) = \begin{pmatrix} 0 & 1 \\ (-1)^j & 0 \end{pmatrix}.
\]

To use in the next sections, we write the polynomials in Table 3.2 that belong to the above representations, Table 3.3 lists the polynomials and pairs of polynomials that belong to the representations \( \rho_i \) and \( \tau_j \), see [IN96, p.217].

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_0 )</td>
<td>1, ( u^2v^2 ), ( u^{2n} + v^{2n} )</td>
</tr>
<tr>
<td>( \rho_1 )</td>
<td>( uv ), ( u^{2n} - v^{2n} )</td>
</tr>
<tr>
<td>( \rho_2 )</td>
<td>( u^n - i^nv^n ), ( uv(u^n + i^nv^n) )</td>
</tr>
<tr>
<td>( \rho_3 )</td>
<td>( u^n + i^nv^n ), ( uv(u^n - i^nv^n) )</td>
</tr>
<tr>
<td>( \tau_j )</td>
<td>( (w^j, v^j) ), ( (w^{j+1}, -uv^{j+1}) ), ( (v^{2n-j}, (-1)^ju^{2n-j}) )</td>
</tr>
</tbody>
</table>

Table 3.3: Representations for binary dihedral groups

3.3.1 \( H = \langle \alpha \rangle \), \( T \cong \mathbb{Z}_2 \)

Let \( H \) be a normal subgroup of order \( 2n \) generated by \( \alpha \). If we consider the action of \( H \) on \( M \) then the ring of invariants is generated by \( x = u^{2n}, y = v^{2n} \) and \( z = uv \) and \( T \cong \mathbb{Z}_2 \) acts on \( \mathbb{C}^2_{z,x-y,x+y} \) by \( \frac{1}{2}(1,-1,0) \) with new eigenbasis \( z, x - y \) and \( x + y \). We have a singular surface inside this quotient, see [CR02] for resolution of this quotient. The group \( \mathbb{Z}_2 \) has only two irreducible representations and one of those is the trivial representation. The only nontrivial irreducible representation on which \( H \) acts trivially is given by \( \rho(\alpha) = 1 \) and \( \rho(\beta) = -1 \). In terms of coordinates, we can see that the polynomials which belong to the representations \( \rho_0 \) and \( \rho_1 \) are the only polynomials which can be written in terms of \( H \)-invariant monomials, see Table 3.4 for contraction of fibres.
3.3. Binary dihedral subgroup of SL(2, \mathbb{C})

<table>
<thead>
<tr>
<th>Dimension 2</th>
<th>Dimension 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BD_{4n}</td>
<td></td>
</tr>
<tr>
<td>\rho_1</td>
<td>\rho_2 \rho_3</td>
</tr>
<tr>
<td>\tau_1</td>
<td></td>
</tr>
<tr>
<td>\tau_2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>\rho_1</td>
</tr>
<tr>
<td></td>
<td>\rho_2 \rho_3</td>
</tr>
</tbody>
</table>

Table 3.4: Reduced McKay quiver (G = BD_{4n}, T \cong \mathbb{Z}_2)

3.3.2 \quad H = \langle \alpha^2 \rangle, T \cong \mathbb{Z}_4, n \text{ odd}

The normal subgroup \( H = \langle \alpha^2 \rangle \) acts on \( M \) and \( x = u^n, y = v^n \) and \( z = uv \) are invariants under this action. Now \( \beta \) sends \( x \mapsto y, y \mapsto -x \) and \( xy \mapsto -xy \). In other words \( \beta \) acts on \( \mathbb{C}^3_{x,y,z} \) with generator

\[
\begin{pmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & -1
\end{pmatrix}.
\]

But if we diagonalise the above matrix then \( \beta \) acts on \( \mathbb{C}^3 \) by \( \frac{1}{4}(1, 3, 2) \not\in \text{SL}(3, \mathbb{C}) \) with a new eigenbasis, \( x - iy, x + iy \) and \( z \).

As we can see from Table 3.3, we can write the polynomials which belong to representations \( \rho_0, \rho_1, \rho_2 \) and \( \rho_3 \) in terms of \( H \)-invariant polynomials. Since \( \mathbb{Z}_4 \) has four linear representations, all curves corresponding to the two-dimensional representations are contracted and only one-dimensional representations survive, as shown in Table 3.5.

This case is not covered by the assumptions of Theorem 3.0.1, and in this case theorem 3.0.1 does not give any conclusion.
3.3. Binary dihedral subgroup of $\text{SL}(2, \mathbb{C})$

<table>
<thead>
<tr>
<th>BD$_{4n}$</th>
<th>Dimension 2</th>
<th>Dimension 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_1$</td>
<td>$\tau_1$</td>
<td>$\rho_2$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>$\tau_{n-2}$</td>
<td>$\rho_3$</td>
</tr>
<tr>
<td>$\tau_{n-1}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: Reduced McKay quiver ($G = \text{BD}_{4n}$, $T \cong \mathbb{Z}_4$)

3.3.3 $H = \text{BD}_{2n}$, $T \cong \mathbb{Z}_2$, $n$ even

Consider the subgroups $H_1 = \langle \alpha^2, \beta \rangle$ and $H_2 = \langle \alpha^2, \alpha \beta \rangle$. Both $H_1$ and $H_2$ are themselves binary dihedral groups of index 2.

If we consider the action of $H_1$ on $M$ then the ring of invariants is generated by $x = u^n + v^n$, $y = uv(u^n - v^n)$ and $z = u^2v^2$ and the group $T = \text{BD}_{4n}/H$ is isomorphic to the cyclic group of order 2 and acts on $\mathbb{C}^3_{x,y,z}$ by $\frac{1}{2}(1,1,0)$. On the other hand, if we first take the action of $H_2$ on $M$ then $x = u^n - v^n$, $y = uv(u^n + v^n)$ and $z = u^2v^2$ generates the ring of invariants and $T$ acts on $\mathbb{C}^3_{x,y,z}$ by $\frac{1}{2}(1,1,0)$.

Since $T$ is isomorphic to the cyclic group of order two we have only one non-trivial irreducible representation. Therefore we need to check on which linear representation of $BD_{4n}$ the group $H$ acts trivially.

As we can see from Table 3.3, we can write those polynomials which belong to $\rho_2$ and $\rho_3$ in terms of $H_1$ and $H_2$-invariant polynomials. So one of $\rho_2$ or $\rho_3$ will survive depending on the choice of $H_1$ and $H_2$.

For both of these cases the reduced McKay quiver is explained in Table 3.6.

3.3.4 $H = \langle \alpha^a \rangle$, $T$ is non-cyclic

Let $H = \langle \alpha^a \rangle$ be a subgroup of the binary dihedral group. In this section, we explain two cases depending upon whether $a$ divides $2n$ but not $n$ or $a$ divides both $n$ and $2n$.
3.3. Binary dihedral subgroup of SL(2,ℂ)

Table 3.6: Reduced McKay quivers (G = BD₄ⁿ, T ≅ ℤ₂)

<table>
<thead>
<tr>
<th>Dimension 2</th>
<th>Dimension 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BD₄ⁿ</td>
<td></td>
</tr>
<tr>
<td>ρ₁  τ₁  τ₂  τₙ₋₂  τₙ₋₁  ρ₃</td>
<td>ρ₂  Z₂</td>
</tr>
<tr>
<td>BD₄ⁿ</td>
<td></td>
</tr>
<tr>
<td>ρ₁  τ₁  τ₂  τₙ₋₂  τₙ₋₁  ρ₃</td>
<td>ρ₃  Z₂</td>
</tr>
</tbody>
</table>

Case 1: a divides both n and 2n

We first take the action of $H = \langle \alpha^a \rangle$ on $M$ then $x = u^{2n/a}$, $y = v^{2n/a}$ and $z = uv$ are invariants under this action and the quotient group $T := BD/H$ acts on $ℂ^3_{x,y,z}$ with generators

$$A = \begin{pmatrix} \xi & 0 & 0 \\ 0 & \xi^{-1} & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix},$$

where $\xi$ is a primitive root of unity of order $a$. $T$ is isomorphic to the dihedral group $D_{2a}$.

We need to take care as to whether $a$ is odd or even. If $a$ is odd then the polynomials which belong to representations $ρ₁$ and $τ_j$, where $j$ is a multiple of $a$ and for even $a$ polynomials belonging to $ρ₁$, $ρ₂$, $ρ₃$ and $τ_j$, again $j$ is a multiple of $a$, can be written in terms of $H$-invariant polynomials.

Hence for odd $a$, representations $ρ₁$ and $τ_j$, where $j$ is a multiple of $a$ and for even $a$, all one-dimensional representations and $τ_j$, where $j$ is a multiple of $a$, are mapped bijectively and the remainders are contracted.
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Case 2: \(a\) divides \(2n\) but not \(n\)

In this case, when the subgroup \(H = \langle \alpha^a \rangle\) acts on \(M\), it leaves \(x = u^{2n/a}\), \(y = v^{2n/a}\) and \(z = uv\) as invariants and since \(\frac{2n}{a}\) is odd, \(\beta\) sends \(y \mapsto -y\). In other words the quotient group \(T\) acts on \(\mathbb{C}^3_{x,y,z}\) with generators

\[
A = \begin{pmatrix}
\xi & 0 & 0 \\
0 & \xi^{-1} & 0 \\
0 & 0 & 1 \\
\end{pmatrix}
\quad \text{and} \quad
B = \begin{pmatrix}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & -1 \\
\end{pmatrix},
\]

where \(\xi\) is a primitive root of unity of order \(a\). We observe that \(T\) does not act on \(\mathbb{C}^3\) as a subgroup of SL(3, \(\mathbb{C}\)), see Table 3.1.

3.4 Binary tetrahedral subgroup of SL(2, \(\mathbb{C}\))

The binary tetrahedral group \(BT_{24} \subset SL(2, \mathbb{C})\) is generated by

\[
\alpha = \begin{pmatrix}
i & 0 \\
0 & i^{-1} \\
\end{pmatrix}, \quad \beta = \begin{pmatrix}0 & 1 \\
-1 & 0 \\
\end{pmatrix}\quad \text{and} \quad \mu = \frac{1}{\sqrt{2}} \begin{pmatrix}\varepsilon^7 & \varepsilon^7 \\
\varepsilon^5 & \varepsilon \\
\end{pmatrix},
\]

where \(\varepsilon\) is a primitive root of unity of order 8.

3.4.1 \(H = BD_8, \ T \cong \mathbb{Z}_3\)

The group generated by \(\alpha\) and \(\beta\) is the binary dihedral group of order 8 and is normal in \(BT_{24}\). We denote it by \(H\). If we take the action of \(H\) on \(M\) then the ring of invariants is generated by \(x = uv(u^4 - v^4)\), \(y = u^4 + v^4\) and \(z = u^2v^2\). Then \(T = BT_{24}/H \cong \mathbb{Z}_3\), \(\mathbb{Z}_3\) acts on \(\mathbb{C}^3\) by \(\frac{1}{3}(0, 1, 2)\) with new eigenbasis \(x, y + (\frac{2\omega+1}{6})z\) and \(y + (\frac{2\omega^2+1}{6})z\), where \(\omega\) is a cube root of unity. The binary tetrahedral group
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has six nontrivial irreducible representations of which two are linear, three are of degree two and one is of degree of three, but $\mathbb{Z}_3$ has only two nontrivial one-dimensional representations.

Irreducible representations on which $H$ acts trivially are given by $\rho(\alpha) = \rho(\beta) = 1$, $\rho(\mu) = \omega$, $\rho(\alpha) = \rho(\beta) = 1$ and $\rho(\mu) = \omega^2$, where $\omega$ is a cube root of unity. The polynomials $\varphi$, $\psi^2$ and $\psi$, $\varphi^2$, where

$$\varphi = (u^2 + v^2)^2 + 4\omega(uv)^2,$$

$$\psi = (u^2 + v^2)^2 + 4\omega^2(uv)^2,$$

belong to nontrivial irreducible one-dimensional representations and they are the only ones that can be written in terms of $H$-invariant polynomials, see [IN96, p.228]. Therefore the exceptional curves corresponding to the one-dimensional representations are in one-to-one correspondence while all others are contracted. The contraction of fibres is shown in Table 3.7, where the $\rho_i$, $\tau_i$ and $\chi$ denotes one, two and three-dimensional representations of $\text{BT}_{24}$ receptively.

<table>
<thead>
<tr>
<th>Dimension 2</th>
<th>Dimension 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{BT}_{24}$</td>
<td>$\mathbb{Z}_3$</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>$\rho_1$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>$\rho_2$</td>
</tr>
<tr>
<td>$\chi$</td>
<td>$\rho_2$</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>$\rho_2$</td>
</tr>
</tbody>
</table>

Table 3.7: Reduced McKay quiver ($G = \text{BT}_24$, $T \cong \mathbb{Z}_3$)
3.5 Binary octahedral subgroup of \( \text{SL}(2, \mathbb{C}) \)

The binary octahedral group \( \text{BO}_{48} \subset \text{SL}(2, \mathbb{C}) \) is generated by

\[
\alpha = \begin{pmatrix} i & 0 \\ 0 & i^{-1} \end{pmatrix}, \quad \beta = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \mu = \frac{1}{\sqrt{2}} \begin{pmatrix} \varepsilon^7 & \varepsilon^7 \\ \varepsilon^5 & \varepsilon \end{pmatrix}, \text{ and } \kappa = \begin{pmatrix} \varepsilon & 0 \\ 0 & \varepsilon^7 \end{pmatrix}
\]

where \( \varepsilon = \exp \frac{2\pi i}{8} \). So \( \text{BO}_{48} \) is generated by \( \text{BT}_{24} \) and \( \kappa \) (note \( \kappa^2 = \alpha \)). We know that \( \text{BO}_{48} \) has two normal subgroups other than \( \{ \pm 1 \} \) namely, \( \text{BT}_{24} \) and \( \text{BD}_8 \). The case \( \{ \pm 1 \} \) has been already considered by Boissière and Sarti [BS07]. So we consider two cases in the following sections.

3.5.1 \( H = \text{BT}_{24}, T \cong \mathbb{Z}_2 \)

The binary tetrahedral group \( H = \text{BT}_{24} \) is a maximal normal subgroup in \( G = \text{BO}_{48} \) which acts on \( M \). It is well known [Kle93] that the ring of invariants is generated by homogeneous polynomials of degree 6, 8 and 12. We will follow the notation used in [IN96]. The homogeneous polynomials are denoted by \( S, W \) and \( \varphi^3 \), which are given below.

\[
S = (u^2 - v^2)(u^2 + v^2)(uv), \\
\varphi = (u^2 + v^2)^2 + 4\omega(uv)^2, \\
\psi = (u^2 + v^2)^2 + 4\omega^2(uv)^2, \\
W = \varphi\psi.
\]

The ring of invariants is generated by \( S, W \) and \( \varphi^3 \) (or by \( \psi^3 \)) [Kle93, p.51].

We observe that \( T = G/H \cong \mathbb{Z}_2 \) acts on \( \mathbb{C}^3_{S,W,\varphi^3} \) by \( \frac{1}{2}(1, 0, 1) \) and this quotient has a resolution similar to \( \frac{1}{2}(1, 1) \), with third axes fixed in the resolution graph,
see [CR02] for more details. The only nontrivial irreducible representation on which $H$ acts trivially is given by

$$\rho(\alpha) = \rho(\kappa) = -1, \rho(\beta) = \rho(\delta) = 1.$$  

One can observe [IN96] that the polynomials $uv(u^4 - v^4)$ and $u^{12} - 33u^8v^4 - 33u^4v^8 + v^{12}$ can be written in terms of $H$-invariant polynomials and both these polynomials belong to $\rho_1$. That means that in dimension 3, we will get one exceptional curve that corresponds to $\rho_1$ on which $H$ acts trivially and all others are contracted to ordinary nodes as shown in Table 3.8.

<table>
<thead>
<tr>
<th>Dimension 2</th>
<th>Dimension 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BO$_{48}$</td>
<td>$\tau_1$</td>
</tr>
<tr>
<td>$\tau_3$</td>
<td>$\chi_1$</td>
</tr>
<tr>
<td>$\varphi_1$</td>
<td>$\chi_2$</td>
</tr>
<tr>
<td>$\tau_2$</td>
<td>$\rho_1$</td>
</tr>
<tr>
<td></td>
<td>$\rho_1$</td>
</tr>
<tr>
<td></td>
<td>$\mathbb{Z}_2$</td>
</tr>
</tbody>
</table>

Table 3.8: Reduced McKay quiver ($G = BO_{48}, T \cong \mathbb{Z}_2$)

In the graph, $\tau_i, \chi_1$ and $\varphi_1$ are 2, 3 and 4-dimensional representations of BO$_{48}$ respectively.

### 3.5.2 $H = BD_8, T \cong S_3$

The binary dihedral subgroup of order 8 acts on $M$ and $x = u^4 + v^4, y = uv(u^4 - v^4)$ and $z = u^2v^2$ are invariants under this action. The quotient group $T = BO_{24}/H \cong$
$S_3$ acts on $\mathbb{C}^3_{x,y,z}$ by

$$A = \begin{pmatrix} \xi^{-1} & 0 & 0 \\ 0 & \xi^{-1} & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} -1/2 & 0 & -3 \\ 0 & 1 & 0 \\ 1/4 & 0 & -1/2 \end{pmatrix},$$

where $\xi^2 = 1$. If we diagonalise $B$, then it acts on $\mathbb{C}^3$ with a new eigenbasis by generator

$$\begin{pmatrix} \omega & 0 & 0 \\ 0 & \omega^2 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

where $\omega$ is a primitive cube root of unity.

As we know $BO_{48}$ has only one nontrivial one-dimensional representation and there are three two-dimensional irreducible representations so we need to check which one among these three survives, because $S_3$ has only one two-dimensional representation. The following polynomials

$$\psi^2, -\varphi^2, u^5v\psi - uv^5\varphi, -u^5v\varphi + uv^5\psi$$

and

$$uv(u^4 - v^4), u^{12} - 33u^8v^4 - 33u^4v^8 + v^{12}$$

belong by to $\tau_1$ and $\rho_1$ respectively [IN96] and can be written in terms of $H$-invariant polynomials, therefore $\tau_1$ and $\rho_1$ will survive and all others will be contracted as shown in Table 3.9.
3.6 Binary icosahedral subgroup of SL(2, \mathbb{C})

Table 3.9: Reduced McKay quiver (G = BO_{48}, T \cong S_3)

3.6 Binary icosahedral subgroup of SL(2, \mathbb{C})

The binary icosahedral subgroup of SL(2, \mathbb{C}) is a group of order 120 and has only one proper normal subgroup namely, \{\pm 1\}, that has been already considered by Boissière and Sarti [BS07].
Chapter 4

Gorenstein quasi-homogeneous affine varieties

In this chapter we study quasi-homogeneous affine algebraic varieties. In particular we calculate their tangent bundle and canonical class, with the aim of characterising the cases that are Gorenstein. In the first part of this chapter, we work out the tangent bundle and canonical class to the open orbit of these varieties. In the second part, we write the tangent bundle and canonical class in terms of group representations.

4.1 The variety in equations

Let $M$ and $X$ be $r \times (r + 1)$ and $(r + 1) \times 1$ matrices as given below
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\[ M_{r,r+1} = \begin{pmatrix} m_{1,1} & m_{1,2} & \cdots & m_{1,r+1} \\ m_{2,1} & m_{2,2} & \cdots & m_{2,r+1} \\ \vdots & \vdots & \ddots & \vdots \\ m_{r,1} & m_{r,2} & \cdots & m_{r,r+1} \end{pmatrix} \quad \text{and} \quad X_{r+1,1} = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_{r+1} \end{pmatrix}. \]

We define a variety as follows:

\[ V = \left\{ (M, X, \omega) : MX = 0 \right. \text{ and } \bigwedge^{r} M = \omega X \left\} , \]

where \( \bigwedge^{r} M \) denotes the \( r \times r \) minors of \( M \), \( \omega \in \mathbb{C} \) and \( (-1)^{i} \omega x_{i} = M_{i} \) where \( M_{i} \) is the complementary minor of \( M \) obtained by deleting the \( i \)th column of \( M \).

We call these varieties Cramer varieties and denote them by \( \text{Cr}(r, r+1, 1) \). The case \( r = 3 \) is the original codimension 4 example in the first paper of Kustin and Miller [KM80]. Understanding this case led them to the more general notion of Gorenstein unprojection. The original motivation for my problem was to give a more geometric interpretation of the Gorenstein property.

Now if we consider

\[ V_{0} = \left\{ (M, X, \omega) \in V : \text{rank of } M = r \right\} , \]

then \( V_{0} \) has codimension \( r + 1 \) in \( \mathbb{C}^{(r \times (r+1)) + (r+1) + 1} \) and \( V = \overline{V_{0}} \). The \( V_{0} \) is a
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homogeneous space, the orbit of the vector

\[
M_{r,r+1} = \begin{pmatrix} 1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix}, \quad X_{r+1,1} = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix}
\]

and \(\omega = 1\), under the action of \(G = \text{GL}(r) \times \text{GL}(r + 1)\) as explained in section 4.2. It has codimension \((r + 1)\) in \(\mathbb{C}^{r \times (r+1)+(r+1)+1}\) and \(V = \overline{V_0}\) is its closure. When \(M\) is a matrix of maximal rank then \(MX = 0\) forces \(X\) to live in one-dimensional vector space and \(\omega\) must be nonzero.

Let \(S = V \setminus V_0\) be the complement of \(V_0\) in \(V\). For \((M, X, \omega) \in S, \Lambda^r M = 0\). We have three possibilities for the elements of \(S\):

1. either \(X \neq 0\) and \(\omega = 0\);
2. or \(X = 0\) and \(\omega \neq 0\);
3. or \(X = \omega = 0\).

In case 1, if \(V_i = \{x_i \neq 0\}\) then \(M\) must be of rank less than or equal to \((r - 1)\). In this case by counting conditions we can show that \(V_i\) in \(V\) is an irreducible divisor. For example, if \(r\) is 2 then it is two conditions for \(M\) to have rank \(\leq 1\), and one condition comes from \(MX = 0\), which leaves with six free variable. In general a typical element of this is given below,

\[
M_{r,r+1} = \begin{pmatrix} I_{(r-1)\times (r-1)} & 0_{(r-1)\times 2} \\ 0_{1 \times (r-1)} & 0_{1 \times 2} \end{pmatrix}\quad \text{and} \quad X_{r+1,1} = \begin{pmatrix} 0_{r \times 1} \\ 1 \end{pmatrix}\quad \text{and} \quad \omega = 0.
\]

In all other cases where the rank \(M \leq (r-2)\) and in both the remaining cases
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(2 and 3) the codimension of this part is greater than or equal to 2 so we are not worried about this part of $V$.

These varieties in terms of equations are unprojections and have been studied by Papadakis and Reid, see [Pap04, PR04]. In fact the variety is a single unprojection because all $x_i = 0$ is a codimension $(r + 1)$ complete intersection $D$ and all $\sum m_{ij}x_j = 0$ is a codimension $r$ complete intersection $X$ containing $D$. So Kustin-Miller unprojection applies to give $\omega$ as an unprojection variable with the second set of equations as unprojection equations. Also Hochster [Hoc75] studied these examples in relation to the variety of complexes.

### 4.1.1 The canonical class of $V$

In this section we calculate the canonical class of the variety. We cover $V$ in such a way that we are not missing any divisor.

If $x_1$ is nonzero then we can use that to write the first column of $M$ and $\omega$ in terms of the remaining entries of $M$ and the $x_i$. Similarly if $x_2$ is nonzero then we can solve for the second column of $M$ and $\omega$ in terms of the remaining entries of $M$ and the $x_i$. In the same way if we assume that entry $x_i$ of $X$ is nonzero then we can use that to solve for the $i$th column of $M$ and $\omega$ where the coordinates will be the remaining entries of $M$ and the $x_i$.

Let $V_1$ be a chart for $V$ with coordinates $\xi_1, \ldots, \xi_{r^2}, \xi_{r^2+1}, \ldots, \xi_{r^2+r+1}$ where

$$
\begin{pmatrix}
\xi_1 & \cdots & \xi_r \\
\xi_{r+1} & \cdots & \xi_{2r} \\
\vdots & \ddots & \vdots \\
\xi_{2r+1} & \cdots & \xi_{r^2}
\end{pmatrix} = \begin{pmatrix}
m_{1,2} & \cdots & m_{1,r+1} \\
m_{2,2} & \cdots & m_{2,r+1} \\
\vdots & \ddots & \vdots \\
m_{r,2} & \cdots & m_{r,r+1}
\end{pmatrix},
\begin{pmatrix}
\xi_{r^2+1} \\
\vdots \\
\xi_{r^2+r+1}
\end{pmatrix} = \begin{pmatrix}
x_1 \\
\vdots \\
x_{r+1}
\end{pmatrix}.
$$

(4.1)
Similarly, let $V_2$ be a chart with coordinates $\eta_1, \ldots, \eta_{r^2}, \eta_{r^2+1}, \ldots, \eta_{r^2+r^2+1}$ where

\[
\begin{pmatrix}
\eta_1 & \cdots & \eta_r \\
\eta_{r+1} & \cdots & \eta_{2r} \\
\vdots & \ddots & \vdots \\
\eta_{2r+1} & \cdots & \eta_{r^2}
\end{pmatrix}
= \begin{pmatrix}
m_{1,1} & \cdots & m_{1,r+1} \\
m_{2,1} & \cdots & m_{2,r+1} \\
\vdots & \ddots & \vdots \\
m_{r,1} & \cdots & m_{r,r+1}
\end{pmatrix}
= \begin{pmatrix}
x_1 \\
\vdots \\
x_{r+1}
\end{pmatrix},
\]

(4.2)

and the second column of

\[
\begin{pmatrix}
m_{1,1} & \cdots & m_{1,r+1} \\
m_{2,1} & \cdots & m_{2,r+1} \\
\vdots & \ddots & \vdots \\
m_{r,1} & \cdots & m_{r,r+1}
\end{pmatrix}
\]

is omitted.

The change of coordinates from one chart to the other is given by the Jacobian

\[
\text{Jac} \left( \begin{pmatrix}
\xi_1, \ldots, \xi_{r^2}, \xi_{r^2+1}, \ldots, \xi_{r^2+r^2+1} \\
\eta_1, \ldots, \eta_{r^2}, \eta_{r^2+1}, \ldots, \eta_{r^2+r^2+1}
\end{pmatrix} \right)
\]

and the determinant of this Jacobian matrix is given by $(-1)^r \left( \frac{x_1}{x_2} \right)^r$.

We know that

\[
\mathcal{O}(K_V) = \bigwedge^{r^2+r+1} \Omega_V^1 \text{ and } \mathcal{O}(K_V) \mid_{V_1} = \mathcal{O}_{V_1} \cdot \sigma_1
\]

where $\sigma_1$ is given by

\[
\sigma_1 = \frac{d\xi_1 \wedge \cdots \wedge d\xi_{r^2} \wedge d\xi_{r^2+1} \wedge \cdots \wedge d\xi_{r^2+r^2+1}}{(x_1)^r}
\]

(4.3)
and similarly $\sigma_2$ is given by

$$\sigma_2 = \frac{d\eta_1 \wedge \cdots \wedge d\eta_{r^2} \wedge d\eta_{r^2+1} \wedge \cdots \wedge d\eta_{r^2+r+1}}{(x_2)^r}. \quad (4.4)$$

The above calculation of the Jacobian determinant shows that $\sigma_1 = \pm \sigma_2$. The function $x_1$ is nonzero on $V_1$ and putting $(x_1)^r$ in the denominator is a convenient trick to cancel out the Jacobian determinant. By repeating the same calculations we notice that $\sigma = \sigma_i$ is independent of $i$. Since $\sigma_i$ is the basis of $\Omega^{r^2+r+1}$ on $V_i$ (no zeros or poles, because $x_i$ is invertible on $V_i$), we have

$$K_V = \text{div}(\sigma) = 0.$$

**Proposition 4.1.1.** The canonical divisor of the Cramer variety $\text{Cr}(r, r+1, 1)$ is Cartier.

**Proof.** A Cartier divisor on a variety is an open cover $\{(U_i)\}$ and rational functions $f_i \in k(U_i)^\ast$ such that for all $i, j$, $f_i f_j^{-1} \in \mathcal{O}^\ast(U_i \cap U_j)$. By definition, a scheme is called Gorenstein if it is Cohen-Macaulay and the canonical divisor $K$ is a Cartier divisor. We have an open cover $\{(V_i)\}$ for the variety $V$, with $f_i = \frac{1}{x_i} \in k(V_i)^\ast$ and $f_i f_j^{-1} = \frac{x_j}{x_i} \in \mathcal{O}^\ast(V_i \cap V_j) = \mathcal{O}^\ast(V_{1,2})$. Therefore we have proved that the canonical divisor of $\text{Cr}(r, r+1, 1)$ is a Cartier divisor.

We conjecture that they are Cohen-Macaulay on the basis of computer algebra calculations for small values of $r$; if this conjecture can be established, they are Gorenstein. Magma output is available at the end of thesis in appendix.
4.2 The variety \( V \) as quasi-homogeneous space

We study \( \text{Cr}(r,r+1,1) \) as a closure of the orbit of a special vector. Let \( G = \text{GL}(r) \times \text{GL}(r+1) \) which is a reductive algebraic group. Let \( U \) and \( W \) be the given \( r \) and \((r+1)\)-dimensional representations of \( \text{GL}(r) \) and \( \text{GL}(r+1) \).

Now for \( A \in \text{GL}(r) \), \( B \in \text{GL}(r+1) \), \( M \in \text{Hom}(U,W) \), \( X \in \text{Hom}(W,\mathbb{C}) \) and \( \omega \in \mathbb{C} \), we define the action of \( G = \text{GL}(r) \times \text{GL}(r+1) \) on the representation \( R = \text{Hom}(U,W) \oplus \text{Hom}(W,\mathbb{C}) \oplus \mathbb{C} \) as follows:

\[
M \mapsto A \cdot M \cdot B^{-1}, \\
X \mapsto B \cdot X, \quad \omega \mapsto \lambda \cdot \omega, \quad \text{where } \lambda = \frac{\det(A)}{\det(B)}.
\]

Let \( M_0 \) be the matrix of maximal rank written below and \( X_0 \) be the highest weight vector for the representation \( \text{Hom}(W,\mathbb{C}) \), so by using row and column operations we can write \( M_0 \) as

\[
M_0 = \begin{pmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{pmatrix} \quad \text{and} \quad X_0 = \begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}.
\]

The stabiliser of a vector \( v = (M_0, X_0, \omega = 1) \) is

\[
H = \text{Stab}(v) = \left\{ (A, B) \mid B = \begin{pmatrix} A & 0_{1 \times r} \\ * & 1 \end{pmatrix} \right\}.
\]
In this part we consider the open orbit

\[ V_0 = G/H \simeq G \cdot v \hookrightarrow \mathbb{R}. \]

The variety \( V \) is a quasi-homogeneous space with the natural action of \( G \) and \( V = \overline{G \cdot v} \).

### 4.2.1 The Weyl group \( W(G) \)

We study the algebraic group \( G \) and its representations with the help of the Weyl group \( W(G) \cong S_r \times S_{r+1} \), which acts as a permutation group. We know from section 4.2 that \( R = \text{Hom}(U, W) \oplus \text{Hom}(W, \mathbb{C}) \oplus \mathbb{C} \) is a representation of \( G \). We describe here how the Weyl group \( W(G) \cong S_r \times S_{r+1} \) acts on \( R \), where \( S_r \) and \( S_{r+1} \) are symmetric groups of order \( r! \) and \( (r + 1)! \) respectively. The group \( S_r \) acts on any \( M \in \text{Hom}(U, W) \) from the left and permutes the rows while \( S_{r+1} \) acts on the right and permutes the columns. Also \( S_{r+1} \) acts on \( X \in \text{Hom}(W, \mathbb{C}) \) by permuting the coordinates.

### 4.2.2 Torus action and Weyl group

If \( T \subset G \) is the maximal torus given by

\[
T_A = \begin{pmatrix}
    a_1 & 0 & \cdots & 0 \\
    0 & a_2 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & a_r
\end{pmatrix}, \quad
T_B = \begin{pmatrix}
    b_1 & 0 & \cdots & 0 \\
    0 & b_2 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \cdots & b_{r+1}
\end{pmatrix},
\]
then it acts on

\[
M_{11} = \begin{pmatrix}
    m_{11} & 0 & \cdots & 0 & 0 \\
    0 & 0 & \cdots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 0 & 0 \\
\end{pmatrix}, \quad X_0 = \begin{pmatrix}
    0 \\
    0 \\
    \vdots \\
    0 \\
    x_{r+1}
\end{pmatrix}
\]

as explained in section 4.2 and under this action \(M_{11}, X_0\) and \(\omega\) are the weight vectors with weight \(\frac{a_1}{b_1}, b_{r+1}\) and \(\det(T_A) \times (\det(T_B))^{-1}\).

### 4.2.3 One parameter subgroup and elements of \(V_i\)

Let \(P(t) = (T_A(t), T_B)\) be the one parameter subgroup given by

\[
T_A(t) = \begin{pmatrix}
    1 & 0 & \cdots & 0 & 0 \\
    0 & 1 & \cdots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 1 & 0 \\
    0 & 0 & \cdots & 0 & t
\end{pmatrix} \quad \text{and} \quad T_B = \begin{pmatrix}
    1 & 0 & \cdots & 0 & 0 \\
    0 & 1 & \cdots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 1 & 0 \\
    0 & 0 & \cdots & 0 & 1
\end{pmatrix}
\]

For \(p_i \in V_i\), we want to show that \(p_i \in G \cdot v\). For this we show that there exists one-parameter subgroup \(P(t)\) such that \(p_i \in P(t) \cdot v\).
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In fact the one parameter subgroup $P(t) = (T_A(t), T_B)$ acts on

$$
p_{r+1} = \begin{pmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{pmatrix},
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}
\text{ and } \omega = 1
$$

and we get

$$P(t) \cdot p_{r+1} = \begin{cases}
\begin{pmatrix}
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & t & 0
\end{pmatrix},
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}
\text{ and } \omega = t
\end{cases}.
$$

Therefore we have shown that there exists a one parameter subgroup $P(t)$ such that $V_i \in \overline{P(t) \cdot v}$. That is for $t \to 0$ along a one parameter subgroup we get the typical vector of $V_i$.

4.2.4 Relationship between the canonical class of $V$ and representations of $G$

In this section we observe the relationship between the tangent bundle and the canonical class of the open orbit and the representations of $G$. We know from section 4.1.1 that the tangent bundle $T_V$ to $V$ is a vector bundle of rank $r^2 + r + 1$
and the top wedge of $T_V^\vee$ is equal to
\[ \bigwedge^{r^2 + r + 1} T_V^\vee = \bigwedge^r \text{Hom}(U, W_{r-1} \subset W) \otimes \bigwedge^{r+1} \text{Hom}(W, \mathbb{C}), \]
where $U$ and $W$ are the given $r$ and $(r + 1)$-dimensional $GL(r)$- and $GL(r + 1)$-representations and $W_{r-1}$ is an $(r - 1)$-dimensional subspace of $W$.

### 4.2.5 Gorenstein criterion in terms of weights

The aim of this section is to observe whether we can assign a weight to the canonical differential which is invariant under the Weyl group. We will give a criterion whether the variety is Gorenstein or not depending upon the invariant weight of the canonical differential. We observe that the $\sigma_1$ given in equation 4.3 is the weight vector for the maximal torus $T \subset G$ with weight $\frac{(\det(T_A))^r}{(\det(T_B))^{r-1}}$ and similarly all the $\sigma_i$ are weight vectors with weight $\frac{(\det(T_A))^r}{(\det(T_B))^{r-1}}$. But the maximal torus $T \subset G$ does not normalise the stabiliser $H$ of the special vector. We take the restricted torus $T_H = T \cap N_H$ to overcome this problem, where $N_H$ denotes the normaliser of the $H$. The restricted torus $T_H$ given by
\[
\begin{cases} 
\begin{pmatrix} 
0 & 0 & \cdots & 0 \\
0 & a_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & a_r 
\end{pmatrix}, & \\
\begin{pmatrix} 
0 & 0 & \cdots & 0 \\
0 & a_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 
\end{pmatrix} 
\end{cases}
\]

**Proposition 4.2.1.** The weight of the canonical differential $K_{G/H}$ is the determinant of the restricted torus.

**Proof.** The restricted torus $T_H$ acts on $g/h$, where $g$ and $h$ denote the Lie algebras
of $G$ and $H$ respectively. The weights of $G$ minus the weights of $H$ are given by

$$
\begin{pmatrix}
* & * & \cdots & * & * \\
* & * & \cdots & * & * \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
* & * & \cdots & * & * \\
\end{pmatrix}.
$$

There are in total $(r^2 + r + 1)$ weight vectors. When we multiply the weights corresponding to the weight vectors in the top left $(r \times r)$ block we get 1. Also the weight vector in bottom $(1 \times 1)$ block has weight 1. So the only contribution comes from the first $r$ weights in the last column. When we multiply the weights corresponding to these $r$ weight vectors we get $(a_1 \cdots a_r)$, which is the determinant of the restricted torus.

We have shown that the restricted torus $\mathbb{T}_H$ acts on the canonical differential and its weight is the determinant of the $\mathbb{T}_H$ which is invariant under the action of the Weyl group.

In fact we can take the action of the group $G = \text{GL}(r) \times \text{GL}(r+1) \times \mathbb{C}^\times$ on the representation $R = \text{Hom}(U, W) \oplus \text{Hom}(W, \mathbb{C}) \oplus \mathbb{C}$ as follows:

- $M \mapsto AMB^{-1}$
- $X \mapsto BXC$
- $\omega \mapsto \lambda \omega$, where $\lambda = \frac{\det(A)}{c(\det(B))}$.

where $A \in \text{GL}(r), B \in \text{GL}(r+1)$ and $c \in \mathbb{C}^\times$. The stabiliser of $v = (M_0, X_0, \omega = 1)$
is

\[ H = \text{Stab}(v) = \left\{ (A, B, C) \mid B = \begin{pmatrix} A & 0_{1 \times r} \\ * & C \end{pmatrix} \right\}. \]
Chapter 5

The Cramer varieties \( \mathcal{C}_r(r, r + s, s) \)

In this chapter we study a key example of a quasi-homogeneous affine algebraic variety, in particular we calculate its canonical class. We want to give criteria as to why this variety is Gorenstein. In the first part of this chapter, we write the canonical class of the open orbit. In the second part, we write the canonical class in terms of group representations. At the end of this chapter we discuss a generalisation of this example and cases studied in chapter 4. This example is based on examples of Hochster [Hoc75] and is related to the variety of complexes.

5.1 The variety \( \mathcal{C}_r(2, 5, 3) \) in equations

Let \( M \) and \( N \) be the \( 2 \times 5 \) and \( 5 \times 3 \) matrices as given below:

\[
M = \begin{pmatrix}
m_{11} & m_{12} & \cdots & m_{15} \\
m_{21} & m_{22} & \cdots & m_{25}
\end{pmatrix}
\quad \text{and} \quad
N = \begin{pmatrix}
n_{11} & n_{12} & n_{13} \\
\vdots & \vdots & \vdots \\
n_{51} & n_{52} & n_{53}
\end{pmatrix}.
\]
We define a variety \( V \subseteq \mathbb{C}^{(2 \times 5) + (5 \times 3) + 1} \) by the two sets of equations

\[
MN = 0 \quad \text{and} \quad \omega \bigwedge^2 M = \bigwedge^3 N,
\]

where \( \omega \in \mathbb{C} \) and \( \bigwedge^2 M, \bigwedge^3 N \) denote the 2 \times 2 and 3 \times 3 minors of \( M \) and \( N \) respectively. To equate the 2 \times 2 minors of \( M \) with 3 \times 3 minors of \( N \) we use the method given in [Hoc75]. If \( M_{ij} \) is the 2 \times 2 minor of \( M \) formed by the \( i \)th and \( j \)th column, and \( N_{\bar{i}\bar{j}} \) is the complementary 3 \times 3 minor given by deleting the \( i \)th and \( j \)th row then we have

\[
\omega(-1)^{i+j} M_{ij} = N_{\bar{i}\bar{j}} .
\]

We denote this Cramer variety by \( \text{Cr}(2, 5, 3) \).

Now if we consider

\[
V_0 = \{ (M, N, \omega) : \text{rank of } M = 2, \text{rank of } N = 3 \text{ and } \omega \neq 0 \},
\]

then \( V_0 \) has codimension 7 in \( \mathbb{C}^{(2 \times 5) + (5 \times 3) + 1} \) and \( V = \overline{V_0} \). The \( V_0 \) is a homogeneous space, the orbit of the vector

\[
M_0 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad \omega = 1
\]

under the action of \( G = \text{GL}(2) \times \text{GL}(5) \times \text{GL}(3) \) as explained in section 5.2.

When \( M \) and \( N \) are of maximal rank then we can assume the first minor \( M_{12} \) of \( M \) is nonzero. We can use that to solve the top two rows of \( N \) and \( \omega \) in terms
of remaining entries of $N$ and $M$.

Let $S = V \setminus V_0$ be the complement of $V_0$ in $V$. If $(M, N, \omega) \in S$ then for $\wedge^3 N = 0$ we have three possibilities for the elements of $S$:

1. either the rank of $M$ is full and $\omega = 0$;

2. or the rank of $M$ is strictly less than 2 and $\omega \neq 0$;

3. or the rank of $M$ is strictly less than 2 and $\omega = 0$.

In case 1, when $M$ is of maximal rank then one of the minors $M_{ij}$ is nonzero. For $N$ of rank 2, we get a codimension one irreducible variety, say $V_1$. A typical element of a divisor $V_1$ looks like

$$M_0 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{pmatrix}, \quad N_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad \omega = 0.$$

In all other cases where rank $N \leq 1$ or rank $M \leq 1$ the codimension is greater than or equal to two so we are not worried about that part of $S$: these subvarieties are not divisorial so do not appear in the canonical class.

### 5.1.1 The canonical class of Cr(2, 5, 3)

Suppose that the first minor $M_{12}$ of $M$ is nonzero. Then we can write $n_{11}, n_{12}, n_{13}, n_{21}, n_{22}, n_{23}$ and $\omega$ in terms of remaining entries of $M$ and $N$. Similarly if we assume that the minor $M_{13}$ of $M$ is nonzero then we can solve for $n_{11}, n_{12}, n_{13}, n_{31}, n_{32}, n_{33}$ and $\omega$. In the same way if we assume that the minor $M_{ij}$ of $M$ is
nonzero then we can use that to solve for the \( i \)th and \( j \)th rows of \( N \) and \( \omega \) where the coordinates will be remaining entries of \( M \) and \( N \).

Let \( V_{M13 \neq 0} \) and \( V_{M13 \neq 0} \) be the two charts for \( V \) with coordinates \( \xi_1, \ldots, \xi_{19} \) and \( \eta_1, \ldots, \eta_{19} \) where

\[
\begin{pmatrix}
\xi_1 & \xi_6 \\
\vdots & \vdots \\
\xi_5 & \xi_{10}
\end{pmatrix}
= \begin{pmatrix} m_{11} & m_{21} \\
\vdots & \vdots \\
m_{15} & m_{25}
\end{pmatrix},
\begin{pmatrix}
\xi_{11} & \xi_{12} & \xi_{13} \\
\xi_{14} & \xi_{15} & \xi_{16} \\
\xi_{17} & \xi_{18} & \xi_{19}
\end{pmatrix}
= \begin{pmatrix} n_{31} & n_{32} & n_{33} \\
n_{41} & n_{42} & n_{43} \\
n_{51} & n_{52} & n_{53}
\end{pmatrix} \tag{5.1}
\]

and

\[
\begin{pmatrix}
\eta_1 & \eta_6 \\
\vdots & \vdots \\
\eta_5 & \eta_{10}
\end{pmatrix}
= \begin{pmatrix} m_{11} & m_{21} \\
\vdots & \vdots \\
m_{15} & m_{25}
\end{pmatrix},
\begin{pmatrix}
\eta_{11} & \eta_{12} & \eta_{13} \\
\eta_{14} & \eta_{15} & \eta_{16} \\
\eta_{17} & \eta_{18} & \eta_{19}
\end{pmatrix}
= \begin{pmatrix} n_{21} & n_{22} & n_{23} \\
n_{41} & n_{42} & n_{43} \\
n_{51} & n_{52} & n_{53}
\end{pmatrix} \tag{5.2}
\]

There are sixteen coordinates common to both charts. The change of coordinates from one chart to other is given by the \( 19 \times 19 \) Jacobian matrix \( J \) whose first \( 16 \times 16 \) block is \( I_{16 \times 16} \):

\[
J = \begin{pmatrix}
I_{16 \times 16} & 0_{16 \times 3} \\
0_{3 \times 16} & C
\end{pmatrix}
\]

where

\[
C = \begin{pmatrix}
\frac{M_{13}}{M_{12}} & 0 & 0 \\
0 & \frac{M_{13}}{M_{12}} & 0 \\
0 & 0 & \frac{M_{13}}{M_{12}}
\end{pmatrix}
\]

and the determinant of \( J \) is \( \left( \frac{M_{13}}{M_{12}} \right)^3 \).

We know that

\[
\mathcal{O}(K_V) = \bigwedge^{19} \Omega^1_V \text{ and } \mathcal{O}(K_V) \mid_{U_{M12 \neq 0}} = \mathcal{O}_{U_{M12 \neq 0}} \cdot \sigma_{12}
\]
where
\[ \sigma_{12} = \frac{d\xi_1 \wedge \cdots \wedge d\xi_{19}}{(M_{12})^3} \] and similarly \[ \sigma_{13} = \frac{d\eta_1 \wedge \cdots \wedge d\eta_{19}}{(M_{13})^3}. \] (5.3)

The minor $M_{12}$ is invertible on $V_{M_{12}}$ and putting $(M_{12})^3$ in the denominator is a convenient trick to cancel out the Jacobian matrix, which will appear again later. The above calculation of the Jacobian determinant shows that $\sigma_{12} = \sigma_{13}$ and repeating the same calculation defines $\sigma = \sigma_{ij}$ independently of $ij$. Since $\sigma_{ij}$ is a basis of $\wedge^{19} \Omega^1_V$ and has no zeros or poles, exactly because of the $M_{ij}$ in the denominator, we have
\[ K_V = \text{div}(\sigma) = 0. \]

**Proposition 5.1.1.** The Cramer variety $\text{Cr}(2, 5, 3)$ is Gorenstein.

**Proof.** A Cartier divisor on a variety is an open cover $\{(U_i)\}$ and rational functions $f_i \in k(U_i)^*$ such that for all $i, j$, $f_if_j^{-1} \in \mathcal{O}^*(U_i \cap U_j)$. By definition, a scheme is called Gorenstein if it is Cohen-Macaulay and the canonical divisor $K$ is Cartier.

We have an open cover $\{(V_{M_{ij}})\}$ for $\text{Cr}(2, 5, 3)$, with transition functions $\frac{1}{M_{ij}} \in k(V_{M_{ij}})^*$. Note that $\frac{M_{12}^3}{M_{13}^3} \in \mathcal{O}^*(V_{M_{12}} \cap V_{M_{13}}) = \mathcal{O}^*(V_{M_{12}, M_{13}})$. Hence $K$ is Cartier for $\text{Cr}(2, 5, 3)$.

We have checked that $\text{Cr}(2, 5, 3)$ is Cohen-Macaulay with computer algebra calculations. Magma output is available at the end of thesis in appendix. Therefore $\text{Cr}(2, 5, 3)$ is Gorenstein. 

\[ \square \]
5.2 The variety \( \text{Cr}(2,5,3) \) as a quasi-homogeneous space

Our aim is to study the variety \( V \) as the closure of the orbit of a special vector. Let \( G = \text{GL}(2) \times \text{GL}(5) \times \text{GL}(3) \) which is a reductive algebraic group. Let \( W_2 \), \( W_5 \) and \( W_3 \) be the given 2, 5 and 3-dimensional representations of \( \text{GL}(2) \), \( \text{GL}(5) \) and \( \text{GL}(3) \) respectively.

We want to define an action of \( G = \text{GL}(2) \times \text{GL}(5) \times \text{GL}(3) \) on the representation \( R = \text{Hom}(W_2, W_5) \oplus \text{Hom}(W_5, W_3) \oplus \mathbb{C} \) such that the variety \( V \) is invariant under this action. In coordinate-free terms, \( M \in \text{Hom}(W_2, W_5) \), \( N \in \text{Hom}(W_5, W_3) \) and \( \omega \in \mathbb{C} \) and the action of \( (A, B, C) \in G \) with \( A \in \text{GL}(2) \), \( B \in \text{GL}(5) \), \( C \in \text{GL}(3) \) is defined as follows,

\[
M \mapsto A M B^{-1}
\]
\[
N \mapsto B N C^{-1}
\]
\[
\omega \mapsto \lambda \omega, \text{ where } \lambda = \frac{\text{det}(B)}{\text{det}(A) \times \text{det}(C)}.
\]

Let \( M \) and \( N \) be matrices of maximal rank. By using row and column operations we can write \( M \) and \( N \) as follows

\[
M_0 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{pmatrix} \quad \text{and} \quad N_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]
5.2. The variety Cr(2, 5, 3) as a quasi-homogeneous space

The stabiliser of \( v = (M_0, N_0, \omega = 1) \) is

\[
H = \text{Stab}(v) = \left\{ (A, B, C) \mid B = \begin{pmatrix} A & 0 \\ * & C \end{pmatrix} \right\}.
\]

In this part we consider the open orbit

\[ V_0 = G/H \simeq G \cdot v \hookrightarrow \mathbb{R}. \]

Cramer variety Cr(2, 5, 3) is a quasi-homogeneous space with the natural action of \( G \) and \( V = G \cdot v \).

5.2.1 The Weyl group \( W(G) \)

To study the algebraic group \( G = \text{GL}(2) \times \text{GL}(5) \times \text{GL}(3) \) and its representations we use the Weyl group \( W(G) \cong S_2 \times S_5 \times S_3 \) which acts as a permutation group. We know from section 5.2 that \( R = \text{Hom}(W_2, W_5) \oplus \text{Hom}(W_5, W_3) \oplus \mathbb{C} \) is a representation of \( G \). We describe here how the Weyl group acts on \( R \). The group \( S_2 \) acts on any \( M \in \text{Hom}(W_2, W_5) \) from the left and permutes the rows while \( S_5 \) acts on the right and permutes the columns. Similarly, \( S_5 \) acts on \( N \in \text{Hom}(W_5, W_3) \) from the left and permutes the rows and \( S_3 \) acts on right and permutes the columns.
5.2. The variety Cr(2, 5, 3) as a quasi-homogeneous space

5.2.2 The torus action and Weyl group

If $T \subset G$ is the maximal torus given by

\[
\begin{align*}
T_A &= \begin{pmatrix} a_{11} & 0 \\ 0 & a_{22} \end{pmatrix}, \\
T_B &= \begin{pmatrix} b_{11} & 0 & \cdots & 0 \\ 0 & b_{22} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & b_{55} \end{pmatrix}, \\
T_C &= \begin{pmatrix} c_{11} & 0 & 0 \\ 0 & c_{22} & 0 \\ 0 & 0 & c_{33} \end{pmatrix},
\end{align*}
\]

then it acts on

\[
\begin{align*}
M_{11} &= \begin{pmatrix} m_{11} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{pmatrix}, \\
N_{11} &= \begin{pmatrix} n_{11} & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \\
\omega &= \begin{pmatrix} \omega \end{pmatrix}
\end{align*}
\]

as explained in section 5.2. Under this action $M_{11}, N_{11}$ and $\omega$ are the weight vectors with weights $\frac{m_{11}}{b_{11}}, \frac{b_{11}}{c_{11}}$ and $\det(T_B) \times (\det T_A)^{-1} \times (\det T_C)^{-1}$ respectively.

5.2.3 One parameter subgroup and elements of $V \setminus V_0$

Let $P(t) = (T_A(t), T_B(t)$ and $T_C(t))$ be the one parameter subgroup given by

\[
\begin{align*}
T_A &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \\
T_B &= \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & t & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \\
T_C &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\end{align*}
\]
In section 5.1 we showed that we have only one irreducible divisor \( V \setminus V_0 \), say \( V_1 \). We want to show that \( V_1 \subseteq G \cdot v \). For this we show that there exists a one parameter subgroup \( P(t) \) such that \( V_1 \subseteq P(t) \cdot v \).

In fact the one parameter subgroup \( P(t) = (T_A(t), T_B(t) \text{ and } T_C(t)) \) acts on

\[
p_{r+1} = \begin{pmatrix} M_0 = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{pmatrix}, N_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \omega = 1 \end{pmatrix}
\]

and we get

\[
P(t)p_{r+1} = \begin{pmatrix} \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \end{pmatrix}, N_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ t & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \omega = t \end{pmatrix}.
\]

Therefore we have shown that there exists one parameter subgroup \( P(t) \) such that \( V_1 \subseteq P(t) \cdot v \). That is for \( t \to 0 \) along the one parameter subgroup we get the typical vector of \( V_1 \).

5.2.4 The relationship between the canonical class of \( \text{Cr}(2, 5, 3) \) and representations of \( G \)

In this section we observe the relationship between the tangent bundle and the canonical class to the open orbit and the representations of \( G \). We know from
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section 5.1.1 that the tangent bundle $T_V$ to $V$ is a vector bundle of rank 19 and top wedge of its dual is equal to

$$\bigwedge^{19} T_V^\vee = \bigwedge^{10} \text{Hom}(W_2, W_5) \otimes \bigwedge^{9} \text{Hom}(W'_3 \subset W_5, W_3)$$

where $W_2$, $W_3$, $W'_3$ and $W_5$ are the given 2, 3, 3 and 5-dimensional $\text{GL}(2)$-, $\text{GL}(3)$-, $\text{GL}(3)$- and $\text{GL}(5)$- representations.

5.2.5 Gorenstein criterion in terms of weights

The canonical differential $\sigma_{12}$ in equation (5.3) is a weight vector for the maximal $T \subset G$ with weight $\frac{(\det(A))^2 \times \det(B)}{(\det(C))^3}$ and similarly all the $\sigma_{ij}$ are weight vectors with weight $\frac{(\det(A))^2 \times \det(B)}{(\det(C))^3}$. The only problem is $T \subset G$ does not normalise the stabiliser $H$. If we take the restricted torus $T_H = T \cap N_H$, where $N_H$ is the normaliser of $H$ then $T_H$

$$\begin{pmatrix}
a_{11} & 0 & \ldots & 0 \\
0 & a_{22} & \ldots & 0 \\
0 & 0 & c_{11} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & c_{33}
\end{pmatrix}$$

acts on the canonical differential $\sigma_{12}$ in equation 5.3 and $\sigma_{12}$ is a weight vector with weight $\frac{(\det T_A)^3}{(\det T_C)^2}$.

Let $\mathfrak{h}$ and $\mathfrak{g}$ be the Lie algebras of $H$ and $G$ respectively. The tangent bundle $T_{G/H}$ to $G/H$ comes from the representation $\mathfrak{g}/\mathfrak{h}$: $\mathfrak{g}/\mathfrak{h}$ is the tangent space to $G/H$ at the identity $H$, and the tangent space to any other $gH \in G/H$ is given
by $\mathfrak{g}/\mathfrak{h}g^{-1}$. The canonical class of the variety $G/H$ is

$$K_{G/H} = \text{div}(\bigwedge^{19} T^\vee_{G/H}).$$

The canonical differential $K_{G/H}$ is a weight vector for $T^\mathbb{H}_\mathbb{H}$ and its weight is exactly the product of those weights of $G$ which are not weights of $H$.

**Proposition 5.2.1.** The weight of the canonical differential $K_{G/H}$ is the determinant of the restricted torus.

**Proof.** In this present example there are nineteen weights that are weights of $G$ but not of $H$ and the product of those weight is $\frac{(\det T_A)^3}{(\det T_C)^2}$.

In the matrix below, each asterisk represents a weight space of $G$ that is not a weight space for $H$,

$$
\begin{pmatrix}
* & * & * & * \\
* & * & * & * \\
* & * & * & * \\
* & * & * & * \\
* & * & * & * \\
\end{pmatrix}.
$$

When we multiply these weights then the only contribution comes from the top right $2 \times 3$ block because the product of all the weights in the $2 \times 2$ and $3 \times 3$ square blocks is 1.

This shows that the canonical differential is a multiple of the determinant $\frac{(\det T_A)^3}{(\det T_C)^2}$ under the action of $T_H$ on $\mathfrak{g}/\mathfrak{h}$. \qed
5.3 The general case $Cr(r, r + s, s)$

In this section we discuss the general case. Let $M$ and $N$ be $r \times t$ and $t \times s$ matrices with $t = r + s$, $r \leq s$. We define a variety $V \subset \mathbb{C}^{(r \times s) + (s \times t) + 1}$ by the two sets of equations

$$MN = 0 \quad \text{and} \quad \omega \bigwedge^r M = \bigwedge^s N,$$

where $\omega \in \mathbb{C}$. We follow the method given in [Hoc75] to equate $\omega$ times the $r \times r$ minors of $M$ with the $s \times s$ minors of $N$. Let $T = \{1, \ldots, t\}$ be a set of $t$ elements and $T_r$ be a subset of any $r$ elements of $T$. Let $M_{1 \ldots r}$ be the minor of $M$ obtained from any $r$ columns of $M$ and let $N_{1 \ldots r}$ be the minor of $N$ obtained by deleting the $r$ rows of $N$. We equate these minors as follows

$$(-1)^\sum \omega M_{1 \ldots r} = N_{1 \ldots r},$$

where $\Sigma = \sum t_i$. We call these varieties Cramer varieties and denote them by $Cr(r, r + s, s)$.

We can do the general case of $Cr(r, r + s, s)$ by the same method as explained in chapter 4 and in the key example and can prove that the canonical divisor $K$ is Cartier for the Cramer varieties. We conjecture that these varieties are Cohen-Macaulay on the basis of computer algebra calculations for small values of $r, s$; if this conjecture can be established, they are Gorenstein.

We can also study $V$ as the closure of the orbit of a vector

$$
\begin{pmatrix} M_0 = \begin{pmatrix} I_{r \times r} & 0_{r \times s} \end{pmatrix}, & N_0 = \begin{pmatrix} 0_{r \times s} \\ I_{s \times s} \end{pmatrix} \end{pmatrix} \quad \text{and} \quad \omega = 1.
\end{pmatrix}
$$
The stabiliser of the vector \( v = (M_0, N_0, \omega = 1) \) is

\[
H = \text{Stab}(v) = \left\{ (A, B, C) \mid B = \begin{pmatrix} A & 0 \\ * & C \end{pmatrix} \right\}.
\]

The restricted torus \( T_H \) acts on the canonical differential and under this action it has weight \( \frac{(\det T_A)^s}{(\det T_C)^r} \). This shows that the canonical differential is a multiple of trivial determinant under the action of restricted torus \( T_H \). This weight is a multiple of all those weights which are only weights of \( G \) but not of \( H \).

### 5.3.1 Special case \( \text{Cr}(2, 4, 2) = \text{OGr}(5, 10) \)

Let \( M \) and \( N \) be \( 2 \times 4 \) and \( 4 \times 2 \) matrices respectively given by

\[
M = \begin{pmatrix} m_{11} & m_{12} & m_{13} & m_{14} \\ m_{21} & m_{22} & m_{23} & m_{24} \end{pmatrix} \quad \text{and} \quad N = \begin{pmatrix} n_{11} & n_{12} \\ n_{21} & n_{22} \\ n_{31} & n_{32} \\ n_{41} & n_{42} \end{pmatrix}.
\]

We define a variety \( V \subset \mathbb{C}^{(2\times 4)+(4\times 2)} \) by the two sets of equations

\[
MN = 0 \quad \text{and} \quad \bigwedge^2 M = \bigwedge^2 N.
\]

If \( M \) is not of maximal rank then it follows from the second equation that \( N \) must be of rank less than 2. This is locus of codimension greater than or equal to 2 so we are not worried about this locus when calculating the canonical class of the variety.

We can assume the first entry \( m_{11} \) of \( M \) is nonzero. We can use that to solve the top row of \( N \) and \( m_{22}, m_{23} \) and \( m_{24} \) in terms of remaining entries of \( M \) and...
5.3. The general case \( \text{Cr}(r, r + s, s) \)

\( N \). Similarly if we assume the entry \( m_{21} \) of \( M \) is nonzero then we can use that to eliminate the first row of \( N \) and \( m_{12}, m_{13} \) and \( m_{14} \) in terms of remaining entries of \( M \) and \( N \).

Let \( V_{m_{11}} \) and \( V_{m_{21}} \) be the two charts for \( V \) with coordinates given above. These two charts differ by three coordinates and the Jacobian determinant is given by \( \left(\frac{m_{11}}{m_{21}}\right)^3 \).

We know that

\[
\mathcal{O}(K_V) = \bigwedge^{11} \Omega^1_V \quad \text{and} \quad \mathcal{O}(K_V) \mid_{U_{m_{11} \neq 0}} = \mathcal{O}_{U_{m_{11} \neq 0}} \cdot \sigma_{11}
\]

where \( \sigma_{11} = (dm_{11} \wedge \ldots \wedge dm_{14} \wedge dn_{21} \wedge dn_{22} \wedge dn_{31} \wedge dn_{32} \wedge dn_{41} \wedge dn_{42})/(m_{11})^3 \).

Similarly \( \sigma_{12} = (dm_{21} \wedge \ldots \wedge dm_{24} \wedge dm_{11} \wedge dn_{21} \wedge dn_{22} \wedge dn_{31} \wedge dn_{32} \wedge dn_{41} \wedge dn_{42})/(m_{21})^3 \), with \( \sigma_{11} = \sigma_{12} \) and repeating the same calculation gives that \( \sigma = \sigma_{ij} \) is independent of \( ij \). Since \( \sigma_{ij} \) is a basis for \( \Omega^{11} \) on \( V_{m_{ij}} \) (no zeros or poles, exactly because of the \( m_{ij} \) in the denominator), we have

\[
K_V = \text{div}(\sigma) = 0.
\]

There are 16 variables and 10 equations, each of them of 4 terms. That makes it similar to \( \text{OGr}(5, 10) \). One checks that the two sets of equations and the two varieties are identical, although \( \text{Cr}(2, 4, 2) \) is only quasi-homogeneous under \( G = \text{GL}(2) \times \text{GL}(4) \times \text{GL}(2) \) with an open orbit with complement \( V_0 \) of codimension 2.

The relation between \( \text{OGr}(5, 10) \) and \( \text{Cr}(2, 4, 2) \) seems to be an intriguing sporadic phenomenon that has possibly not been noticed before.
Chapter 6

On the canonical divisor of quasi-homogeneous affine algebraic varieties

The aim of this chapter is to prove a theorem that gives a necessary and sufficient condition for the canonical divisor to vanish on a quasi-homogeneous affine algebraic variety. To start, we explain the terminology that we need to state and prove the Theorem 6.3.5 in the general setting. The varieties studied in chapters 4 and 5 are also good relevant examples and we revisit them here too.

6.1 General set up

Let $G$ be a reductive algebraic group and $V$ its complex representation. Let $H \subset G$ be the stabiliser of a vector $v \in V$. The variety $\Omega_0 := G/H = G \cdot v \subset \overline{G/H} = \Omega \subset V$ is a homogeneous space with a natural left $G$-action. We assume throughout that $\Omega_0$ in $\Omega$ has complement of codimension $\geq 2$, or equivalently that the orbit $\Omega_0$ intersects every divisor of $\Omega$. Under this assumption, we say $\Omega_0$ is a
big open orbit.

In important cases $\Omega_0$ has an open cover $\bigcup U_i$ with each open $U_i$ parametrised by an open set of $g/\mathfrak{h}$ and the transition functions are given by certain elements of the Weyl group. For example in case of Cramer $\text{Cr}(2, 3, 1)$ the coordinates on two different open pieces $V_3$ and $V_1$ are given by

$$g/\mathfrak{H}_3 = \begin{pmatrix} * & * & * \\ * & * & * \\ 0 & 0 & * \end{pmatrix}$$

and

$$g/\mathfrak{H}_1 = \begin{pmatrix} * & 0 & 0 \\ 0 & * & 0 \\ 0 & * & * \end{pmatrix}.$$ 

We can go from $g/\mathfrak{H}_3$ to $g/\mathfrak{H}_1$ by using an element $(13) \in W(G)$ of the Weyl group as transition function. We need to pre and post multiply $g/\mathfrak{H}_3$ by the permutation $(13)$ to go to the chart $g/\mathfrak{H}_1$.

If $K_{\Omega_0} = 0$ then a global generator $\sigma \in \mathcal{O}(K)$ can be written on each $U_i$ as

$$\sigma = (d\xi_1 \wedge \cdots \wedge d\xi_n)/f_i$$

where $\xi_i$ are the coordinates and $f_i$ is an invertible function on $U_i$. We use this representation in calculating examples, although it does not play any role in the general statement and proof of Theorem 6.3.5.

Choosing a set-theoretic splitting of $N(T) \rightarrow W$, say $w \mapsto \hat{w}$ gives a linear map $\hat{w}: g/\mathfrak{h} \rightarrow g/\mathfrak{h}$. In the case of $\text{GL}(n, \mathbb{C})$ we have a natural splitting and $\hat{w}y = \hat{w}\hat{y}$ for all $w, y \in W$. In the general case, this is no longer the case.
6.2 Vector bundles on $G/H$

We can think of the quotient space $G/H$ as the base space of a bundle. The group $G$ is the total space for this bundle with a standard projection map $\pi: G \to G/H$ that takes $g$ to the coset $\overline{g} = gH$. Each coset $gH \in G/H$ is fixed by $gHg^{-1}$ under the transitive action of $G$ on $G/H$. For each $\overline{g} = gH \in G/H$, we denote $\pi^{-1}(\overline{g})$ as the fibre over $\overline{g}$, which is a copy of $H$. We can think of the total space of the bundle as a family of copies of $H$, parametrised by points of the base space. This bundle is called a principal $H$-bundle. See [FH91, Hum75, Dei00] for the construction of vector bundles and line bundles on $G/H$ and properties of the Lie algebras.

Let $\rho$ be any representation of $H$ on a vector space $E$. We construct a vector bundle over $G/H$ with fibre $E$ as follows. We quotient out the product space $G \times E$ by the following action of $H$:

$$(g, e) \in (G, E) \to (gh^{-1}, \rho(h)e).$$

We denote this quotient space by $G \times_H E$. It is an example of a vector bundle because the fibre over each point $\overline{g} \in G/H$ is a copy of the vector space $E$. In general we can think of a vector bundle as a family of vector spaces of same dimension, parametrised by the base space. In particular each one-dimensional representation of $H$ gives us a line bundle. The tangent bundle $T_{G/H}$ to $G/H$ comes from the representation $\mathfrak{g}/\mathfrak{h}$, where $\mathfrak{g}/\mathfrak{h}$ is the tangent space to $G/H$ at the identity $H$ and the tangent space to any other $gH \in G/H$ is given by $\mathfrak{g}/\mathfrak{h}g^{-1}$. The top wedge of the tangent bundle $\bigwedge_{\text{top}} T_{G/H}$ gives rise to the anticanonical line bundle. It can be expressed as the product of those weights of $G$ which are not weights of $H$. The canonical class $K_{G/H}$ of the variety $G/H$ comes from the dual
6.3 Statement of the main result

Let $G$ be a connected reductive algebraic group, $T$ its maximal torus, $H$ its closed connected subgroup. Let $T_H = T \cap H$ be the maximal torus of $H$ for some choice of $T$.

Let $\mathcal{C}$ be the category of $G$-equivariant vector bundles on $X = G/H$ and $\mathcal{D}$ the category of representations of $H$. If $F: \mathcal{C} \rightarrow \mathcal{D}$ is the functor then for an equivariant vector bundle $E$ over $X$ we get a representation $H$ on the fibre $[H]$, where $[H]$ is the identity coset. On the other hand if $G: \mathcal{D} \rightarrow \mathcal{C}$ is the functor then for a representation $\rho$ of $H$ on a finite dimensional vector space $V$ we let $H$ act from the right on $G \times V$ by $(g, v) h = (gh, \rho(h)^{-1}v)$ and define $E_\rho = (G \times V)/H$. This is the vector bundle over $X$.

**Remark 6.3.1.** The tangent space to $G/H$ at $[H]$ is $\mathfrak{g}/\mathfrak{h}$. This corresponds to $H$-module $\mathfrak{g}/\mathfrak{h}$ where $H$ acts on $\mathfrak{g}/\mathfrak{h}$ by adjoint action. The line bundle corresponds to $M = (\bigwedge^{\text{top}} \mathfrak{g}/\mathfrak{h})^*$ on which $H$ acts as a character $\kappa: H \rightarrow \mathbb{C}^*$. We want the line bundle $K_X$ as a $G$-equivariant sheaf that corresponds to $\kappa$.

Now we are ready to state and prove our main result.

**Theorem 6.3.2.** The canonical class $K_{G/H}$ of the homogeneous space $G/H$ is trivial if and only if the action of the restricted torus $T_H$ on $\mathfrak{g}/\mathfrak{h}$ has trivial determinant.

**Proof.** The first observation is that the category $\mathcal{C}$ of $G$-equivariant vector bundles on $X = G/H$ and the category $\mathcal{D}$ of representation of $H$ are equivalent; see for example [Dei00], page 1.
The tangent space to $G/H$ at $[H]$ is $\mathfrak{g}/\mathfrak{h}$. This corresponds to $H$-module $\mathfrak{g}/\mathfrak{h}$ where $H$ acts on $\mathfrak{g}/\mathfrak{h}$ by adjoint action. The line bundle corresponds to $M = (\bigwedge^{\text{top}} \mathfrak{g}/\mathfrak{h})^*$ on which $H$ acts as a character $\kappa: H \to \mathbb{C}^*$.

Since $M$ has rank 1, it is trivial on the commutator $[H, H]$ and actually a representation of the abelianisation $H_a = H/[H, H]$. We use fact from [Sha95] about connected abelian algebraic groups that every connected abelian algebraic group is isomorphic to the direct product of $G_u \times G_s$ where $G_u$ is a connected group whose elements are all unipotent and $G_s$ is a connected group whose elements are all semisimple. Furthermore $G_s$ is isomorphic to a direct product $\mathbb{C}^* \times \cdots \times \mathbb{C}^*$ of groups isomorphic to the multiplicative group $\mathbb{C}^*$. In this case $G_u$ is isomorphic to a product of $\mathbb{C}^+ \times \cdots \times \mathbb{C}^+$ of groups isomorphic to the additive group $\mathbb{C}^+$.

Therefore abelian group $H_a$ is isomorphic to a product $V \times T_1$ of a vector space and a torus $T_1$, where $V \cong \mathbb{C}^+ \times \cdots \times \mathbb{C}^+$ and $T_1 = \mathbb{C}^* \times \cdots \times \mathbb{C}^*$.

If $T_H = T \cap H$ is the maximal torus of $H$ for some choices of $T$ then the natural map $T_H \to T_1$ is surjective; see [Hum75, p.136] and result follows.

The equivalence of categories of $G$-equivariant vector bundles on $X = G/H$ and the category of representation of $H$ has the following consequences.

**Corollary 6.3.3.** The $G$-equivariant line bundles on $G/H$ are in one-to-one correspondence with characters of $H$, or $\text{Pic}^G(G/H) = \text{Hom}(H, \mathbb{C}^*)$.

Let $L$ be a line bundle on $G/H$ and $\pi: G \to G/H$ be the canonical map.

**Corollary 6.3.4.** $\text{Pic}(G/H) = \text{Hom}(H, \mathbb{C}^*)/\text{Hom}(G, \mathbb{C}^*)$; that is, line bundles on $G/H$ correspond to characters of $H$ modulo those that extend to the whole of $G$. 
Sketch proof: \( \pi^*L \) is a line bundle on \( G \), and so is trivial; see for example [KKLV89]. Since \( \pi^*L = \text{trivial bundle } \mathbb{C} \times G \), \( L \) must be obtained by dividing this by an action of \( H \) that is a character of \( H \) times the given action of \( G \). This is then an equivariant \( G \) bundle.

**Theorem 6.3.5.** The canonical class \( K_{G/H} \) of the homogeneous space \( G/H \) is trivial if and only if the determinant of the action of the restricted torus \( T_H \) on \( \mathfrak{g}/\mathfrak{h} \) extends to a character of \( G \).

Sketch proof: Now suppose that \( L \) on \( G/H \) is a \( G \)-equivariant line bundle. If it is the trivial line bundle then the \( G \)-action on it is given by a character of \( G \) that extends the action of \( H \) (given by the equivalence of categories we have been arguing about in the preceding sections). And conversely, it is given by a character of \( H \) that extends to \( G \), then we can twist back by this character of \( G \) to make the bundle correspond to the trivial character of \( H \), so the bundle is trivial.

### 6.3.1 Secant variety of the Grassmannian \( \text{Gr}(2,5) \)

We denote by \( \Omega = \text{Sec}^2(\text{Gr}(2,n)) \) the second secant variety of the Grassmannian \( \text{Gr}(2,5) \) in its Plücker embedding, where \( n \geq 5 \). The affine cone \( \Omega_0 \subset \mathbb{A}^2 \mathbb{C}^n \) is the orbit of \( v = e_1 \wedge f_1 + e_2 \wedge f_2 \) under the action of \( G = \text{GL}(n,\mathbb{C}) \). The subgroup \( H \) of \( G \) that stabilises the special vector is given by

\[
H = \begin{pmatrix}
A_{4 \times 4} & *_{4 \times n-4} \\
0_{(n-4) \times 4} & *_{(n-4) \times (n-4)}
\end{pmatrix},
\]
where \( A \in \text{Sp}(4, \mathbb{C}) \) is \( \text{Sp}(4, \mathbb{C}) \) of \( v = e_1 \wedge f_1 + e_2 \wedge f_2 \). We know that the Lie algebras of \( G \) and \( \text{Sp}(4, \mathbb{C}) \) have dimension \( n^2 \) and 10, respectively, therefore \( \mathfrak{g}/\mathfrak{h} \) has dimension \( 4n - 10 \). The restricted torus \( \mathbb{T}_H = \mathbb{T} \cap N_H \), where \( N_H \) is the normaliser of the \( H \), is given by

\[
\mathbb{T}_H = \begin{pmatrix}
t_1 & 0 & \cdots & 0 \\
0 & t_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & t_n
\end{pmatrix}
\]

with \( t_1 t_2 t_3 t_4 = 1 \).

Now when we take the action of the restricted torus on \( \mathfrak{g}/\mathfrak{h} \) then there are a total of \( 4n - 10 \) weight spaces for \( \mathbb{T}_H \). There are six weight spaces with weight 1. The product of the remaining weights is given by

\[
\frac{(t_5 \ldots t_n)^4}{(t_1 \ldots t_4)^{n-4}}.
\]

We know that in case of the restricted torus \( t_1 t_2 t_3 t_4 = 1 \), hence the canonical class \( K_{G/H} \) of the second secant variety is a multiple of \((t_5 \ldots t_n)^4\) which is the determinant of the restricted torus \( \mathbb{T}_H \).

### 6.3.2 Segre threefold

Suppose \( G = \text{GL}(2, \mathbb{C}) \times \text{GL}(3, \mathbb{C}) \) and let \( e_1 \otimes f_1 \) be the highest weight vector for the representation \( V_\chi = V^2 \otimes V^3 \), where \( V^2 \) and \( V^3 \) are 2- and 3-dimensional \( \text{GL}(2) \) and \( \text{GL}(3) \) modules. The stabiliser of the highest weight vector \( v = e_1 \otimes f_1 \)
is given by

\[ H = \left\{ \begin{pmatrix} a_{11} & a_{12} \\ 0 & a_{22} \end{pmatrix}, \begin{pmatrix} b_{11} & b_{12} & b_{13} \\ 0 & b_{22} & b_{23} \\ 0 & b_{32} & b_{33} \end{pmatrix} \right\} \text{ with } a_{11}b_{11} = 1. \]

In fact \( H \) is the kernel of the the \( \chi : P \to \mathbb{C}^\times \) where \( P \) is the parabolic subgroup of \( G \),

\[ P = \left\{ \begin{pmatrix} a_{11} & a_{12} \\ 0 & a_{22} \end{pmatrix}, \begin{pmatrix} b_{11} & b_{12} & b_{13} \\ 0 & b_{22} & b_{23} \\ 0 & b_{32} & b_{33} \end{pmatrix} \right\}. \]

For any \( p \in P \) and \( t \in T \), we have \( \chi(tp^{-1}) = \chi(t)\chi(p)\chi(t^{-1}) = \chi(p) \) where \( T \) is the maximal torus in \( G \)

\[ T = \left\{ \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix}, \begin{pmatrix} c & 0 & 0 \\ 0 & d & 0 \\ 0 & 0 & e \end{pmatrix} \right\}. \]

The variety \( G/P = \mathbb{P}(G \cdot v) \subset \mathbb{P}(V^2 \otimes V^3) \) is not Gorenstein because the product of the weights of \( G \) minus the weights of \( H \) is not a multiple of the weight of the highest weight vector \( v \). We also observe that \( G/H = G \cdot v \subset (V^2 \otimes V^3) \) is a 4-dimensional affine variety whose canonical class is not a multiple of the trivial determinant of the torus \( T \). In other words the torus \( T \) does not act on \( g/h \) as a trivial determinant.
6.3.3 Rational normal curve

Suppose $G = \text{GL}(2, \mathbb{C})$ acts on $\mathbb{C}^2$. We are interested in the orbit of the highest weight vector $e_1$. In this case $\mathbb{P}^1 = G/P = \mathbb{P}(G \cdot e_1)$, where

$$P = \begin{pmatrix} * & * \\ 0 & * \end{pmatrix}.$$ 

Let $\chi_k : P \to \mathbb{C}^\times$ be the character for $P$ given by $a_{11}^k$ and the kernel that corresponds to this character is given by

$$H_k = \begin{pmatrix} \mu_k & * \\ 0 & * \end{pmatrix},$$

where $\mu_k$ is the primitive $k$th root of unity. We can give coordinates on one affine piece by $g/h_k$. We want to calculate the product of the weights that are only weights for $G$ but not of $H_k$ under the action of the torus $T \subset G$ on $\mathfrak{g}/\mathfrak{h}_k$, where $\mathfrak{g}$ and $\mathfrak{h}_k$ denote the Lie algebras of $G$ and $H_k$ respectively.

The maximal torus

$$T = \begin{pmatrix} t_1 & 0 \\ 0 & t_2 \end{pmatrix}$$

acts on

$$\begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$$

by

$$T \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} T^{-1}.$$
and we get
\[
\begin{pmatrix}
0 & 0 \\
1 & 0
\end{pmatrix}
\]
as weight vector with weight \( \frac{t_2}{t_1} \). As we know that \( \chi_k \) is the character for \( P \), when we restrict this to the maximal torus then this character is given by \( t_1^k \). We can only get a symmetric weight when we multiply \( t_2/t_1 \) by \( \chi_2 = t_1^2 \).

We have shown here that the canonical differential is a multiple of the trivial determinant of the \( T \) exactly when \( k = 1 \) or 2.

### 6.4 Relation to the varieties in chapter 4 and 5

We study quasi-homogeneous affine algebraic varieties in chapters 4 and 5 defined by the following two sets of equations

\[
MN = 0 \quad \text{and} \quad \omega \bigwedge^r M = \bigwedge^s N.
\]

In fact chapter 4 is the special case with \( N \) a column vector. In chapter 5 section 5.3 we have shown that the weight of the canonical differential of these varieties is a multiple of the trivial determinant of the restricted torus \( T_H \). Also we have shown, in both chapters, that the canonical class \( K_{G/H} \) of the open orbit is trivial.

### 6.5 Conjecture on quasi-homogeneous affine algebraic varieties

**Conjecture 6.5.1.** The quasi-homogeneous affine algebraic varieties are Cohen-Macaulay.
Here is the sketch why quasi-homogeneous affine algebraic varieties are Cohen-Macaulay. We consider two separate cases for $H$ depending upon whether it is a subgroup of a parabolic subgroup or not.

If $H$ is a subgroup of a parabolic group $P$. Then the homogeneous space $V_0 = G/H$ has the structure of a fibre bundle $G/H \to G/P$, with the $G/P$ projective homogeneous space. The $G/P$ are Fano varieties in interesting cases, we can use Kodaira vanishing to show that certain cohomology groups vanish and the Cohen-Macaulay part of the Gorenstein property for our variety follows.

On the other hand, $V = V_0$ is affine, because we assume that $V_0$ in $R$ is the closed orbit $G \cdot v$ of a vector $v$.

Each fibre of $G/H \to G/P$ is the coset space $gPg^{-1}/H$. We can build a coherent sheaf $\mathcal{F}$ on $G/P$ by taking the pushdown of linear forms on $V$ restricted to $gPg^{-1}$; this is locally free (by homogeneity), and is generated by its global sections (since by construction, $V \subset H^0(G/P, \mathcal{F})$).

Therefore by Kodaira vanishing, all the higher cohomology of $\mathcal{F}$ vanishes.

This should imply that $V$ is Cohen-Macaulay by an argument similar to the usual argument for $G/P$. 
Appendix A

Magma outputs

Magma output for Cr(2,4,2) to check whether it is Cohen-Macaulay or not

> RR<a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,p> := PolynomialRing(Rationals(),16);
> AA := Spec(RR);
> V:=Scheme(AA,[
  a*i + b*j + c*k + d*l,a*m + b*n + c*o + d*p,e*i + f*j + g*k + h*l,
  e*m + f*n + g*o + h*p,c*h - d*g - i*n + j*m,b*h - d*f + i*o - k*m,
  b*g - c*f - i*p + l*m,a*h - d*e - j*o + k*n,a*g - c*e + j*p - l*n,
  a*f - b*e - k*p + l*o ]);
> Dimension(V);
11
> C := FreeResolution(GradedModule(Ideal(V)));
> C;
> Chain complex with terms of degree 6 down to -1
> Dimensions of terms: 0 1 10 16 16 10 1 0

This reports that the minimal free resolution of $I_V$: $0 \leftarrow R/I_V \leftarrow R \leftarrow R^{10} \leftarrow$
\[ \cdots \leftarrow R \leftarrow 0. \] The codimension is 5, the free resolution has length 5, so \( V \) is Cohen-Macaulay.

**Magma output for \( \text{Cr}(2,5,3) \) to check whether it is Cohen-Macaulay or not**

```magma
> RR<m1,m2,m3,m4,m5,l1,l2,l3,l4,l5,n1,k1,p1,n2,k2,p2,n3,k3,p3,n4,k4,p4, n5,k5,p5,la> := PolynomialRing(Rationals(),26);
> M := Matrix(5, [m1,m2,m3,m4,m5,l1,l2,l3,l4,l5]);
> N := Matrix(3, [n1,k1,p1,n2,k2,p2,n3,k3,p3,n4,k4,p4,n5,k5,p5]);
> AA := Spec(RR);
> V:=Scheme(AA,[
  m1*n1 + m2*n2 + m3*n3 + m4*n4 + m5*n5,
  m1*k1 + m2*k2 + m3*k3 + m4*k4 + m5*k5,
  m1*p1 + m2*p2 + m3*p3 + m4*p4 + m5*p5,
  l1*n1 + l2*n2 + l3*n3 + l4*n4 + l5*n5,
  l1*k1 + l2*k2 + l3*k3 + l4*k4 + l5*k5,
  l1*p1 + l2*p2 + l3*p3 + l4*p4 + l5*p5,
  -m1*l2*la + m2*l1*la - n3*k4*p5 + n3*p4*k5 + k3*n4*p5 -
  k3*p4*n5 - p3*n4*k5 + p3*k4*n5,
  m1*l3*la - m3*l1*la - n2*k4*p5 + n2*p4*k5 + k2*n4*p5 -
  k2*p4*n5 - p2*n4*k5 + p2*k4*n5,
  -m1*l4*la + m4*l1*la - n2*k3*p5 + n2*p3*k5 + k2*n3*p5 -
  k2*p3*n5 - p2*n3*k5 + p2*k3*n5,
  m1*l5*la - m5*l1*la - n2*k3*p4 + n2*p3*k4 + k2*n3*p4 -
  k2*p3*n4 - p2*n3*k4 + p2*k3*n4,
```

> -m2*l3*la + m3*l2*la - n1*k4*p5 + n1*p4*k5 + k1*n4*p5 - k1*p4*n5 - p1*n4*k5 + p1*k4*n5, 
> m2*l4*la - m4*l2*la - n1*k3*p5 + n1*p3*k5 + k1*n3*p5 - k1*p3*n5 - p1*n3*k5 + p1*k3*n5, 
> -m2*l5*la + m5*l2*la - n1*k3*p4 + n1*p3*k4 + k1*n3*p4 - k1*p3*n4 - p1*n3*k4 + p1*k3*n4, 
> -m3*l4*la + m4*l3*la - n1*k2*p5 + n1*p2*k5 + k1*n2*p5 - k1*p2*n5 - p1*n2*k5 + p1*k2*n5, 
> m3*l5*la - m5*l3*la - n1*k2*p4 + n1*p2*k4 + k1*n2*p4 - k1*p2*n4 - p1*n2*k4 + p1*k2*n4, 
> -m4*l5*la + m5*l4*la - n1*k2*p3 + n1*p2*k3 + k1*n2*p3 - k1*p2*n3 - p1*n2*k3 + p1*k2*n3 
> ])); 
> Dimension(V); 
19 
> C := FreeResolution(GradedModule(Ideal([ 
> m1*n1 + m2*n2 + m3*n3 + m4*n4 + m5*n5, 
> m1*k1 + m2*k2 + m3*k3 + m4*k4 + m5*k5, 
> m1*p1 + m2*p2 + m3*p3 + m4*p4 + m5*p5, 
> l1*n1 + l2*n2 + l3*n3 + l4*n4 + l5*n5, 
> l1*k1 + l2*k2 + l3*k3 + l4*k4 + l5*k5, 
> l1*p1 + l2*p2 + l3*p3 + l4*p4 + l5*p5, 
> -m1*l2*la + m2*l1*la - n3*k4*p5 + n3*p4*k5 + k3*n4*p5 - k3*p4*n5 - p3*n4*k5 + p3*k4*n5, 
> m1*l3*la - m3*l1*la - n2*k4*p5 + n2*p4*k5 + k2*n4*p5 - k2*p4*n5 - p2*n4*k5 + p2*k4*n5,
> -m1*l4*la + m4*l1*la - n2*k3*p5 + n2*p3*k5 + k2*n3*p5 - k2*p3*n5 - p2*n3*k5 + p2*k3*n5,
> m1*l5*la - m5*l1*la - n2*k3*p4 + n2*p3*k4 + k2*n3*p4 - k2*p3*n4 - p2*n3*k4 + p2*k3*n4,
> -m2*l3*la + m3*l2*la - n1*k4*p5 + n1*p4*k5 + k1*n4*p5 - k1*p4*n5 - p1*n4*k5 + p1*k4*n5,
> m2*l4*la - m4*l2*la - n1*k3*p5 + n1*p3*k5 + k1*n3*p5 - k1*p3*n5 - p1*n3*k5 + p1*k3*n5,
> -m2*l5*la + m5*l2*la - n1*k3*p4 + n1*p3*k4 + k1*n3*p4 - k1*p3*n4 - p1*n3*k4 + p1*k3*n4,
> -m3*l4*la + m4*l3*la - n1*k2*p5 + n1*p2*k5 + k1*n2*p5 - k1*p2*n5 - p1*n2*k5 + p1*k2*n5,
> m3*l5*la - m5*l3*la - n1*k2*p4 + n1*p2*k4 + k1*n2*p4 - k1*p2*n4 - p1*n2*k4 + p1*k2*n4,
> -m4*l5*la + m5*l4*la - n1*k2*p3 + n1*p2*k3 + k1*n2*p3 - k1*p2*n3 - p1*n2*k3 + p1*k2*n3
> )
> C;

Chain complex with terms of degree 8 down to -1
Dimensions of terms: 0 1 16 50 97 97 50 16 1 0

This reports that the minimal free resolution of $I_V$: $0 \leftarrow R/I_V \leftarrow R \leftarrow R^{16} \leftarrow \cdots \leftarrow R \leftarrow 0$. The codimension is 7, the free resolution has length 7, so $V$ is Cohen-Macaulay. In particular in both examples $V$ is Gorenstein since the rank of the end modules in the resolution is 1.
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