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Abstract — Currently, Adaptive Educational Hypermedia (AEH) and IMS Learning Design (IMS-LD) are separate research areas, with little shared knowledge between them. Their goal, however, is the same: to design, author and implement the best possible learning experience for the learner. This paper addresses the issue of differences and similarities between AEH and IMS-LD with regard to knowledge representation and adaptation and investigates, generically, as well as for the specific case of the Layered AHS Authoring-Model and Operators (LAOS) framework, how these paradigms can benefit from each other.
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1 INTRODUCTION

Adaptation and personalization are gradually ‘seeping’ into various aspects of our daily life via the devices that we use: the Web, the phone, the Palmtop, etc. etc. It is predictable that those who will be involved in this trend at an early stage will be the research leaders of tomorrow. Personalization was added to the Web as an afterthought to solve various legacy problems (such as the 'one-size-fits-all' web, and issues of personal information security, etc.)

Adaptive Hypermedia (AH) [10] research offers solutions to these problems, although other ad-hoc ones appear everywhere - in the commercial domain as well as in the educational one. It is therefore vital to foresee upcoming trends and to prepare for them in advance; and to apply the lessons of the past especially in new developments.

IMS Learning Design (IMS-LD) [29] is a relatively new e-learning specification, with strong pedagogical roots, and a de facto emerging standard, that models pedagogical scenarios, aiming at covering various learning situations and roles. Its forefathers are design methodology and pedagogy. IMS-LD is quickly gaining popularity and is touted as being the future of all educational web-material and interaction.

Adaptive Educational Hypermedia (AEH) [11] adds personalization and adaptation to e-learning. It caters for each learner individually, for example, to her knowledge, needs, preferences, learning styles, etc., conforming to learner-centered education. Its forefathers are hypermedia (any collection of nodes and links), adaptivity (its main strength; based primarily on user models) and finally, distance learning.

The goals of both AEH and IMS-LD are thus the same [17]: to create the best possible learning experience for the learner. In this paper, we provide a more thorough comparison of these two seemingly unrelated paradigms, with respect to the data representation used, and the adaptation they provide for, to establish how they can benefit from each other.

2 REPRESENTATION AND SEMANTICS

In this section we focus on the representation of learning material and semantics in AEH and IMS-LD. In AEH, the LAOS framework [19] is one of the most comprehensive and well used frameworks for representing adaptive content for authoring. LAOS extends previous frameworks such as AHAM [6] in the sense that it introduces an even higher separation of concerns for adaptive hypermedia authoring. Thus, we can claim that comparisons made between IMS-LD and LAOS highlight differences between the IMS-LD and the AEH view in general. Therefore, we can use LAOS for the purpose of this comparison. In the remainder of this section we shall sketch
LAOS and IMS-LD and comment on the main similarities and differences.

3 COMPARISON PURPOSE AND CRITERIAD

3.1 LAOS

LAOS [18], [34] is a generic framework for authoring of AHE. It has been used by various researchers in Europe [1], [8], [32], [33] and beyond [28], [7] and extensions have been proposed [26]. LAOS stipulates five authoring layers, corresponding to the basic AHE high-level components: domain model (DM); goal and constraints model (GM) (also called pedagogical model for the educational domain); user/learner model (UM); presentation model (PM) and adaptation model (AM).

A DM is similar to a book or reference manual. It defines e-learning content, structure and meta-data, organizing information. The GM filters this large 'book', extracting elements for the learning event, and pre-orders elements; however, adaptation can still change this initial order. Importantly, the GM adds pedagogical labels and weights to concepts (e.g., to determine that material is for beginners or advanced learners, etc.). The UM stores information about the learner. The PM has information concerning a learner’s environment, such as device type (handheld versus desktop), quality of service, etc. The AM dynamically uses the above static models, via adaptation strategies (or pedagogic strategies). The AM is further detailed in the LAG model [21]. The first four layers are static layers. Their representation is concept-based. I.e., domain knowledge is represented as a concept hierarchy, with several attributes; similarly, the goal model and user model are represented as concept maps. AM is the only dynamic layer, describing the adaptive behavior of the system. The AM specifies how the ‘ingredients’ of the other layers are combined with each other into an adaptation ‘recipe’ – resulting in all possible types of adaptation: content, navigation, presentation.

3.1.1. Common Adaptation Format (CAF)

CAF [22], [23] is a portable XML format, extracting common and extraneous elements related to the way adaptive content is represented in most Adaptive Hypermedia authoring systems, and is used by popular academia systems such as AHA! [5] (as input), MOT [20], [38] (as output) but also by commercial systems such as Content instantiation of the LAOS [49] (as output). CAF is a system-independent representaion of the CAF file. A CAF XML file consists of two parts, a domain model part and a goal model part.

```xml
<CAF>
  <domainmodel>
    <concept name="Questions"/>
    <concept name="Question1">
      <attribute name="question"/>
      <attribute name="Where is Hypertext 2008?"/>
    </concept>
    <concept name="answer">
      <attribute name="Pittsburgh"/>
    </concept>
  </domainmodel>
  <goalmodel>
    <relationlink weight="1.0" label="Where is Hypertext 2008?"/>
  </goalmodel>
</CAF>
```

In the domain model, all domain maps used by the exported goal map are described (please note: there is a multi:multi relation between domain maps and goal maps, as one course, represented by a goal map, can be created from many book-like domain stores, represented by the domain maps). The DTD depicted in Fig. 1 shows that concepts can, in turn, have sub-concepts; as well as attributes that represent relevant domain concept metadata (e.g., a title, introduction, etc.); or relations, that represent relatedness to other concepts (forming connections other than the hierarchical connections). Attributes have a name and contents. Relations have a name and a relation link. The relation link connects to another concept, with which the concept is thereby associated. Such connections are established by the pedagogical experts, based on the extent of relatedness of the two concepts. In the authoring system MOT [20], for instance, this can be semi-automatically computed by the system, based on keyword frequencies in the various attributes of each domain concept.

As described previously, the goal model has the role of extracting (and pointing to) a subset of the exported domain map(s). As Fig. 1 shows, a goal map lesson has one root lesson; which, in turn, can have many sub-lessons (which can have sub-lessons, etc). The ‘link’ attribute in the DTD highlights the fact that lesson concepts are actually pointers to domain concept attributes. This link can be annotated with a weight and label, to enable adaptive systems to decide (via adaptation strategies) for which users the targeted contents are to be shown. In this way, goal maps can annotate filtered versions of the domain maps with pedagogic labels and weights. They represent therefore the first, filtered, pre-ordered version of the contents, enriched with pedagogic meta-data, and ready to be processed by the adaptation strategy.

The following example (Fig. 2) illustrates a simple DTD usage.


Fig. 2 Adaptation content example: questions and answers

Fig. 2 shows a CAF XML file with one domain map only, called ‘Questions’, with sub-concepts titled ‘Question’, etc. All concepts have a title attribute, and the questions have each a question and an answer attribute. The goalmodel part always has one lesson (since CAF only describes a lesson, and the domain maps on which it is based). In this example, the ‘lesson’ (goal map) is comprised of the above mentioned questions, in the exact same order and structure as in the original domain map. Note that in the goal map, labels (‘question’ and ‘answer’, respectively) have been added for the questions and answers.

3.1.2. Layers of Adaptation Granularity (LAG)
LAG stands for ‘Layers of Adaptation Granularity’ [21]. The LAG model extends the adaptation layer in LAOS [18], and defines three layers of adaptive behavior specification: (1) The adaptation assembly language, based on the notion of adaptivity, as outlined by Brusilovsky’s taxonomy, consists of IF-THEN rules2. Conditions and actions in these rules refer to instances of the variable values from the four static LAOS models. (2) A wrapper around these basic rules forms an adaptation language. (3) Finally, at the highest level, reusable adaptation strategies can be formed.

These strategies can be applied to more than one domain model. Thus, behavior (adaptivity), data and meta-data (contents) are kept apart. This model has been a source of inspiration for many researches on authoring and engineering of adaptive and semantic web (e.g., [4], [30], [32], [41]). The LAG language [24], a language inheriting its name from the LAG model, is an instantiation of the intermediate LAG model layer, the adaptation language layer. It allows for the creation of system-independent descriptions of adaptation. Finally, it also enables the creation of adaptation strategies, as defined by the LAG model.

Continuing the previous example, in order to add adaptation to the display of questions and answers in Fig. 2, we could use a strategy as in Fig. 3 (written in the LAG adaptation language).

```
// DESCRIPTION OF THE LAG STRATEGY
// This strategy starts by only showing the user at first entry concepts which are not answers (i.e., questions, other text). Then, it proceeds by checking if the question was accessed and
```

1 Please note that this example is shown for its brevity and for making a parallel between CAF and IMS-LD representation. For tests only, the QTI standard can also be used very efficiently.

2 IF-TTHEN rules, also popularly described in adaptive hypermedia context as ECA (event-condition-action) rules, which can be also rewritten as CA (condition-action) rules.

---

Fig. 3 Adaptation strategy example: questions and answers

This example adaptation strategy initially only displays questions; however, at the next access, answers will be made available. The strategy’s initialization section is performed only once, before the user starts the lesson. In this section, all concepts that are not labeled as answers are made visible (the rest is invisible by default) and the Boolean showanswer variable is created and initialized as false. The implementation section is repeated every time the users perform any action. Here, it is checked whether the user accessed a concept of the type question; if so, then answers can be shown, so showanswer becomes true. The result is that, after a user selects a question, its answer will show up next time he refreshes the same page. Showing an answer means allowing access to it via the menu (thus, adaptation navigation) and actually displaying it at the next visit of the question (thus, adaptation of content). If the answer is displayed on a separate page, this becomes pure adaptation navigation, whereas if a menu is not present, it will be pure adaptation of content. Thus, from a conceptual point of view, it is not necessary to separate the two adaptation types; these decisions are of a lower level and to be decided by the presentation adaptation. The strategy presented here can be extended to any number of questions, but is overly simplified here for readability (example based on ‘type-based’ strategy in [1]). Please note that the simple strategy above does not use the labels of the goal model, but the types of concepts, as defined in the domain model (Fig. 2). If we wished to use labels, we would have only to replace PM.GM.Concept.type with PM.GM.Concept.label. This illustrates how easy it is to use the same static data for different adaptation purposes. Please note that the author creating static content can be different from the one authoring dynamic content.

3.2 IMS-Learning Design
IMS-LD [28] is an e-learning specification for pedagogical scenarios. There are various players [1], [48], [39], authoring tools [47] and engines [40] for IMS-LD. It has three implementation levels of incremental expressiveness (A, B and C). They allow the modeling of Units of Learning (UoL). They describe collaboration, adaptation, adaptability or any other pedagogical method. The division into levels is as follows. Level A provides method, activities and roles. Level B adds properties, conditions, calculations, global elements and a monitoring service. Level C rounds it off with notifications [31], [45]. UoLs are made
up of a manifest, describing the adaptation, a set of resources and optional external XHML files that can improve a few features, e.g., a specific usage of properties or services. Also, every UoL is written taking a structured metaphor that defines runs, plays, acts and activities. IMS-LD provides a full XML representation model from a lesson plan to a final UoL running online. Its lifecycle is defined in three isolated steps: modeling, publishing and playing. This implies that design-time and run-time are separated. When any modification is required, the author has to re-start designing, publish the new package and play it afterward. This is similar to the authoring & delivery process in AEH. The learning roles are sharply defined, and can be assigned to different people. End-users of IMS-LD based system can be students, tutors or authors. Hence, IMS-LD is a flexible way to represent, edit and execute a variety of pedagogical models. Furthermore, some features in levels B and C allow several types of adaptation. The appropriate use of conditions, global elements, calculations, monitoring services, properties and notifications allows personalized UoL based on flow, content, interface, evaluation, a.o. [14].

The manifest.xml file below defines a similar example to the one previously described for the CAF and LAG representation: it first hides the answers and, only after the questions they belong to have been accessed, it shows them.

```xml
<properties>
  <locpers-property identifier="Question1"/>
  <datatype datatype="boolean"/>  
  <initial-value>0</initial-value>
</locpers-property>
</properties> …
```

Fig. 4 A manifest example for a UoL

### 3.3 Comparison of high-level features of LAOS and IMS-LD

#### General Content Representation:

- **Comparison:** From the point of view of representation and semantics, especially, for general representation, IMS-LD enforces using an XML format to describe properties; and global XHTML files that use these properties for its content. Although AEH also allows XML representations (like CAF), the clear difference is that there is currently not one standardized way of describing the content, and different systems may use different ways of representing the same content. The use on XML and the introduction of a standard makes IMS-LD more portable and allows a high level of re-use. This is desirable for any authoring system for e-learning, and especially for authoring of adaptive material, which is notoriously complex and time consuming. For such authoring, the ‘write-once, use many’ paradigm is vital.
- **Conclusion:** The field of AEH would, we believe, benefit from a clearly defined and well thought-through standard, and an unification of approaches. Such an approach is now currently sought after in the new EU FP7 GRAPPLE project.

#### Content extent:

- **Comparison:** Next, an IMS-LD manifest is significantly more verbose than the combination of CAF and LAG. A reason for this is that IMS-LD manifests need to specify much more information, which might or might not be relevant to the current application. This allows various enriched functionality, but costs in readability and space. Such enhanced functionality is illustrated by the following. After authoring in AEH, the author does not interact anymore with either the students or the content. This is mainly because the focus has been on creating automatic adaptation, and not on providing a software tool for teachers to communicate in real time with their students. In IMS-LD, provisions for such communication are, however, present. The latter therefore also has specific definitions of various roles, specified via the manifest.
- **Conclusion:** This shows that IMS-LD and AEH have some complementarities. In terms of educational value of the experience, both IMS-LD, with focus on people and their roles in the learning process, as well as personalization to the learner’s needs, as supported by AEH, are necessary. It is conceivable that the two approaches could co-exist together in learning systems. Such issues are explored within the GRAPPLE project in workpackages on authoring and on IMS-LD applicability.

#### Generic conceptual point of view:

- **Comparison:** From a generic conceptual point of view, both AEH and IMS-LD use a multi-layered method for describing the content and adaptation. In AEH, this is done via the authoring model layers, and in IMS-LD, via the different levels. However, the levels in AEH represent a clear separation between content, grouping of content and adaptation, whereas in IMS-LD, the division is based on certain functionality features. Past experiments [18] show that a clear separation of the adaptation from the content (such as in LAG) is very beneficial, as it allows re-use of advanced adaptation strategies created by programmers, for people with little or no programming knowledge (for example teachers).
- **Conclusion:** IMS-LD should allow for a clear separation of adaptation from content, as is
Both AEH and IMS-LD aim to provide a better learning experience tailored towards the end-users needs (i.e., teachers, learners, administration staff). Thus both provide possibilities for personalization, and, to some extent, adaptation. In this section we will be investigating the differences and similarities between AEH and IMS-LD with respect to how adaptation is achieved.

3.4 Comparison of low-level features of LAOS and IMS-LD

Static content representation:

- Comparison: Looking deeper into the data representation and semantics, we note the following. 'Static' content (called 'domain content' in AEH) is represented by IMS-LD as XHTML documents, tagged as resources, and stored as separate files (see Fig. 4). In AEH, such content can be represented in various ways (there is no standard). CAF uses the domain concept hierarchy representation, storing all data for a lesson in one file (see Fig. 2). However, the AHA! adaptation engine [5], for instance, interprets CAF data and divides it between several XHTML documents, in a fashion not that different from the IMS-LD representation.

- Conclusion: XHTML representation of static content seems to be the best way to deal with the atomic, indivisible pieces of static information, that build the building blocks of an e-learning system, and that can be reused in various sequences and configurations to allow for personalization to the learner. In our examples we describe a CAF file with a set of questions and their answers, showing the latter only after learners have seen the questions. The way questions and answers are described is not very different in CAF or IMS-LD; yet, the way the adaptation is described differs greatly. For IMS-LD, rules are described via a hierarchical XML structure. In LAG, rules are defined via a dedicated programming language. Most AEH represent adaptation at the level of adaptation assembly language (conform LAG), and formats vary: rules can be encapsulated into concepts (as in AHA! [5]), or kept separately, in XSLT sheets (as in WHURLE [39]).

Another great difference between LAOS AEH and IMS-LD lies in the issue of reusability. AEH LAG strategies can be reused to adapt different content, as long as they are written in general terms rather then for specific concepts. In IMS-LD, however, the adaptation rules are embedded within the content; this makes reuse virtually impossible. Please note that the manifest.xml files could be re-used, but this only defines a set of properties to which to adapt to, it does not specify how to adapt to these properties.

4 ADAPTATION

Both AEH and IMS-LD aim to provide a better learning environment. In this section we will be investigating the differences and similarities between AEH and IMS-LD with respect to how adaptation is achieved.

4.1 Adaptation Engineering Taxonomy

Brusilovsky's Taxonomy [10] describes almost exhaustively, from a technical, adaptation engineering point of view, the types of adaptation encountered in Adaptive Hypermedia (AH). The two main adaptation types are Adaptive Presentation and Adaptive Navigation Support. These are divided into sub-classes which we investigate in turn. Moreover, AH defines the concepts of adaptivity, as system-driven adaptation (e.g., adaptation that is induced by a rule-base reasoning system connected to the user interface) and adaptability, as user-driven changes and adaptation (e.g., adaptation that is performed via interfaces allowing users different levels of options, changes in parameters, etc., such as the setting of preferences). All types of adaptation in Brusilovsky’s taxonomy can be performed via adaptivity and adaptability, in general. However, AH systems usually aim for a low cognitive overhead for the user, thus striving towards 'pure' adaptivity. Next, we examine to what extent the classes of Brusilovsky’s taxonomy can be represented in CAF&LAG as well as IMS-LD.

4.1.1. Adaptive Presentation

Adaptive multimedia presentation

Multimedia adaptivity can only be achieved in current AEH systems at the level of access: different media, such as text, video or others, can be accessed, based on rules and guided by the user model. Such an example is the strategy that caters for visual versus verbal students, written in LAG, ‘vis/verb’ [1]. Adaptive multimedia presentations are also possible in IMS-LD. In, e.g., the ‘e-adventure’ project, an adaptive game’s story board is specified with the use of IMS-LD [37]. It is then possible to tune the game according to the learner’s profile.

Adaptive text presentation

Natural Language Adaptation

IMS-LD as of yet does not provide specific methods for natural language adaptation, nor do most current AEH systems, in spite of some early research in this area.

Canned text adaptation

Canned text adaptation (inserting/removing/altering/sorting/dimming fragments: stretchtext) is currently the most used type of adaptation in AH systems. A simple example is the Q&A strategy shown in Fig. 3. Canned text adaptation (showing and hiding fragments of text) can be done in IMS-LD as follows. In the XHTML resources of IMS-LD the authors can define their own pieces of text inside DIV layers...
(division.layers). DIV elements in IMS-LD are just used as placeholders to define ones own custom tags. Authors can thus add conditions, e.g., if a certain element should be shown or not. However, this method is not inherent to IMS-LD, but to (X)HTML in general, and it is extremely low-level (adaptation assembly language in LAG) and time consuming.

**Adaptation of modality**

Adaptation of modality, such as providing multiple language alternatives, or providing different media (videos, text, audio) could be implemented in IMS-LD, by adding all modalities to the resource files and then selecting which one to show upon certain conditions. Such adaptation is typical, for instance, for browsers, so for AEH it is less of a mainstream research direction. In CAF and LAG, such adaptation of modality can be simulated in a similar way to canned text adaptation (for different languages) or adaptive multimedia presentation (for different version of media).

### 4.1.2. Adaptive Navigation Support

**Direct guidance**

In AEH, direct guidance means often providing an (adaptive) 'Next' Button. This can be added via the LAG language with the statement: PM.GM.Next = true. In IMS-LD, direct guidance can be achieved by using DIV layers in the XHTML resources. In effect, it can then emulate menu-adaptation.

**Adaptive link sorting**

Adaptive link sorting can, in theory, be done in the same way as hiding and showing of text. In IMS-LD, different DIV layers could be defined with the correct sorting, and the right one showing at the right moment. However, links cannot actually appear in different orders, just at different learning stages. In LAG, a simple version of sorting is achieved by using the 'To Do' list, that specifies which links to access next: PM.GM.ToDo = true.

**Adaptive link Hiding**

Adaptive link hiding can be performed in the same fashion as the hiding and showing of text. In IMS-LD this can be implemented, since hiding and showing can be performed over resources. In LAG, the following expression will hide not only the respective concept, but also the link (e.g., in the 'To Do' list) to that concept: PM.GM.Concept.show = false.

**Adaptive link annotation**

Again, in IMS-LD, using DIV layers in the XHTML resources of the IMS-LD makes it possible to obtain link annotation. In the conversion to AHA! [5] of LAG, links to concepts in the menu illustrate adaptive link annotation, via bullets colored in the traditional (pseudo-)traffic-light colors (green, for ready to visit; red, for not appropriate yet; white, for already seen).

**Adaptive link generation**

Adaptive link generation means providing links on the fly where no links were provided before. This can be, for instance, from a database of links, or from the open web. In AEH (thus in CAF and LAG), links to concepts are provided on the fly when the concepts are appropriate for the learner, so from this point of view, they are adaptively generated links. For IMS-LD, adaptive link generation would require the ability to change the XHTML resources at run-time. IMS-LD allows some limited changes on the fly, via a UoL run-time. As long as the possibility has previously been provided for at design-time, (permanent) links can be added at run-time, by either a teacher or a student. This represents adaptable (but not adaptive) link generation.

**Map adaptation**

Adaptive maps can be achieved in a number of ways. For IMS-LD, the most labor-intensive approach for the author would be to create a picture for every possible version of the map. A smarter method would be to have the map drawn by DIV elements defined in some style sheet. However, this is too demanding for current authoring tools. For AEH there is some new research in this direction [11], but most current systems don’t provide it.

### 4.2 Pedagogy-based Adaptation Classification

In a literature study that analyzes adaptation from the point of view of its pedagogical goal, instead of a technical viewpoint, eight different kinds of adaptation in eLearning systems were defined [15]: Interface based, Learning flow based [41], Content based, Interactive problem solving support [36], Adaptive information filtering, Adaptive user grouping, Adaptive evaluation, and Changes on-the-fly [44]. This classification was previously used [14], [15] to describe (and defend) the expression power in terms of adaptation for IMS-LD. Therefore, after analyzing how IMS-LD compares in terms of AH and AEH adaptation, we now investigate how AEH systems in general, and CAF & LAG in particular, can cope with the demands of this classification. The results are shown side-by-side with the IMS-LD results. For the sake of knowledge exchange between these domains, we also map this new classification over Brusilovsky’s taxonomy.

#### 4.2.1. Interface Based Adaptation

Interface adaptation is based on menu options, navigation facilities and visualization facilities. In such general terms, this type of adaptation would reflect on basically all aspects of Brusilovsky’s taxonomy. More specifically, it can reflect on adaptation performed on such interface aspects as menus (items), display options, size of windows, fonts, etc. Thus, this is the most commonly encountered type of adaptation in AEH. Examples can be found at [1], e.g., the 'Beginner/Intermediate/Advanced' strategy uses adaptive navigation support to color recommended links green, non-recommended ones red, etc., guiding learners through these three learning stages (from beginner to advanced).

For IMS-LD, this issue relates to the user interface provided with IMS-LD players such as the CopperCore.
player [48], the Reload Player [4] and Sled [45]. The current generation of these tools does not provide facilities to allow interface adaptation at run-time, although Sled can be customized during the set-up using stylesheets. Current IMS-LD players cannot change the size and position of their panels or working areas, the definition of their windows (adaptation of modality) or any other navigation facility (adaptive navigation support). These players cannot change basic features, like font-size, font-color, font-type or alignment, either. However, limited adaptation is possible inside the Unit of Learning, if we use two resources: DIV and environments. DIV layers can be shown and hidden at run-time by any of the main participants in the learning process (student, teacher, and set of rules). Inside a DIV layer we can define the different options and/or the look and feel of the same content, meaning a de facto interface-based adaptation. Furthermore, environments can provide different set-ups (contents, approaches, views) related to the same Unit of Learning, leading to a final personalized interface. Although neither of these two solutions (DIV layers and environments) is based on the external wrapper/player, they can provide a simulation of interface adaptation.

4.2.2. Learning Flow Based Adaptation

Generally speaking, adapting the learning flow means creating different sequences of learning events for the different learners. This is actually fundamental in AEH, where different paths are generated based on user models. A learning flow example for AEH, where a learner can choose between a visual, verbal or neutral presentation, is the ‘vis/verb’ strategy at [1].

For IMS-LD, describing an adaptive learning flow uses four (out of the five) Level elements [13]: properties, calculations, global elements and conditions. In addition, monitoring services can be added to track the students’ behavior and allow the teacher to adapt the flow dynamically*: e.g., ‘Learning to Listen to Jazz’ (all examples are at [35]). A student can learn about four different Jazz styles in a sequential way, and he can choose between a thematic itinerary and a historical itinerary, following different milestones in the course. This would correspond to adaptable navigation support in AEH (i.e., not system-driven adaptation, but user-driven adaptability and control). An additional example is ‘GeoQuiz 3’ where the activities are defined by the performance of a student after answering an evaluation form. Depending on the final score and the related level acquired, one or another activity is shown. Here, actual adaptivity (system-driven adaptation), in the form of canned-text AEH adaptation is portrayed. Thus, the description of an adaptive learning flow is mainly based on four IMS-LD elements at Level B: properties, calculations, global elements and conditions. All these elements exist in Adaptive Hypermedia as well.

4.2.3. Content Based Adaptation

Content Based Adaptation, as in personalization based on domain content, is also fundamental to AEH systems, and can be performed via adaptability, but mostly, it is performed via adaptivity (system-control). E.g., the ‘Roll-out’ LAG strategy in [1] allows for different content to be displayed to the same learner when revisiting a page, thus taking into account his new experience and learning state. If content is regarded as activity content, such content adaptation can be achieved in AEH by switching between the showing and hiding of several linked environments. E.g., show or hide an HTML page containing a frame with the linked environment (for example, youtube videos, or websites).

In IMS-LD, the content of an activity needs a resource linked to the element ‘Activity Description’. Although this link cannot be changed at run-time, three other elements can be modified dynamically: 1) the content inside an XHTML resource, defining classes and DIV layers that can be hidden and shown based on certain parameters; 2) the content of pre-defined properties/variables, that can be replaced with other content typed-in on-the-fly by the learner; 3) the content of an activity can be adapted by switching, showing or hiding one of several linked environments. Examples are ‘Learning Activities with Conditions’, where a student decides the granularity level that he wants and ‘From Lesson Plan to LD Level B’, where again a student takes control and switches on or off the audio support of the uOL [35]. These examples map to AEH adaptability. An additional approach to content-based adaptation is through the modification of contents linked to fixed resources and based on external tools. For instance, a resource linked to a wiki service hosted outside an IMS-LD uOL could adapt its content dynamically, based on students’, tutors’ or authors’ contributions. This also maps to AEH adaptability, based on interaction of several users and user types (thus is not adaptation).

4.2.4. Interactive Problem Solving Support

This type of adaptation involves helping students to solve problems, in a gradual, adaptive way. Adaptive Hypermedia can produce interactive problem solving support, similar to that which we saw in section 2. For example, one could create a set of questions, and gradual hints for the students, in order for them to find the right answers. One of the first AEH systems, the LISP tutor [2], was based on interactive problem solving. Adaptive Hypermedia however does not offer any support for author or teacher interference with the run-time flow. For IMS-LD, the latter type of interaction is more appropriate. I.e., problem support can be carried out 1) by a tutor editing previous hints, 2) by executing specific design-time rules, or 3) by a combination of both mechanisms. An example is ‘What is Greatness’ [35], where the tutor moderates the contributions of a group of students on an open question, providing access to the next step when the tutor thinks that the current one is finished.

4.2.5. Adaptive Information Filtering

Adaptive Hypermedia relies heavily on information filtering. If we look at LAOS, then the Goal Map collects and filters information from the domain maps. The adaptation then does the lower granularity filtering, to show

---

*a Please note that this is different from AEH adaptation, which is predefined, and cannot be interfered with during runtime.*
the user exactly what is appropriate, according to his profile. Thus, AEH and some of its methodology (especially the research on open corpus adaptive hypermedia) is related to adaptive information filtering, but, as to date, they are still different areas. IMS-LD is not designed to provide adaptive information retrieval or filtering. Some rudimentary facilities are available through the index search service.

4.2.6. Adaptive User Grouping
In IMS-LD, by using management systems provided by several IMS-LD tools and engines – Coppercore, Reload, CopperAuthor [47], once the UoL is published, the administrator (e.g., the teacher) can add or delete users and assign them to a specific run of that UoL. This means a de facto grouping [12]. However, the dynamic creation of roles after the publishing process is not currently possible. Once a definition of roles or stakeholders is available, and a UoL run is defined, specific users can be added to, or removed from, any of these groups and these users can play the run. There is currently no support for adaptive user grouping in Adaptive Hypermedia, although research is on its way.

4.2.7. Adaptive Evaluation
Adaptive Evaluation can be performed in Adaptive Hypermedia. In LAG, for example, scores could be kept in user model variables, and then used to adapt the content the user sees to the scores of previously performed evaluations. In IMS-LD, taking the performance of a student in a Unit of Learning as input, a full set of parameters can be stored in local properties to be used in the adaptation of formative or summative evaluations. In Geo Quiz 3, certain actions and answers of a student can be allocated into variables pre-defined at design-time and they can also be interpreted at run-time following a set of rules. In this way, both the evaluation system and the content itself, and even the interpretation of the results, can change for each student.

4.2.8. Changes On-the-fly
In IMS-LD, with the current tools, once a UoL is published it is not possible to change structure, method or definition of basic parameters (such as conditions or properties). However if a UoL is so designed, a tutor is able to change the way a student perceives the course and the flow: 1) the tutor can update the content, based on pre-defined content or on new contributions; and 2) the tutor can also influence the learning itinerary, uploading files, showing and hiding content elements and structure elements, etc. This means that a tutor is able to change things on the run, as long as he had previously defined that possibility in design-time.

After authoring in AEH, the author normally does not interact anymore with either the students or the content. This is mainly because the focus has been on creating automatic adaptation and not on providing a software tool for teachers to communicate in real time with their students. Therefore, adaptation on the fly as in IMS-LD is currently not possible in Adaptive Hypermedia.

5 RESULTS SUMMARY ACCORDING TO OUR COMPARISON CRITERIA
In Table 1 we present a brief summary of our comparison. The table shows the types of adaptation we analyzed, and whether these types can be achieved using IMS-LD or AEH, and formalizes the comparison in terms of inputs, outputs, interaction, restrictions, synchronization. For example, the comment for adaptive multimedia presentation reads: for IMS-LD, it allows user model input, but not output, and there is no synchronous multi-media; for AEH, inputs are allowed from user – presentation – domain – and goal model, and outputs can be changes in the user – or presentation model (e.g., a user model variable is updated); also, the only possible synchronization with multimedia is with SMIL [46]. The table gives an overall idea of how IMS-LD and CAF & LAG can benefit from each other. CAF & LAG already convert to many formats (such as RDF [42], IMS-QTI, IMS-CP ) and systems (such as Blackboard [9], WHURLE [39], etc.). Therefore, a straightforward step would be to export CAF content and LAG strategies into IMS-LD – at least to the extent to which this is possible, as suggested by Table 1.

<table>
<thead>
<tr>
<th>Type</th>
<th>IMS-LD</th>
<th>AEH</th>
<th>CAF &amp; LAG</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive multimedia presentation</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM,DM,GM)^ ∃ synch(MM)</td>
</tr>
<tr>
<td>Natural Language Adaptation</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: ∼ (UM) ^ ∃ (PM)</td>
</tr>
<tr>
<td>Canned text adaptation</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM,DM,GM)^ ∃ R(DIV layers)</td>
</tr>
<tr>
<td>Adaptation of modality</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM)^ ∃ R(DIV layers)^ ∃ (menu)</td>
</tr>
<tr>
<td>Direct guidance</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM)^ ∃ R(DIV layers)</td>
</tr>
<tr>
<td>Adaptive link sorting</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM)^ ∃ R(DIV layers)</td>
</tr>
<tr>
<td>Adaptive link hiding</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM)^ ∃ R(DIV layers)</td>
</tr>
<tr>
<td>Adaptive link annotation</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM)^ ∃ R(DIV layers)</td>
</tr>
<tr>
<td>Adaptive link generation</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: (UM)^ ∃ (PM)^ ∃ R(DIV layers)</td>
</tr>
<tr>
<td>Map adaptation</td>
<td>✅</td>
<td>✅</td>
<td>✅</td>
<td>IMS-LD: ∼ (UM)^ ∃ (PM)^ ∃ R(DIV layers)</td>
</tr>
</tbody>
</table>
In yet another application domain, the research into Pattern Languages [25] at the University of Oregon, for planning its campus layout could be considered related, in the sense that this research uses pattern languages to be able to adapt to changes in campus development. This type of research shows the flexibility of using patterns in defining adaptation, and, as a next step, special purpose languages for adaptation, as in the current paper.

Authoring and pattern languages go hand in hand, as shown for the domain of e-learning [16]. This research is still a work in progress, as is the one in [4], in which a simpler authoring system for reusable rules for IMS-LD is being designed. The latter is attempting to marry IMS-LD with AEH concepts.

However, there is as yet very little research on generic languages that allow authoring and engineering of adaptive learning material in such a way that reuse of material is allowed.

7 CONCLUSION AND FURTHER WORK

What does adaptation actually comprise? It is a term (mis)used in many ways: some consider adaptation to be personalization, i.e., changes in a (learning) system that reflect changes in the user (learner). Others look further and include in the term changes related to the (perceived) quality of service of the respective (learning) system, to device used (e.g., handheld versus desktop, etc.). As we saw in section 5, adaptation can also be seen in a much broader sense, e.g., of adapting, for example, campus planning towards its users needs, etc. One of the problems therefore to compare systems that claim to provide adaptation and personalization, generally speaking, but in particular, for the e-learning field, is the fact that the definitions used for the term ‘adaptation’ vary greatly.

In this paper, we have felt compelled, therefore, to use two definitions of adaptation, one based on the famous Adaptive Hypermedia taxonomy by Brusilovsky [10], and the other, a pedagogy-based adaptation classification, most used to describe adaptation in IMS-LD [15], in order to merge the concept of adaptation in personalized distance learning for these two fields. We have seen that, whilst adaptation is possible to some extent in IMS-LD, it is clear that this field would benefit from the previous findings in AH and AEH in particular. Conversely, AEH doesn’t provide for specific features that are required for flexible pedagogical settings, such as on-the-fly changes, multiple user roles, etc. From AEH systems point of view, the current view is that such functionality can be provided externally, by other systems. However, adaptivity, could also be adaptivity to collaborative groups. In such cases, for instance, adaptation and roles are intrinsically related, so a merged solution needs to be found. The precise extent both AEH and IMS-LD support adaptation to
8 APPENDICES

8.1 LAG Grammar

PROG → DESCRIPTION VARIABLES INITIALIZATION IMPLEMENTATION

DESCRIPTION → "text" | "text"

VARIABLES → "text" | "text"

INITIALIZATION → initialization (STATEMENT)

IMPLEMENTATION → implementation (STATEMENT)

STATEMENT → IFSTAT | WHILESTAT | FORSTAT | BREAKSTAT | GENSTAT | IFSTAT | IFTHENSTAT | ELSESTAT | IFNOTSTAT | PREREQ

IFSTAT → if CONDITION then (STATEMENT)*

WHILESTAT → while WHILECONDITION (STATEMENT)* [TARGETLABEL]

FORSTAT → for RANGE do (STATEMENT) [TARGETLABEL]

BREAKSTAT → break [TARGETLABEL]

CONDITION → Attribute (CONDITION)|VALUE | PREREQ | RANGE | "integer"

PREREQ → ATTRIBUTE COMPARE VALUE

TARGETLABEL → "text" | "text"

SOURCELABEL → "text"

ATTRIBUTE → GENCONCEPTATTR | PECCONCEPTATTR | GENCONCEPT

GENCONCEPT → TATTR | LAOSCONCEPTMAP | CONCEPTATTR | LAOCONCEPTMAP | CONCEPTATTR | LAOCONCEPTMAP | CONCEPTATTR | LAOCONCEPTMAP | CONCEPTATTR | LAOCONCEPTMAP | CONCEPTATTR | LAOCONCEPTMAP | CONCEPTATTR | LAOCONCEPTMAP | CONCEPTATTR

GENSTAT → IFSTAT | WHILESTAT | FORSTAT | BREAKSTAT | GENSTAT | IFSTAT | IFTHENSTAT | ELSESTAT | IFNOTSTAT | PREREQ

CM → CONCEPT → Concept | "text"

ATTR → Attribute | "text"

ATTRATTR → type | order | next | ToDo | menu | show | access | visited | "text"

SPECCONMAP → "text"

SPEC → "text"

SPECATTR → "text"

OP → = | == | != | | == | |

COMPARE → < | > | in

VALUE → true | false | "text"

8.2 LAG Grammar Semantics

PROG: A LAG strategy or procedure, containing a set of instructions (programming constructs) defining the user and presentation adaptation in an adaptive hypermedia environment.

DESCRIPTION: The description of PROG; contains a natural language description of the behavior of the adaptive strategy; it serves as the label (meta-description) for the whole strategy. It is important, as laic (non-programmer) authors should be able to extract from it the necessary elements to make a decision about using this adaptation or not.

VARIABLES: The variables of PROG; contains the list of variables that are used in the adaptive strategy. This information can be used by a laic (non-programmer) author to decide what attributes of the GM (goal and constraints model) should be filled-in for this strategy.

INITIALIZATION: The static initialization part of PROG; here, the initial experience of the user, when entering the adaptive environment, is described. This is so that a user doesn’t enter a void environment. Here, all the default decisions are set. Adaptive environments which are adaptable but not adaptive can only render this part.

IMPLEMENTATION: The dynamic implementation part of PROG; here, the interactivity between the adaptive environment and the user is described (e.g., the effect of user clicks).

STATEMENT: The LAG language is a simple language built of a number of programming constructs, or statements, as follows:

IFSTAT: This statement is similar to IF statements in other programming languages, and is used for condition-action rules; the exact syntax is given in the grammar. This is the basic building block of the adaptation language. Any other (higher level) building block is translatable to it, as all adaptive hypermedia environments use this as the basis of adaptation.

WHILESTAT: This statement is similar to WHILE statements in other programming languages, and is used for loops; the exact syntax is given in the grammar.

GENSTAT: This statement uses the hierarchical structure in the DM (domain model) and GM (goal and constraints model) for adaptive navigation. It specifies that more general concepts, higher in the hierarchy than the current concept, will be displayed to the user, given that the condition(s) is (are) fulfilled. It is currently not available for the MOT2AHA conversion; instead, the child-parent relation can be used.

More info at:
http://www.dcs.warwick.ac.uk/~acristea/MOT/help/
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