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Abstract

We develop a method for finding all rational points of bounded height on a variety defined over a number field $K$. Given a projective variety $V$ we find a prime $p$ of good reduction for $V$ with certain properties and find all points on the reduced curve $\bar{V}(\mathbb{F}_p)$. For each point $\bar{P} \in \bar{V}(\mathbb{F}_p)$ we may define lattices of lifts of $\bar{P}$: these lattices contain all points which are congruent to $\bar{P} \mod p$ satisfying the defining polynomials of $V$ modulo a power of $p$. Short vectors in these lattices are possible representatives for points of bounded height on the original variety $V(K)$. We make explicit the relationship between the length of a vector and the height of a point in this setting. We will discuss methods for finding points in these lattices and how they may be used to find points of $V(K)$, including a method involving lattice reduction over number fields.

The method is implemented in Sage and examples are included in this thesis.
Chapter 1

Introduction

Let $V$ be a variety defined over a number field $K$. A basic problem of explicit arithmetic geometry is to determine the set $V(K)$ of $K$-rational points of $V$. Common variants of this question include determining the set of all points of $V(K)$ of height up to some bound, proving that no such points exist or finding a single point of $V(K)$. For example, in performing a descent on an elliptic curve $E/K$ one constructs homogeneous spaces $C/K$ which are smooth curves of genus one; one wishes to find a single point of $C(K)$.

A family of methods for finding rational points if the variety is a curve $C$ over $\mathbb{Q}$ have been suggested, more or less independently, by several people. In these methods one determines a lattice (a free $\mathbb{Z}$-module of rank $N + 1$, if $C \subset \mathbb{P}^N(\mathbb{Q})$) of points that are “near” $C$. Short vectors in the lattice correspond to points near or on $C$. These may be found by enumeration of lattice vectors (such as the algorithm of Fieker and Pohst [14]) or via lattice reduction (such as LLL-reduction [21]). In the work of Elkies [13] this lattice contains rational points that are near the curve under the usual Euclidean norm. The idea of constructing lattices of points that are $p$-adically near $C$ for some prime $p$ has been suggested by Heath-Brown [17] and further developed and implemented by Watkins [32], Womack [33] and Long [22] when $C$ is an intersection of two quadrics in $\mathbb{P}^3$. Roberts developed and implemented this for quadric intersections defined over function fields $\mathbb{F}_q(t)$ in [26].

The reports by Cremona and Roberts [11] and Cremona, Roberts and the author [10] contain the most comprehensive accounts of such methods so far. They describe a method for finding rational points on any smooth, irreducible curve in $\mathbb{P}^2$ or $\mathbb{P}^3$ defined over $\mathbb{Q}$ or $\mathbb{F}_q(t)$. The idea of extending such a method to curves defined over number fields is mentioned in [10].

A version of this method for varieties defined over $\mathbb{Q}$ has been implemented
in Magma [4] by Mark Watkins as \texttt{PointSearch}(S, H): given a scheme $S$ defined over $\mathbb{Q}$ in either affine or projective space, it will find rational points of height less than $H$ using a $p$-adic method. It provides a flag to choose whether to find all such points or to stop after only one point has been found. The \texttt{PointsQI} function finds rational points of bounded height in the special case of quadric intersections defined over $\mathbb{Q}$. There is no published work explaining or justifying these methods, except for a brief online note by Watkins [32].

In this thesis we define several related lattice-based methods for finding rational points on varieties defined over a number field $K$. We deal with important complications that do not arise in the case of varieties defined over $\mathbb{Q}$. We give a full explanation and justification of how to construct $\mathcal{O}_K$-lattices of lifts for varieties of any dimension $\geq 1$.

Let $V \subset \mathbb{P}^N(K)$ be a variety defined over a number field $K$ by homogeneous polynomials in $K[X_0, \ldots, X_N]$. By reducing these polynomials modulo a suitable prime $p$ and finding points on the resulting reduced variety $\bar{V}$ we obtain a finite list of reduced points that comprise $\bar{V}(\mathbb{F}_p)$. Each point of $V(K)$ reduces to one such reduced point $\bar{P}$ modulo $p$. For each $\bar{P}$ we may construct a sequence $(L_i)_{i \geq 1}$ of \textit{lattices of lifts}: $\mathcal{O}_K$-modules inside $\mathcal{O}_K^{N+1}$ containing all vectors $x$ such that $x \equiv \bar{P} \mod p$ and $F(x) \equiv 0 \mod p^i$. We use Hensel lifting to refine the points to solutions modulo higher powers of $p$. Each $K$-rational point of $V$ can be represented by a vector in $L_i$ for some reduced point $\bar{P}$. Our aim is to find all rational points on $V$ with height up to some bound. After fixing a lattice of lifts $L_i$, points of small height on $V$ reducing to $\bar{P}$ mod $p$ are represented by short vectors in $L_i$. We find short vectors either by lattice enumeration or by using a method involving lattice reduction (described by Cremona and Roberts in [11]) which reduces the rank of the lattice. This reduction in the rank of the lattice reduces our search to a subvariety of $V$ which will usually have smaller dimension. In the case where $V$ is a curve, this reduction of rank means that we may find points of small height on $V$ by solving a system of polynomials that defines a variety of dimension 0.

We begin in Chapter 2 by collecting some basic information about number fields and about varieties which we will need in later chapters. In Chapter 3 we recall the definition of height for a projective point and link it to a notion of length for vectors in $K^n$. This is one part in which our situation is quite different from the case of varieties over $\mathbb{Q}$ since we may have infinitely many units in $\mathcal{O}_K$—these will affect the length of a vector. A potentially useful consequence of this work is that we may use it, combined with a lattice enumeration method (such as that explained in Chapter 7), to find all points of $\mathbb{P}^N(K)$ with height up to some bound.
To reduce the variety $V$ modulo a prime $p$ we first need to find a suitable $p$.

The difference here from the rational case is that not every prime ideal is principal.

In Chapter 4 we explain why we choose to work with principal primes, describe some other attributes of the primes with which we prefer to work and explain an algorithm for constructing them.

Chapter 5 explains how to systematically construct suitable $p$-adic lifts of a point $\bar{P}$ on a reduced variety $\bar{V}$. We begin with the case of curves before generalising to varieties of any dimension. This is an important improvement on the descriptions of [32], [11] and [10], as we describe this procedure to arbitrary $p$-adic precision. We achieve this by ignoring issues of linear dependence and by generalising the linear forms defined by gradient vectors and quadratic forms defined by Hessian matrices to higher degrees.

We explain what is meant by an $O_K$-lattice in Chapter 6 and we explain how to use the set of lifts defined in Chapter 5 to define an $O_K$-lattice of lifts. We recall the concept of lattice index for $O_K$-lattices, show that the index of our lattice of lifts $L_i$ is a power of $p$ and find bounds for its exponent.

In Chapter 7 we convert an $O_K$-lattice to a $\mathbb{Z}$-lattice by restricting scalars and find points using existing lattice enumeration techniques. This means an increase in rank: an $O_K$-lattice of rank $n$ becomes a $\mathbb{Z}$-lattice of rank $nd$ where $d$ is the degree of $K$ over $\mathbb{Q}$. The Gram matrix by which we specify a $\mathbb{Z}$-lattice has entries in $\mathbb{R}$ represented by floating-point numbers. We give the details about precision in floating-point arithmetic that we need and calculate the appropriate adjustment in length needed to compensate for the fact that the Gram matrix is not given exactly.

In [11] Cremona and Roberts explain how, by constructing a lattice of lifts with large index and performing LLL reduction on a lattice basis, we can reduce our search for points of bounded height to a sublattice of our lattice of lifts with smaller rank. In Chapter 8 we survey the existing forms of lattice reduction for $O_K$-lattices and explain Cremona and Roberts’ idea. We show that, with the right kind of lattice reduction, one can apply such a technique over imaginary quadratic fields and we demonstrate a problem with this for other number fields. We cannot conclude whether or not this is possible for number fields in general.

By discussing what kind of lattice reduction is needed we see that, unfortunately, the hope we expressed in [10] that we could use Fieker and Stehlé’s lattice reduction [15] for such a technique was wrong. However, we do show that the lattice reduction described by Napias in [23] (and probably that of Fieker and Pohst from [14]) can be used for number fields whose ring of integers is a euclidean ring. Although we conclude that we only know a handful of number fields over which we
can use lattice reduction in this way, the information provided in this chapter could be a starting-point for future work on $\mathcal{O}_K$-lattice reduction that would allow the technique of reducing the rank of the lattice to be used in more generality.

In Chapter 9 we gather material from the rest of the thesis to describe algorithms for finding points on varieties. We give some examples of points found on curves over number fields using one of these methods. Some of the algorithms described in this thesis have been implemented in Sage [30] and we hope that after some further work these methods will be included in future releases of Sage.
Chapter 2

Varieties over Number Fields

None of the material in this chapter is new, but it serves to remind us of important basic results and fix our notation. Much of this material may be found in [5], [24] and [28].

2.1 Number Fields

Let $K$ be a number field of degree $d$ and let $\mathcal{O}_K$ be the ring of integers of $K$.

**Definition 1.** We say that $\alpha_1, \ldots, \alpha_d \in \mathcal{O}_K$ form an integral basis for $K$ if $K = \bigoplus_{i=1}^{d} \mathbb{Q}\alpha_i$ and $\mathcal{O}_K = \bigoplus_{i=1}^{d} \mathbb{Z}\alpha_i$.

**Theorem 2.1** (Theorem 4.1.8 of [5]). Let $K$ be a number field of degree $d$.

1. There exists an $\alpha \in K$ such that $K = \mathbb{Q}(\alpha)$. Such an $\alpha$ is called a **primitive element** and its minimal polynomial over $\mathbb{Q}$ is irreducible of degree $d$.

2. There exist exactly $d$ field embeddings of $K$ into $\mathbb{C}$. They are the maps $\sigma_j : \alpha \mapsto \theta_j$ where the $\theta_j \in \mathbb{C}$ are the roots of the minimal polynomial of $\alpha$. These embeddings are $\mathbb{Q}$-linear.

**Definition 2.** The **signature** of $K$ is a pair $(r_1, r_2)$ where $r_1$ is the number of real embeddings of $K$ whose images lie in $\mathbb{R}$ and $2r_2$ is the number of complex embeddings whose images are not contained in $\mathbb{R}$.
The $2r_2$ complex embeddings come in pairs: if $\sigma_j$ is a complex embedding sending $\alpha$ to $\theta_j$ then there is an embedding $\bar{\sigma}_j$ that sends $\alpha$ to $\bar{\theta}_j$. We will adopt the convention of numbering the real embeddings of $K$ by $\sigma_1, \ldots, \sigma_{r_1}$ and the complex embeddings by $\sigma_{r_1+1}, \ldots, \sigma_{r_1+2r_2}$ so that $\sigma_{r_1+k} = \bar{\sigma}_{r_1+r_2+k}.$

**Definition 3.** Let $x \in K$. Then the (field) **norm** of $x$ is given by

$$N(x) = \prod_{j=1}^{d} |\sigma_j(x)|.$$ 

Note that the norm is always non-negative.

### 2.1.1 Ideals and norms

We use the word **ideal** to refer to fractional ideals of $\mathcal{O}_K$ and reserve the term **integral ideal** for those ideals contained in $\mathcal{O}_K$. Every ideal is an $\mathcal{O}_K$-module of rank 1. An ideal of $\mathcal{O}_K$ is **principal** if it is generated as an $\mathcal{O}_K$-module by a single element $a \in K$; such an ideal $a\mathcal{O}_K$ may also be written $\langle a \rangle$.

**Definition 4.** An integral ideal $p$ of $\mathcal{O}_K$ is called a **prime ideal** if $\mathcal{O}_K/p$ is an integral domain.

**Definition 5.** The **norm** of an integral ideal $a$ of $\mathcal{O}_K$ is the cardinality of the finite ring $\mathcal{O}_K/a$. It is denoted $N(a)$. We extend this definition to fractional ideals by multiplicativity: if $c = ab^{-1}$ where $a$ and $b$ are integral ideals, then

$$N(c) = \frac{N(a)}{N(b)}.$$ 

The norm of a fractional ideal is a rational number, not necessarily an integer.

**Lemma 2.2** (Proposition 4.6.15 of [5]). Let $x \in K$. Then

$$N(x) = N(\langle x \rangle).$$ 

**Definition 6.** We say that two ideals $a, b$ of $\mathcal{O}_K$ are **equivalent** if there exists $a \in K^*$ such that

$$a = \langle a \rangle b.$$ 

The set of equivalence classes of ideals of $\mathcal{O}_K$ form a group called the **class group** of $K$ that is denoted by $\text{Cl}(K)$. 
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The class of principal ideals is the identity class of \( \text{Cl}(K) \). If the class group \( \text{Cl}(K) \) is trivial then all ideals of \( \mathcal{O}_K \) are principal and \( \mathcal{O}_K \) is a principal ideal domain.

**Definition 7.** Let \( \alpha_1, \ldots, \alpha_d \) be an integral basis for \( K \). Then

\[
D(K) = (\det(\sigma_j(\alpha_i)))_{ij}^2
\]

is a non-zero integer called the **discriminant** of \( K \).

**Proposition 2.3** (Theorem 7.1.2 of [29]). Every class of \( \text{Cl}(K) \) contains an integral ideal \( a \) of \( \mathcal{O}_K \) satisfying

\[
N(a) \leq \sqrt{|D(K)|} \left( \frac{4}{\pi} \right)^{r_2} \frac{d!}{d^d}.
\]

The quantity \( \sqrt{|D(K)|} \left( \frac{4}{\pi} \right)^{r_2} \frac{d!}{d^d} \) is called the **Minkowski bound** for \( K \) and it depends only on the discriminant and signature of \( K \).

**Corollary 2.4.** The class group of \( K \) is finite.

**Proof.** There are only finitely many ideals with a given norm, so this follows from Proposition 2.3. \( \square \)

The cardinality of the class group is called the **class number** of \( K \) and is given by \( h_k = |\text{Cl}(K)| \).

### 2.1.2 Primes, valuations and places

**Theorem 2.5** (Theorem 4.6.14 of [5]). Every fractional ideal \( a \) of \( \mathcal{O}_K \) can be written in a unique way as

\[
a = \prod_p p^{v_p(a)},
\]

where the product runs over a finite set of prime ideals and each \( v_p(a) \) is in \( \mathbb{Z} \). The ideal \( a \) is an integral ideal if and only if all \( v_p(a) \) are non-negative.

The quantity \( v_p(a) \) is the **valuation** of \( a \) at \( p \). We can define valuations on \( K \) by considering the valuation of a principal ideal: if \( x \in K \), \( v_p(x) = v_p(⟨x⟩) \). Each prime ideal \( p \) defines a non-Archimedean **absolute value** \( |.|_p \) on \( K \) which is related to the valuation by \( |x|_p = N(p)^{-v_p(x)} \). The embeddings \( \sigma_1, \ldots, \sigma_d \) define the Archimedean absolute values of \( K \), given by \( |\sigma_j(x)| \).

The equivalence classes of absolute values on \( K \) are called the **places** of \( K \). The **finite places** are defined by the non-Archimedean absolute values associated to
the prime ideals of $K$ and the infinite places are given by the Archimedean absolute values associated to the embeddings of $K$ into $\mathbb{R}$ and $\mathbb{C}$ with $\sigma_{r_1+j}$ being identified with $\sigma_{r_1+r_2+j}$ because $|\sigma_{r_1+j}(x)| = |\sigma_{r_1+r_2+j}(x)|$ for all $x \in K$ and $1 \leq j \leq r_2$. Therefore there are $r_1+r_2$ infinite places of $K$. The set of all places of $K$ is denoted $M_K$; $M_K^\infty$ denotes the infinite places and $M_K^f$, the finite places. We associate a number $n_j$ to each infinite place as follows:

$$n_j = \begin{cases} 
1 & \text{if } \sigma_j \text{ is real} \\
2 & \text{if } \sigma_j \text{ is complex.}
\end{cases}$$

It will sometimes be convenient to consider each Archimedean absolute value as being associated to an infinite place of $K$ rather than to an embedding. With this in mind, we define $|x|_j = |\sigma_j(x)|^{n_j}$ for each $1 \leq j \leq r_1+r_2$. For complex embeddings, this is a slight abuse of notation as $|.|_j$ is not an absolute value (it does not satisfy the triangle inequality) but this will not be of any importance to us. The $n_j$ is called the local degree at this infinite place. There is a corresponding definition of local degree for finite places, but our definition of $|.|_p$ has already been normalised to take this into account. We will change between using $|\sigma_j(x)|$ and $|x|_j$ dependent on context.

**Proposition 2.6** (Product Formula, Theorem 2 of IV.4 of [3]). For any $x \in K^*$ we have

$$\prod_{v \in M_K} |x|_v = 1;$$

therefore

$$\sum_{v \in M_K} \log(|x|_v) = 0,$$

with the normalisation that $|x|_j = |\sigma_j(x)|^{n_j}$ for each infinite place of $M_K$.

### 2.1.3 Decomposition of primes

This material can be found in Section I.8 of [24]. Let $L/K$ be an extension of number fields. For any prime $q$ of $L$ there exists a prime ideal of $K$ such that one has the relation

$$q \cap \mathcal{O}_K = p.$$
We say that $q$ is a prime above $p$ and that $p$ lies below $q$. If $p$ is a prime of $K$ then $p$ decomposes in $L$: there exist positive integers $e_i$ such that

$$pO_L = \prod_{i=1}^{g} q_i^{e_i},$$

where $q_i$ are all of the prime ideals of $L$ above $p$.

**Definition 8.** The integer $e_i$ is called the **ramification index** of $p$ at $q_i$. The degree

$$f_i = [O_L/q_i : O_K/p]$$

of the extension of residue fields is called the **degree** of $q_i$. (This is sometimes called the inertia degree or residual degree).

For any extension of number fields, ramification indices and degrees satisfy the following formula:

$$\sum_{i=1}^{g} e_i f_i = d.$$

Let $p_i$ be a prime of $K$ which lies above a rational prime $p$ of $\mathbb{Q}$. Then the norm of $p_i$ satisfies

$$N(p_i) = p^{f_i}.$$

### 2.1.4 $p$-adic completion

**Definition 9.** Let $p$ be a prime ideal of $K$. We define $K_p$ to be the completion of $K$ with respect to the metric induced on $K$ by the absolute value defined by $p$. $K_p$ is given by the set of $p$-adically Cauchy sequences in $K$, up to equivalence. Two Cauchy sequences are equivalent if their difference converges to 0.

The **ring of $p$-adic integers** is denoted by $O_{K_p}$: it is the set of $\alpha \in K_p$ such that $|\alpha|_p \leq 1$. We may also use a more explicit representation for the $p$-adics. Every $p$-adic integer can be uniquely represented by a sequence $(x_n)_{n=1}^{\infty}$ such that $x_n \in O_K$ is chosen to be in a fixed set of representatives of $O_K/p^n$ and

$$x_n \equiv x_{n+1} \mod p^n$$

for every $n \geq 1$.

By considering a $p$-adic integer $x \in O_{K_p}$ modulo $p^m$ for some $m > 0$ we can truncate our representation of $x$ to have only $m$ terms. Such a truncation is an element of $O_K$ that is congruent to $x$ modulo $p^m$. 
2.1.5 Units

Let $O_K^*$ denote the group of units of $O_K$.

**Lemma 2.7.** If $u \in O_K^*$ then $N(u) = 1$.

**Proof.** If $u \in O_K^*$ then $\langle u \rangle = O_K$, so the result follows from the definition of ideal norm.

**Theorem 2.8** (Dirichlet’s Unit Theorem, Theorem 4.9.5 of [5]). Let $(r_1, r_2)$ be the signature of a number field $K$. Then

$$O_K^* \cong \mu(K) \times \mathbb{Z}^{r_1+r_2-1},$$

where $\mu(K)$ is the subgroup of roots of unity in $K$.

We may choose a set of units $\varepsilon_1, \ldots, \varepsilon_{r_1+r_2-1}$ so that every unit $x \in O_K^*$ may be written as

$$x = \zeta \prod_{k=1}^{r_1+r_2-1} \varepsilon_k^{t_k},$$

where $t_k \in \mathbb{Z}$ and $\zeta$ is a root of unity in $K$. We call the set $\{ \varepsilon_k \}_{k=1}^{r_1+r_2-1}$ a system of fundamental units for $K$ and say that $r_1 + r_2 - 1$ is the unit rank of $K$.

2.2 Projective space and varieties

We denote by $\mathbb{P}^N(K)$ the projective space of dimension $N$ over $K$.

**Definition 10.** Let $P \in \mathbb{P}^N(K)$. We say that $(x_0, \ldots, x_N) \in K^{N+1}$ is a representative of $P$ if $P = [x_0 : \ldots : x_N]$.

We note that such a representative for $P$ is not unique: if $x$ represents $P$ and $\lambda \in K^*$ then $\lambda x$ also represents $P$. If the $i$th coordinate of a representative of $P$ is zero then the $i$th coordinate is zero in all representatives of $P$. Every $P$ has a representative (in fact, infinitely many) that is in $O_K^{N+1}$ and in this thesis we will always use such integral representatives.

Let $\bar{K}$ be the algebraic closure of $K$ and let $f$ be a homogeneous polynomial in $\bar{K}[X_0, \ldots X_N]$. Although it does not make sense in general to evaluate $f$ at a projective point $P$ (as such a value will be affected by scaling) the set of points $P \in \mathbb{P}^N(\bar{K})$ such that $f(P) = 0$ is well defined because of the homogeneity of $f$. 
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Definition 11. Let \( F = (F_1, \ldots, F_m) \) be a tuple of homogeneous polynomials in \( \bar{K}[X_0, \ldots, X_N] \). Then the **projective variety** \( V \) defined by \( F \) is

\[
V = \{ P \in \mathbb{P}^N(\bar{K}) \mid F_i(P) = 0 \text{ for all } F_i \in F \}.
\]

To a variety \( V \) we may associate an ideal \( I(V) \subset \bar{K}[X_0, \ldots, X_N] \) consisting of all polynomials that vanish at every point of \( V \).

Such an ideal is finitely generated so we may fix a set of homogeneous polynomials \( \{F_1, \ldots, F_m\} \) that generate \( I(V) \) to define a variety \( V \). We say that a variety is **defined over** \( K \) if there exists a set of polynomials defining \( V \) that are all in \( K[X_0, \ldots, X_N] \). We will assume from now on that all of our varieties are defined over \( K \). We may assume, by scaling, that the polynomials \( F_1, \ldots, F_N \in \mathcal{O}_K[X_0, \ldots, X_N] \).

Definition 12. A variety \( V \) is **geometrically irreducible** if \( I(V) \) is a prime ideal in \( \bar{K}[X_0, \ldots, X_N] \).

Definition 13. The set of \( K \)-**rational points** of \( V \) is the set

\[
V(K) = \{ P \in \mathbb{P}^N(K) \mid F_i(P) = 0 \text{ for all } F_i \in F \}.
\]

We will refer to them as **rational points** as the number field \( K \) will be fixed for each variety.

The aim of this thesis will be to develop algorithms for finding rational points on a variety \( V \) defined over \( K \).

Definition 14. The **coordinate ring** of \( V \) is the polynomial ring given by \( \bar{K}(V) = \frac{\bar{K}[X_0, \ldots, X_N]}{I(V)} \). The **dimension** of \( V \) is the transcendence degree of \( \bar{K}(V) \) over \( \bar{K} \).

A variety in \( \mathbb{P}^N \) is defined by at least \( N - \dim(V) \) homogeneous polynomials. The word **curve** is used for a variety of dimension one.

Definition 15. We say that a variety \( V \) is **smooth** or **non-singular** at \( P \in V \) if the **Jacobian matrix**

\[
\nabla F(x) = \left( \frac{\partial F_i}{\partial X_j}(x) \right)_{ij}
\]

has rank \( N - \dim V \) when \( x \) is any representative for \( P \). If \( V \) is smooth at all \( P \in V \) we say that \( V \) is smooth. A point of a variety which is not smooth is called **singular**.

We will assume throughout that varieties we are dealing with are projective, smooth and geometrically irreducible. We will always define a variety using a specific tuple of polynomials \( F \subset \mathcal{O}_K[X_0, \ldots, X_N] \).
Let \( p \) be a prime ideal of \( K \). We may reduce the coefficients of the polynomials \( \bar{F} \) modulo \( p \) to obtain a new variety, defined by polynomials \( \bar{F}_1, \ldots, \bar{F}_m \) over \( \mathbb{F}_p \).

**Definition 16.** A prime ideal \( p \) of \( K \) is a prime of good reduction or simply a good prime if the variety \( \bar{V} \) defined by the reduced polynomials \( \bar{F} \) is smooth of the same dimension as \( V \) and the polynomial ideal defined by \( \bar{F} \) is prime in \( \mathbb{F}_p[X_0, \ldots, X_N] \).

Strictly speaking, this is a property of the polynomials \( F \) rather than of \( V \) itself but this definition will suffice for our purposes as we will always fix a tuple of defining polynomials \( \bar{F} \) for our variety. We say that \( p \) is a bad prime if it is not a good prime for \( V \).

**Definition 17.** Let \( x = (x_0, \ldots, x_N) \in K^{N+1} \). Then the content ideal of \( x \) is the ideal

\[
I(x) = \langle x_0, \ldots, x_N \rangle.
\]

The content ideal \( I(x) \) is integral if and only if \( x \in \mathcal{O}_K^{N+1} \).

**Lemma 2.9.** Let \( P \in \mathbb{P}^N(K) \). Then \( I(x) \) lies in the same ideal class for every representative \( x \) of \( P \).

**Proof.** Let \( x \in K^{N+1} \) be a representative for \( P \) with content ideal \( \langle x_0, \ldots, x_N \rangle \). Then every representative of \( P \) is of the form \( \lambda x \) for some \( \lambda \in K^* \) and

\[
\langle \lambda x_0, \ldots, \lambda x_N \rangle = (\lambda)\langle x_0, \ldots, x_N \rangle.
\]

\[\square\]

**Definition 18.** Let \( a \) be an ideal of \( K \). We say that \( x \in \mathcal{O}_K^{N+1} \) is \( a \)-primitive if \( I(x) \) is coprime to \( a \).

We have now introduced the basic concepts of number theory and geometry that we will use in this thesis. Our overall aim is to describe methods for finding rational points on varieties from their representatives in certain lattices contained in \( \mathcal{O}_K^{N+1} \). In the next chapter we will describe the concepts of height for a point of \( P \in \mathbb{P}^N(K) \) and length for a vector in \( \mathcal{O}_K^{N+1} \), and relate the length of some representative of \( P \) to the height of \( P \).
Chapter 3

Height and length

It is well known that the number of points of projective space \( \mathbb{P}^N(K) \) whose height is at most a given bound \( B_H \) is finite. It is the aim of this chapter to find a \( B_L > 0 \) so that every point in \( \mathbb{P}^N(K) \) with height at most \( B_H \) is represented by a vector of \( \mathcal{O}_K^{N+1} \) of length at most \( B_L \). This reduces the problem of finding points of bounded height on a projective variety \( V \subseteq \mathbb{P}^N(K) \) to the checking of points in a finite, explicitly defined subset of \( \mathcal{O}_K^{N+1} \). Naively, one could then simply check every point of \( \mathcal{O}_K^{N+1} \) with length less than \( B_L \). We will construct lattices later in this thesis to significantly reduce the quantity of points to be checked.

In this chapter we will explain what we mean by height and length in this context and link them to construct a suitable length bound \( B_L \). We use standard definitions for height, \( T_2 \) and the logarithmic map that can be found in [28], [15] and [24] respectively.

### 3.1 Heights

Let \( P \in \mathbb{P}^N(K) \) and let \( x \in \mathbb{K}^{N+1} \) be a representative for \( P \). We recall that a representative for \( P \) is not unique. In this chapter we will prove the existence of certain short representatives in \( \mathcal{O}_K^{N+1} \) for a point \( P \) of height less than \( B_H \).

**Definition 19.** Let \( P \) be represented by \( x = (x_0, \ldots, x_N) \). Then the **logarithmic height** of \( P \) is defined to be:

\[
H(P) = H([x_0 : \cdots : x_N]) = \sum_{v \in \mathcal{M}_K} \max_i \log |x_i|_v.
\]

We will use the convention that \( \log(0) = -\infty \) if a coordinate \( x_i \) of \( x \) is equal to 0, but note that each term in the sum must be finite as no representative for a
A projective point may have all of its coordinates equal to 0.

**Lemma 3.1.** The logarithmic height of $P$ does not depend on the representative $(x_0, \ldots, x_N)$ of $P$.

**Proof.** Let $x$ and $\lambda x$ be two representatives for $P$. Then

$$H([\lambda x_0 : \cdots : \lambda x_N]) = \sum_{v \in M_K} \max_i \log |\lambda x_i|_v$$

$$= \sum_{v \in M_K} \max_i \log(|\lambda|_v |x_i|_v)$$

$$= \sum_{v \in M_K} \max_i (\log(|\lambda|_v) + \log(|x_i|_v))$$

$$= \sum_{v \in M_K} \log(|\lambda|_v) + \sum_{v \in M_K} \max_i \log(|x_i|_v)$$

$$= \sum_{v \in M_K} \log(|\lambda|_v) + H([x_0 : \cdots : x_N]).$$

By the product formula (Proposition 2.6) $\sum_{v \in M_K} \log(|\lambda|_v) = 0$, so the height of $P$ does not depend on the representative used to calculate it.

We may split up the sum in the formulation of the height to consider the finite and infinite places of $K$ separately. We recall that the set of finite places $M^f_K$ of $K$ is in one-to-one correspondence with prime ideals of $K$. The set of infinite places $M^\infty_K$ of $K$ is in correspondence with embeddings $\sigma_j$ of $K$ into $\mathbb{R}$ or $\mathbb{C}$ with local degree $n_j$. We have

$$H(P) = \sum_{v \in M^\infty_K} \max_i \log |x_i|_v + \sum_{v \in M^f_K} \max_i \log |x_i|_v$$

$$= \sum_{j=1}^{r_1 + r_2} n_j \max_i \{\log |\sigma_j(x_i)|\} + \sum_{p} \max_i \{\log |x_i|_p\},$$

where $p$ ranges over all prime ideals of $K$.

Although the height of $P$ does not depend on the representative used, the individual terms in the sum do. If $x$ is a representative for $P$ we may define

$$H_\infty(x) = \sum_{j=1}^{r_1 + r_2} n_j \max_i \{\log |\sigma_j(x_i)|\},$$

and

$$H_f(x) = \sum_{p} \max_i \{\log |x_i|_p\},$$
the infinite and finite height of $x$. $H_\infty(x)$ and $H_f(x)$ do vary as $x$ varies amongst representatives for $P$ but they always satisfy

$$H(P) = H_\infty(x) + H_f(x).$$

Given a point $x = (x_0, \ldots, x_N) \in K^{N+1}$, we have the following important relationship between the content ideal $I(x)$ and the finite height $H_f(x)$:

$$H_f(x_0, \ldots, x_N) = \sum_p \max_i \{\log |x_i|_p\} = \log \left(\prod_p \max_i \{|x_i|_p\}\right) = \log \left(\prod_p \max_i \{N(p)^{-v_p(x_i)}\}\right) = -\log \left(\prod_p \min_i \{N(p)^{v_p(x_i)}\}\right) = -\log N(I(x)).$$

### 3.1.1 Ideal class of a projective point

Recall from Lemma 2.9 that if $P \in \mathbb{P}^N(K)$ then the content ideals of its representatives must all lie in the same ideal class. Denote this class by $c(P)$.

Let us fix $A$ to be a set of integral ideals, one in each class of $\text{Cl}(K)$, such that each ideal in $A$ has minimal norm amongst integral ideals in its class. Then $|A| = |\text{Cl}(K)| = h_K < \infty$. We will denote the maximum norm attained by an ideal of $A$ by $N_K = \max_{a \in A} N(a)$. By the Minkowski bound we know that $N_K \leq \sqrt{|D(K)| \left(\frac{4}{\pi}\right)^2 \frac{d}{d+2}}$. It is clear that $N_K$ is an invariant of the field $K$.

Each projective point $P$ has a representative $x \in \mathcal{O}_K^{N+1}$ such that $I(x) \in A$; we define the ideal of $P$ to be $I(P) := I(x)$. If $x$ is a representative for $P$ such that $I(x) = I(P)$ then $N(I(x))$ is minimal amongst integral representatives for $P$ and $H_f(x)$ is maximal amongst integral representatives for $P$. Such a representative satisfies $1 \leq N(I(x)) \leq N_K$ and therefore

$$-\log(N_K) \leq H_f(x) \leq 0.$$ 

The ideal $\langle 1 \rangle = \mathcal{O}_K$ will always be in $A$, as the representative of the trivial class of $\text{Cl}(K)$. If the class number $h_K = 1$ then $N_K = 1$ and in this case we can always choose $x$ to be a primitive representative for $P$: $H_f(x) = 0$ for all such $x$. All of this
leads us to be able to relate the height of $P$ to the infinite height of a representative.

**Proposition 3.2.** Let $P \in \mathbb{P}^N(K)$. Then there exists a representative $x \in \mathcal{O}_K^{N+1}$ of $P$ such that

$$H_\infty(x) \leq H(P) + \log(N_K).$$

*Proof.* Choose $x$ to be a representative of $P$ such that $I(x) \in A$ and therefore $0 < N(I(x)) \leq N_K$. The finite height of $x$ is $H_f(x) = -\log N(I(x))$, so $-\log(N_K) \leq H_f(x)$. The finite and infinite heights of a representative sum to the height of the point, so

$$H_\infty(x) = H(P) - H_f(x) \leq H(P) + \log(N_K).$$

\[ \square \]

For every $x \in \mathcal{O}_K^{N+1}$ the finite height satisfies $H_f(x) \leq 0$. By choosing an integral representative whose content ideal has the smallest possible norm, we are choosing $x \in \mathcal{O}_K^{N+1}$ so that $H_f(x)$ is maximal. For such an $x$, $H_\infty(x)$ is minimised amongst integral representatives of $P$. This is a benefit as $H_\infty(x)$ is linked to the length of $x$; minimising $H_\infty(x)$ is a step towards choosing an integral representative with short length. We wish to work with integral representatives as $\mathcal{O}_K^{N+1}$ has a lattice structure: in particular there exists a vector of shortest length for any subset of $\mathcal{O}_K^{N+1}$.

### 3.2 Length

We may associate to a number field $K$ the following bilinear form. For $x, y \in K$ define

$$T_2(x, y) = \sum_{j=1}^d \sigma_j(x)\bar{\sigma}_j(y) = \sum_{j=1}^{r_1+r_2} n_j \sigma_j(x)\bar{\sigma}_j(y),$$

and define the $T_2$-norm of $x$ to be $\|x\| = \sqrt{T_2(x, x)}$. We note that our two definitions of $T_2$ above are equivalent; we will use each of them, depending on whether it is more convenient to consider places (with multiplicities) or embeddings of $K$. Let $K_\mathbb{R}$ be defined from $K$ by extension of scalars to $\mathbb{R}$ on the $\mathbb{Q}$-vector space $K$; $K \otimes \mathbb{Q} \mathbb{R} \cong \mathbb{R}^d$. We may extend the definitions of $\sigma_j$, $T_2$ and $\|\|$ to $K_\mathbb{R}$ by linearity over $\mathbb{R}$.

We can associate $K_\mathbb{R}$ to another, isomorphic Euclidean space. Let $\sigma$ be the
map given by

\[ K_\mathbb{R} \xrightarrow{\sigma} \mathbb{R}^{r_1} \times \mathbb{C}^{r_2} \]
\[ x \mapsto (\sigma_1(x), \ldots, \sigma_{r_1+r_2}(x)). \]

This fixes an \( \mathbb{R} \)-linear isomorphism of vector spaces over \( \mathbb{R} \) from \( K_\mathbb{R} \) to \( \mathbb{R}^{r_1} \times \mathbb{C}^{r_2} \). Then the \( T_2 \)-norm on \( K_\mathbb{R} \) is given by the Hermitian inner product on \( \mathbb{R}^{r_1} \times \mathbb{C}^{r_2} \) given by the diagonal matrix \( D \) with entries \( D_{jj} = n_j \). Any ideal \( I \subset K \) is mapped to a lattice in \( \mathbb{R}^{r_1} \times \mathbb{C}^{r_2} \) as \( \sigma \) respects the \( \mathbb{Z} \)-module structure.

We may also use \( T_2 \) to measure vector length. For \( x, y \in K^n_\mathbb{R} \) we abuse notation to define \( T_2(x, y) = \sum_{i=1}^{n} T_2(x_i, y_i) \) and to let \( \|x\| = \sqrt{T_2(x, x)} \). This is not truly a norm on \( K^n \) or \( K^n_\mathbb{R} \) because it is sub-multiplicative: if \( \lambda \in K_\mathbb{R} \) then \( \|\lambda x\| \leq \|\lambda\| \|x\| \), but we will also refer to this \( \|\|. \) as the \( T_2 \)-norm on \( K^n \) and \( K^n_\mathbb{R} \).

We may extend the \( \sigma \) map to vectors. Applying \( \sigma : K^n_\mathbb{R} \to (\mathbb{R}^{r_1} \times \mathbb{C}^{r_2})^n \) gives an \( n \times (r_1 + r_2) \) matrix:

\[ \sigma(x) = (\sigma_j(x_i))_{ij}, \]

and we may interpret the square of the \( T_2 \)-norm of \( x \) as a weighted sum of the squares of sizes of entries of the matrix \( \sigma(x) \):

\[ \|x\|^2 = \sum_{i,j} n_j |(\sigma(x))_{ij}|^2 = \sum_{i,j} n_j |\sigma_j(x_i)|^2. \]

### 3.3 Logarithmic maps

In this section we will introduce the logarithmic map \( l : K^* \to \mathbb{R}^{r_1+r_2} \) and a variant, \( \hat{l} : (K^*)^n \to \mathbb{R}^{r_1+r_2} \). \( l \) encodes information about about the size of the image of an element of \( K \) under each of the embeddings of \( K \) into \( \mathbb{R} \) or \( \mathbb{C} \).

We define the logarithmic map \( l : K^* \to \mathbb{R}^{r_1+r_2} \) as follows:

\[ l(x) = (n_1 \log |\sigma_1(x)|, \ldots, n_{r_1+r_2} \log |\sigma_{r_1+r_2}(x)|). \]

This map is sometimes referred to in the literature as the “logarithmic embedding” but it is worth noting that this is not an embedding but a homomorphism, with the roots of unity in \( K^* \) forming the kernel. We extend the definition of \( l \) to vectors in \((K^*)^n\), with image contained in the matrix space \( \mathbb{R}^{n \times (r_1+r_2)} \). We note that \( l \) cannot
apply to vectors with a zero entry.

\[ l : (K^*)^n \rightarrow \mathbb{R}^{n \times (r_1 + r_2)} \]

\[
(x_1, \ldots, x_n) \mapsto \begin{pmatrix}
  l_{11}(x) & \cdots & l_{1(r_1+r_2)}(x) \\
  \vdots & \ddots & \vdots \\
  l_{n1}(x) & \cdots & l_{n(r_1+r_2)}(x)
\end{pmatrix},
\]

where

\[ l_{ij}(x) = n_j \log |\sigma_j(x_i)|. \]

We also define a related map \( \hat{l} : (K^*)^n \rightarrow \mathbb{R}^{r_1+r_2} \) given by

\[ \hat{l}(x) = \left( \max_i l_{i1}(x), \ldots, \max_i l_{i(r_1+r_2)}(x) \right), \]

and denote the \( j \)th entry of \( \hat{l}(x) \) by \( \hat{l}_j(x) \):

\[ \hat{l}_j(x) = \max_i l_{ij}(x). \]

For any \( x \in (K^*)^n \), it is clear that

\[ l_{ij}(x) \leq \hat{l}_j(x) \quad \text{and} \quad \sum_{i=1}^n l_{ij}(x) \leq n \hat{l}_j(x). \]

The map \( \hat{l} \) has been constructed to have the following useful property. If \( x \) is a vector in \((K^*)^n\), we can link the image of \( x \) under the logarithmic map to the infinite height of \( x \) as follows:

\[
\sum_j \hat{l}_j(x) = \sum_{j=1}^{r_1+r_2} \hat{l}_j(x) = \sum_{j=1}^{r_1+r_2} n_j \max_i \log |\sigma_j(x_i)| = H_\infty(x).
\]

\( \hat{l}(x) \) is a richer invariant than \( H_\infty(x) \). We will use it to help us to compare \( H_\infty(x) \) with \( \|x\| \).
3.3.1 The image of $\hat{l}$ in $\mathbb{R}^{r_1+r_2}$

Let $z_1, \ldots, z_{r_1+r_2}$ be coordinates on $\mathbb{R}^{r_1+r_2}$. We define $\Pi(h)$ to be the hyperplane given by $\sum_j z_j = h$ in $\mathbb{R}^{r_1+r_2}$. Then every $x \in (K^*)^{N+1}$ such that $H_\infty(x) = h$ has image $\hat{l}(x) \in \Pi(h)$. By choosing a representative $x$ of $P$ that has $H_f(x)$ as large as possible, $H_\infty(x)$ is minimised. In this case the image of $x$ under $\hat{l}$ lies on the hyperplane $\Pi(H_\infty(x))$ and the distance of this hyperplane from the origin has been minimised. By considering representatives of $P$ with minimal infinite height we will restrict our search for representatives of $P$ to only those $x \in \mathcal{O}_K^n$ that map to $\Pi(h)$ under $\hat{l}$.

An important specialisation occurs when $K$ is $\mathbb{Q}$ or when $K$ is an imaginary quadratic field. In this case $r_1 + r_2 = 1$, so the unit rank of $K$ is 0 and $\Pi(h)$ is simply the point $z_1 = h$ on the real line. Much of what follows will be trivially true in this situation; we will refer to this as the “unit rank 0” case.

The length $\|x\|$ is related to the logarithmic embedding $l(x)$ by

$$\|(x_0, \ldots, x_N)\|^2 = \sum_{i,j} n_j |\sigma_j(x_i)|^2 = \sum_{i,j} n_j \exp(l_{ij}(x))^{2/n_j},$$

and we know that $\hat{l}_j(x) \geq l_{ij}(x)$ for every $i$. We use this relationship when we come to construct a function $\mu : \mathbb{R}^{r_1+r_2} \to \mathbb{R}$ that links $\hat{l}(x)$ to an upper bound for $\|x\|$. We will show that $\mu$ is convex and eventually use this to derive a bound $B_L$ so that every point $P \in \mathbb{P}^N(K)$ such that $H(P) \leq B_H$ has a representative with $T_2$-norm less than or equal to $B_L$.

Let $\mu : \mathbb{R}^{r_1+r_2} \to \mathbb{R}$ be given by

$$\mu(z_1, \ldots, z_{r_1+r_2}) = (N+1) \sum_j n_j (\exp(z_j))^{2/n_j}.$$

We will define what it means for a function to be convex and give a useful property of convex functions, before proving that $\mu$ is convex.

3.3.2 Convexity of $\mu$

We will use the following criterion to show that $\mu$ is convex.

**Theorem 3.3** (Theorem 4.5 of [27]). If $f$ is a twice continuously differentiable real-valued function on an open convex set $C$ in $\mathbb{R}^n$, then $f$ is convex on $C$ if and only if its Hessian matrix

$$H(f)(x) = \left( \frac{\partial^2 f}{\partial z_i \partial z_j}(x) \right)_{ij}$$
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is positive semi-definite for every $x \in C$.

We will use the following fact later to derive an upper bound for the value of $\mu$ on a polytope contained in $\Pi(h)$.

**Theorem 3.4** (Corollary 32.3.2 of [27]). Let $f$ be a convex function and let $C$ be a non-empty closed bounded convex set contained in the relative interior of the domain of $f$. Then the supremum of $f$ relative to $C$ is finite and it is attained at some extreme point of $C$.

In the case where $C$ is a polytope, the extreme points of $C$ are exactly its vertices.

**Proposition 3.5.** There exists a convex function $\mu : \mathbb{R}^{r_1 + r_2} \to \mathbb{R}$ that satisfies

$$
\mu \circ \hat{l}(x) \geq \|x\|^2.
$$

*Proof.* Let $\mu$ be as defined at the end of Section 3.3.1. Noticing that

$$
\| (x_0, \ldots, x_N) \|^2 = \sum_{i,j} n_j \left( \exp(l_{ij}(x)) \right)^{2/n_j} \leq (N + 1) \sum_j n_j \left( \exp \left( \hat{l}_j(x) \right) \right)^{2/n_j},
$$

we see that

$$
\mu \circ \hat{l}(x) \geq \|x\|^2.
$$

We wish to check that $\mu$ is convex on $\mathbb{R}^{r_1 + r_2}$. Differentiating $\mu$,

$$
\frac{\partial^2 \mu}{\partial z_i \partial z_j} = \begin{cases} 
\frac{4}{n_j} (N + 1) \exp(z_j)^{2/n_j} & \text{if } i = j \\
0 & \text{if } i \neq j.
\end{cases}
$$

This implies that the Hessian matrix for $\mu$ is diagonal with positive entries, therefore positive definite. By Theorem 3.3, $\mu$ is a convex function. \hfill $\Box$

### 3.4 The effect of units

We have found a way to define integral representatives of $P$ whose finite height $H_f(x)$ is as large as possible, by choosing a representative $x \in \mathcal{O}_K^{N+1}$ such $I(x) = I(P)$. This minimises $H_\infty(x)$ amongst integral representatives for $P$. Such an $x$ is unique only up to multiplication by units of $\mathcal{O}_K$; multiplication by a non-unit would change the ideal $I(x)$.

Recall that $\hat{l}(x) \in \Pi(H_\infty(x))$. We will study the effect of multiplication by units on the image of $x$ under $\hat{l}$, and use $\mu$ to relate this to $\|x\|$. 20
The logarithmic map \( l \) maps all units of \( \mathcal{O}_K \) into the hyperplane \( \Pi(0) \subset \mathbb{R}^{r_1+r_2} \). We find that \( l(\zeta) = (0, \ldots, 0) \) for every root of unity \( \zeta \) in \( K \), so we need only consider products of fundamental units. Because scaling by a root of unity does not change the length, infinite height or finite height of a point in \((K^*)^{N+1}\) and it does not affect its image under \( \hat{l} \), we work from now on in an environment defined only up to multiplication by roots of unity. The images under \( l \) of the units of \( \mathcal{O}_K \) form a lattice of full rank in \( \Pi(0) \) because \( l \) is an injective homomorphism of \( \mathbb{Z} \)-modules from \( \mathcal{O}_K^* \) (modulo roots of unity); we call its image \( R_k := l(\varepsilon_k) \in \mathbb{R}^{r_1+r_2} \). The \( R_k \) form a basis for a lattice \( \Lambda \), the image under \( l \) of the units of \( K \), lying in \( \Pi(0) \). Notice that a different choice of fundamental units would mean only a change of basis for \( \Lambda \).

In the unit rank 0 case there are no fundamental units as the only units of \( \mathcal{O}_K^* \) are roots of unity. The hyperplane \( \Pi(0) \) is simply the origin, we take \( \Lambda = \Pi(0) \).

We consider the effect of scaling an element of \( (K^*)^{N+1} \) by a product of fundamental units:

\[
\hat{l}\left(\prod_k \varepsilon_k^{t_k} x\right) = l\left(\prod_k \varepsilon_k^{t_k} x_0, \ldots, \prod_k \varepsilon_k^{t_k} x_N\right) = \left(\hat{l}_1(x) + \sum_k t_k n_1 \log |\sigma_1(\varepsilon_k)|, \ldots, \right)
\]

\[
\hat{l}_{r_1+r_2}(x) + \sum_k t_k n_{r_1+r_2} \log |\sigma_{r+s}(\varepsilon_k)|\right)
\]

\[
= \left(\hat{l}_1(x), \ldots, \hat{l}_{r_1+r_2}(x)\right) + \sum_k t_k R_k
\]

\[
= \hat{l}(x) + l\left(\prod_k \varepsilon_k^{t_k}\right).
\]

We see that scaling by a vector \( x \) by a unit moves the logarithmic image by the corresponding lattice vector in \( \Lambda \). This gives an action of the lattice \( \Lambda \) on the hyperplane \( \Pi(H_\infty(x)) \). Vectors in \((K^*)^{N+1}\) are unit multiples of one another if and only if their images under \( \hat{l} \) are equivalent under the action of \( \Lambda \). Let \( C(h) \) be a fixed fundamental domain for the action of \( \Lambda \) on \( \Pi(h) \). For every \( x \in (K^*)^n \) such that \( H_\infty(x) = h \), there exists a unit \( u \in \mathcal{O}_K^* \) such that \( \hat{l}(ux) \in C(h) \).

**Proposition 3.6.** Let \( P \in \mathbb{P}^N(K) \), with no zero coordinates. Then there exists a representative \( x \in \mathcal{O}_K^{N+1} \) for \( P \) satisfying

\[
H_\infty(x) = H(P) + \log(N(I(P))),
\]
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and
\[ \hat{l}(x) \in C(H_\infty(x)) \subset \Pi(H_\infty(x)). \]

**Proof.** The first part is a step in the proof of Proposition 3.2. The second is a consequence of the fact that the image of \( O_K^* \) under \( l \) forms a lattice \( \Lambda \) acting on \( \Pi(h) \). Multiplying \( x \) by a unit allows us to move its image inside \( \Pi(h) \) to be in \( C(h) \). \( \square \)

We have already proven that given a point \( P \in \mathbb{F}^N(K) \) there exists a representative \( x \) for \( P \) with \( H_\infty(x) = H(P) + \log(N(I(P))) \) for which
\[ \hat{l}(x) \in \Pi(H(P) + \log(N(I(P)))), \]
holds. If we specify a particular fundamental domain for the action of \( \Lambda \) on \( \Pi(H(P) + \log(N(I(P)))) \), then by evaluating the maximum value of \( \mu \) on that region we can identify an upper bound for \( \|x\| \) for those \( x \in O_{K}^{N+1} \) that map into that fundamental domain. Proposition 3.6 proves that such a representative \( x \) for \( P \) exists.

### 3.5 A fundamental domain for the action of \( \Lambda \) on \( \Pi(h) \)

In this section we will choose a fundamental domain for the action of the lattice \( \Lambda \) on the hyperplane \( \Pi(h) \subset \mathbb{R}^{r_1+r_2} \) for each \( h \). We recall that in the unit rank 0 case, such a fundamental domain is the point \( \Pi(h) \).

Many choices of fundamental domain would suffice for the purpose of finding an upper bound on \( \|x\| \). We wish both for a simple calculation and for the maximal value of \( \mu \) on the fundamental domain to be reasonably small. Although not optimal, we believe that the following represents a reasonable choice.

#### 3.5.1 A base point that is a minimum for \( \mu \)

We will base our fundamental domain around the point of \( \Pi(h) \) for which the value of \( \mu \) is minimal. The hyperplane given by \( \Pi(h) = \{ g(z_1, \ldots, z_{r_1+r_2}) := \sum_{j=1}^{r_1+r_2} z_j = h \} \) forms our constraint, so using Lagrange multipliers (see for example [1] page 1109) we wish to solve the equation
\[ \nabla \mu = \lambda \nabla g, \]
for some \( \lambda \in \mathbb{R} \). It is clear that \( \nabla g = (1, \ldots, 1) \) so this is equivalent to saying that \( \frac{\partial \mu}{\partial z_j} = \lambda \) for all \( j \). We solve for \( z_j \): the equation
\[ \lambda = \frac{\partial \mu}{\partial z_j} = 2(N + 1) (\exp(z_j))^{2/n_j}, \]
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holds if and only if
\[ z_j = \frac{n_j}{2} \log \left( \frac{\lambda}{2(N + 1)} \right). \]

We then use the constraint given by the fact that \((z_1, \ldots, z_{r_1+r_2}) \in \Pi(h)\):
\[ h = \sum_{j=1}^{r_1+r_2} z_j = \sum_{j=1}^{r_1+r_2} \frac{n_j}{2} \log \left( \frac{\lambda}{2(N + 1)} \right) \]
\[ = \left( \frac{r_1 + 2r_2}{2} \right) \log \left( \frac{\lambda}{2(N + 1)} \right), \]
which can be simplified to
\[ \frac{2h}{d} = \log \left( \frac{\lambda}{2(N + 1)} \right), \]
and we solve to find that
\[ z_j = \frac{n_j h}{d}. \quad (3.1) \]

Let \(z_{\min}(h)\) be the point in \(\mathbb{R}^{r_1+r_2}\) defined by equation 3.1. The value of \(\mu\) at \(z_{\min}(h)\) is \((N + 1)d \exp(2h/d)\), which is a minimum for \(\mu\) on \(\Pi(h)\).

### 3.5.2 A fundamental domain

We choose our fundamental domain \(C(h)\) to be the parallelootope with edges parallel to the directions of logarithmic embeddings of units \(R_k\) and centred at the \(z_{\min}(h)\).

This is clearly a closed, convex region with vertices that we can calculate.

\[ C(h) = \left\{ z_{\min}(h) + \sum_{k=1}^{r_1+r_2-1} \lambda_k R_k : \lambda_k \in [-1/2, 1/2] \right\} \]

The extreme points of \(C(h)\) are the points \(z_{\min}(h) + \sum_k \lambda_k R_k\) where each \(\lambda_k = \pm 1/2\). There are \(2^{r_1+r_2-1}\) of them and by Theorem 3.4 the maximum value for \(\mu\) on \(C(h)\) is attained at (at least) one of them.
3.5.3 Maximum value of $\mu$ on the fundamental domain $C(h)$

To find a maximum value of $\mu$ on $C(h)$ we need to evaluate $\mu$ at the extreme points of $C(h)$. For convenience, we define a constant

$$
c_K = \begin{cases} 
\sum_j n_j \prod_k \exp(|\log |\sigma_j(\varepsilon_k)||) & \text{if the unit rank of } K > 0, \\
2 & \text{if } K \text{ is imaginary quadratic,} \\
1 & \text{if } K = \mathbb{Q}.
\end{cases}
$$

(3.2)

After fixing a set of fundamental units for $K$, $c_K$ depends only on $K$. It may be beneficial to choose these fundamental units carefully to attempt to minimise the bounds that follow.

**Proposition 3.7.** Let $x \in C(h)$. Then

$$
\mu(x) \leq (N + 1) \exp(2h/d)c_K.
$$

**Proof.** Because $\mu$ is convex and $C(h)$ is a polytope, $\mu$ attains its maximum on $C(h)$ at one of the vertices of $C(h)$. We evaluate $\mu$ at these points:

$$
\mu \left( z_{\min} + \sum_k \lambda_k R_k \right) = (N + 1) \sum_j n_j \left( \exp \left( n_j h/d + \sum_k \lambda_k n_j \log |\sigma_j(\varepsilon_k)| \right) \right)^{2/n_j}
$$

$$
= (N + 1) \sum_j n_j (\exp(n_j h/d))^{2/n_j} \prod_k |\sigma_j(\varepsilon_k)|^{2\lambda_k}
$$

$$
= (N + 1) \sum_j n_j \exp(2h/d) \prod_k |\sigma_j(\varepsilon_k)|^{2\lambda_k}
$$

$$
= (N + 1) \exp(2h/d) \sum_j n_j \left| \sigma_j \left( \prod_k \varepsilon_k^{2\lambda_k} \right) \right|.
$$

To avoid calculating this for each of the $2^{r_1+r_2-1}$ possible sets of values for $\lambda_k = \pm 1/2$, we choose for each $\lambda_k$ the larger value of the values of $|\sigma_j(\varepsilon_k)|$ for $\lambda_k = \pm 1/2$ in the following way. Because

$$
|\log |\sigma_j(\varepsilon_k)|| \geq \pm \log |\sigma_j(\varepsilon_k)|
$$

$$
= \log |\sigma_j(\varepsilon_k^{\pm 1})|,
$$

we see that

$$
\max |\sigma_j(\varepsilon_{k}^{\pm 1})| = \exp |\log |\sigma_j(\varepsilon_k)||.
$$
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We substitute this maximum value to find that

\[ \mu \left( z_{\min}(h) + \sum_k \lambda_k R_k \right) \leq (N + 1) \exp(2h/d) c_K, \]

and this upper bound is attained at one of the vertices of \( C(h) \).

Note that the maximum value of \( \mu \) on \( C(h) \) depends only on \( h \), the ambient dimension \( N \), the number field \( K \) and a choice of fundamental units. We may calculate \((N + 1) \exp(2/d) c_K\) once for a given number field and ambient dimension and then scale for the parameter \( h \).

We are now ready to state a result relating the height and length of representatives of projective points.

**Theorem 3.8.** Let \( P \in \mathbb{P}^N(K) \), with no zero coordinates. Recall that \( I(P) \) is an integral ideal in the ideal class of \( P \) with minimal norm. Then there exists a representative \( x \in \mathcal{O}_{K}^{N+1} \) for \( P \) satisfying

\[ \|x\|^2 \leq (N + 1) \exp \left( \frac{2(H(P) + \log(N(I(P))))}{d} \right) c_K. \]

**Proof.** Proposition 3.6 shows that we may choose a representative \( x \) so that \( x \) has infinite height equal to \( H(P) + \log(N(I(P))) \) and so that \( \hat{l}(x) \) lies in our chosen fundamental domain \( C(H(P) + \log(N(I(P)))) \). The function \( \mu \) is convex and satisfies \( \mu \circ \hat{l}(x) \geq \|x\|^2 \) by Proposition 3.5. The result then follows from Proposition 3.7.

### 3.6 Dimension reduction

Because we have used the logarithmic map which can be applied only to \( (K^*)^{N+1} \), our results so far only apply to projective points that have no zero coordinates. We show in this section that a point with zero coordinates has the same height and length as a certain point without zero coordinates in a projective space of smaller dimension. We assume the 0th coordinate to be 0 for simplicity of exposition.

**Lemma 3.9.** Let \((0, x_1, \ldots, x_N) \in K^{N+1} \) with not all of the \( x_i \) equal to 0 and let \( P = [0, x_1, \ldots, x_N] \in \mathbb{P}^N(K) \). Then \((x_1, \ldots, x_N) \in K^N\) represents a point \( P' \in \mathbb{P}^{N-1}(K) \) such that

\[ H(P) = H(P') \quad \text{and} \quad \|(0, x_1, \ldots, x_N)\| = \|(x_1, \ldots, x_N)\|. \]
Proof. We recall the formal definition that \( \log(0) = -\infty \) and that
\[
H(P) = \sum_{v \in M_K} \max_i \log |x_i|_v.
\]
Because there is some \( x_i \neq 0 \), for each place \( v \in M_K \) there is some \( |x_i|_v > -\infty \), so a zero coordinate will not contribute to the sum. Therefore we can conclude that \( H(P) = H(P') \). Since \( \sigma_j(0) = 0 \) for all \( j \), the contribution to the length from the 0th coordinate is zero. \( \square \)

Lemma 3.9 shows that every point \( P \) in \( \mathbb{P}^N(K) \) with exactly \( q \) zero coordinates (\( q \leq N \)) has the same height as a point \( P' \) with no zero coordinates in \( \mathbb{P}^{N-q}(K) \) and every representative for \( P \) has the same length as a representative for \( P' \).

### 3.7 A bound on vector length

The bound in Theorem 3.8 only applies to projective points of \( \mathbb{P}^N(K) \) without zero coordinates. We extend this result using Lemma 3.9 to prove that the same bound applies to all points of \( \mathbb{P}^N(K) \). This is the main result of this chapter.

**Theorem 3.10.** Let \( K \) be a number field and \( c_K \) as defined in equation 3.2. Let \( A \) be a set of integral representatives for the ideal classes of \( K \) with minimal norm and let \( N_K = \max_{a \in A} N(a) \).

Let \( B_H > 0 \). Then every \( P \in \mathbb{P}^N(K) \) such that \( H(P) \leq B_H \) has a representative \( x \in \mathcal{O}_K^{N+1} \) such that
\[
||x||^2 \leq B_L
\]
where
\[
B_L = (N + 1) \exp \left( \frac{2(B_H + \log(N_K))}{d} \right) c_K.
\]

Proof. By Lemma 3.9 combined with Theorem 3.8 we see that every point in \( \mathbb{P}^N(K) \) with \( q \) zero coefficients has a representative whose length is less than or equal to
\[
(N + 1 - q) \exp \left( \frac{2(B_H + \log(N(I(P))))}{d} \right) c_K.
\]
The maximum value of \((N + 1 - q)\) is \((N + 1)\) and so the upper bound given by Theorem 3.8 holds for projective points with any number of zero coefficients. The result then follows from the fact that the maximum value of \( N(I(P)) \) amongst all projective points is \( N_K \). \( \square \)
3.8 Examples

It is clear that the upper bound on the squared length of a representative $x$ for points with logarithmic height less than or equal to $B_H$ depends only on the number field, the ambient dimension and the height bound. To get a better understanding of this quantity we calculate it for several examples of number fields $K = \mathbb{Q}(x)/f(x)$.

<table>
<thead>
<tr>
<th>$f(x)$</th>
<th>$(r_1, r_2)$</th>
<th>$N_K$</th>
<th>$c_K \leq$</th>
<th>$B_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>(0, 0)</td>
<td>1</td>
<td>1</td>
<td>$(N + 1) \exp(2B_H)$</td>
</tr>
<tr>
<td>$x^2 + 1$</td>
<td>(0, 1)</td>
<td>1</td>
<td>2</td>
<td>$2(N + 1) \exp(B_H)$</td>
</tr>
<tr>
<td>$x^2 - 5$</td>
<td>(2, 0)</td>
<td>1</td>
<td>$3.236068$</td>
<td>$3.236068(N + 1) \exp(B_H)$</td>
</tr>
<tr>
<td>$x^2 + 31$</td>
<td>(0, 1)</td>
<td>2</td>
<td>2</td>
<td>$4(N + 1) \exp(B_H)$</td>
</tr>
<tr>
<td>$x^3 - 2$</td>
<td>(1, 1)</td>
<td>1</td>
<td>$7.7702405$</td>
<td>$7.7702405(N + 1) \exp(\frac{3}{2}B_H)$</td>
</tr>
<tr>
<td>$x^3 - 59x - 132$</td>
<td>(3, 0)</td>
<td>16</td>
<td>$14413078$</td>
<td>$91517338(N + 1) \exp(\frac{3}{2}B_H)$</td>
</tr>
<tr>
<td>$x^4 - x - 1$</td>
<td>(2, 1)</td>
<td>1</td>
<td>$9.2888648$</td>
<td>$9.2888648(N + 1) \exp(\frac{1}{2}B_H)$</td>
</tr>
<tr>
<td>$g(x)$</td>
<td>(2, 3)</td>
<td>1</td>
<td>$33.749686$</td>
<td>$33.749686(N + 1) \exp(\frac{1}{2}B_H)$</td>
</tr>
</tbody>
</table>

We use $g(x)$ to denote $x^8 - x^6 - x^5 - x^3 + x^2 + x - 1$ to save space in the table. The values of $c_K$ are not necessarily the smallest possible as we have not proved that when the unit rank is greater than 1 the optimal choice of fundamental units has been used. However, the units used form an LLL-reduced basis of $\Lambda$ and so our value of $c_K$ is likely to be reasonable.

The calculation of the class group (needed to calculate $N_K$) and fundamental units (needed for $c_K$) can be slow for fields of large degree; there exist faster methods that depend on the Generalised Riemann Hypothesis. We note that even for number fields of small degree, the constant $c_K$ can get rather large.
Chapter 4

Choosing a prime

A key step in our method of finding rational points on a variety $V$ is to choose a suitable prime. We reduce the variety at the prime and then for each point on the reduced variety construct a lattice of lifts. We require that the chosen prime is a prime of good reduction for $V$ and we impose some further conditions which will improve the theoretical exposition and the implementation of the lattice methods we will later describe.

In this chapter we will explain the kinds of primes we need and want for our methods, show that infinitely many such primes exist and explain our method for finding them.

4.1 Conditions on suitable primes

4.1.1 Good reduction

We require the prime used to be of good reduction for the variety because our constructions in the following chapters require every point on the reduced variety to be smooth. This will be necessary for Hensel lifting in the construction of sets of lifts.

4.1.2 Degree one

Recall from Chapter 2 that a rational prime decomposes in $K$ as $p \mathcal{O}_K = \prod p_i^{e_i}$ and that each of the $p_i$ gives rise to a residue field $\mathcal{O}_K/p_i$ with degree $f_i = [\mathcal{O}_K/p_i : \mathbb{Z}/p\mathbb{Z}]$. We wish to use primes whose degree is 1 because it allows for quick computation: if $f_i = 1$ then $\mathcal{O}_K/p_i \cong \mathbb{Z}/p\mathbb{Z}$ and we take advantage of the fact that arithmetic in $\mathbb{Z}/p\mathbb{Z}$ runs efficiently. By choosing primes with degree 1, we also fix the fact that $\mathcal{N}(p) = p$; knowledge of the norm of our prime will be useful when
employing the method of finding points described in Chapter 8. When the number field in question is $\mathbb{Q}$, all primes have degree 1.

4.1.3 Principal

Ensuring that the primes we use are always principal has two main benefits. One is ease of exposition: if the prime ideal $\mathfrak{p}$ is principal we may fix a generator $\pi$ of $\mathfrak{p}$ and work concretely with elements of $\mathcal{O}_K$ at every stage. Secondly it means that our $\mathcal{O}_K$-lattices, whose index-ideal will be a power of $\mathfrak{p}$, will be free. This will allow us to work with bases rather than pseudo-bases for them. (More information on $\mathcal{O}_K$-lattices and pseudo-bases of can be found in Chapter 6.) Principal primes have practical computational advantages too, as Hermite normal form (whose use is described in Chapter 6 in the construction of lattices of lifts) is available for principal ideal domains; we may use the same code even in non-PIDs by taking care to ensure that all ideals arising are principal.

4.1.4 Norm

To a lattice such as the lattices of lifts described in Chapter 6 we may associate an ideal called the index-ideal. We show in Chapter 6 that the index-ideal of a lattice of lifts is a power of the prime used and we give bounds for its exponent.

In Chapter 8 we will describe a way of finding points from a lattice of lifts which requires that the norm of the index-ideal be larger than a given bound. We use the lower bound on the exponent to show that the norm of the index-ideal will be large enough if the norm of the prime we use is greater than a certain bound.

In Chapter 7 we will describe how to use $\mathbb{Z}$-lattice enumeration on any $\mathcal{O}_K$-lattice. In this case, if we use a lattice of lifts there is no need to bound the norm of the prime. In fact, there is a compromise to be found. Large primes cause the lattices of lifts to be sparse, with fewer points to find and check up to a given length bound. On the other hand, the number of rational points on a reduced variety will increase as the prime increases, so more lattices will be constructed and checked.

We will show that there are infinitely many primes of $K$ that satisfy our conditions.

4.2 Decomposition of rational primes

We will obtain primes of $K$ by decomposing rational primes. The following theorem will help us to find primes of degree 1.
Theorem 4.1 (Theorem 4.8.13 of [5]). Let $K = \mathbb{Q}(\alpha)$ be a number field, where $\alpha$ is an algebraic integer whose (monic) minimal polynomial is denoted $T(x) \in \mathbb{Z}[x]$. Then for any rational prime $p$ not dividing the index $[\mathcal{O}_K : \mathbb{Z}[\alpha]]$ one can obtain the prime decomposition of $p\mathcal{O}_K$ as follows. Let

$$T(X) \equiv \prod_{i=1}^{g} T_i(x)^{e_i} \mod p$$

be the decomposition of $T$ into irreducible factors in $\mathbb{F}_p[x]$, where the $T_i$ are taken to be monic. Then $p$ decomposes as

$$p\mathcal{O}_K = \prod_{i=1}^{g} p_i^{e_i}$$

where

$$p_i = \langle p, T_i(\alpha) \rangle.$$

Furthermore, the residue degree $f_i$ of $p_i$ is equal to the degree of $T_i$.

The final sentence indicates that we may find a prime of degree 1 in $K$ from a linear factor of the minimal polynomial modulo a rational prime.

4.3 Existence of suitable primes

We have constructed a list of properties that our chosen prime should have, but it is still necessary to prove that such primes exist. In this section we show that all but finitely many primes of $K$ are primes of good reduction for a given variety. We also demonstrate that the set of rational primes whose decomposition in $\mathcal{O}_K$ includes a principal prime of degree 1 has positive density. We will conclude by proving that there are infinitely many principal primes of degree one that are primes of good reduction for the variety.

Proposition 4.2. Let $K$ be a number field and $V$, a geometrically smooth projective algebraic variety defined over $K$. Then there are only finitely many prime ideals $p$ of $K$ such that the reduced variety $\overline{V}$ defined over $\mathbb{F}_p$ is singular.

We start by proving a result over algebraically closed fields.

Lemma 4.3. Let $k$ be an algebraically closed field and $V$, a projective algebraic variety defined over $k$ by homogeneous polynomials $F_1, \ldots, F_M \in k[X_0, \ldots, X_N]$. Let $\nabla F = \left( \frac{\partial F_i}{\partial X_j} \right)_{ij}$ be the Jacobian matrix of the $F_j$ and let $m_i$ be the determinants
of \((N - \dim(V)) \times (N - \dim(V))\) minors of \(\nabla(F)\). We call the number of such minors \(D\). Then \(V\) is smooth if and only if there exist \(g_{i,j}\) and \(h_{l,j}\) in \(k[X_0, \ldots, X_N]\) and integers \(n_j \geq 0\) such that

\[
\sum_{i=1}^M g_{i,j} F_i + \sum_{l=1}^D h_{l,j} m_l = X_j^{n_j}, \quad \text{for each } 0 \leq j \leq N. \tag{4.1}
\]

**Proof of Lemma 4.3.** \(V\) is smooth if and only if there is no point \(P \in V(k)\) such that the Jacobian \(\nabla F(x)\) for any \(x\) representing \(P\) has rank less than \(N - \dim(V)\). Let \(I = \langle F_i, m_l \rangle \subseteq k[X_0, \ldots, X_N]\) be the ideal generated by the defining polynomials \(F_i\) and determinants of minors of \(\nabla F\). Then \(V\) is smooth if and only if the variety \(V(I)\) is empty in \(\mathbb{P}^N(k)\). The result follows by application of the Projective Weak Nullstellensatz. (See Chapter 3 of [8].) \(\square\)

**Proof of Proposition 4.2.** To apply Lemma 4.3, we pass to the algebraic closure \(\overline{K}\) of our number field \(K\). By Lemma 4.3 there exist \(g_{i,j}\) and \(h_{l,j}\) in \(\overline{K}[X_0, \ldots, X_N]\) and integers \(n_j \geq 0\) such that Equations 4.1 hold.

Let \(L/K\) be the finite extension of \(K\) given by adjoining all the coefficients of the \(g_{i,j}\) and \(h_{l,j}\). We can then scale Equations 4.1 so that they have coefficients in the ring of integers \(\mathcal{O}_L\) of \(L\). Then there exist \(g'_{i,j}\) and \(h'_{l,j}\) in \(\mathcal{O}_L[X_0, \ldots, X_N]\) and nonzero \(R \in \mathcal{O}_L\) such that the equation

\[
\sum_{i=1}^N g'_{i,j} F_i + \sum_{l=1}^D h'_{l,j} m_l = RX_j^{n_j}
\]

holds for each \(j\).

Let \(q\) be a prime ideal in \(\mathcal{O}_L\) and \(\mathbb{F}_q\) the corresponding residue field. Let \(x \mapsto \bar{x}\) denote the \(q\)-reduction map on \(\mathcal{O}_L\). Then

\[
\sum_{i=1}^N g'_{i,j} \bar{F}_i + \sum_{l=1}^D h'_{l,j} \bar{m}_l = \bar{R}X_j^{n_j}\]

holds for each \(j\). If \(q\) does not divide the ideal \(RO_L\) then we can scale Equations 4.2 by the inverse \(S\) of \(R\) in \(\mathbb{F}_q\) to obtain the equations

\[
\sum_{i=1}^N Sg'_{i,j} \bar{F}_i + \sum_{l=1}^D Sh'_{l,j} \bar{m}_l = X_j^{n_j},
\]

where the polynomials \(Sg'_{i,j}\) and \(Sh'_{l,j}\) are now in \(\mathbb{F}_q[X_0, \ldots, X_N]\). The residue field \(\mathbb{F}_q\) is an algebraic extension of \(\mathbb{F}_p\) for a unique prime ideal \(p\) of \(\mathcal{O}_K\). Therefore
for such $p \subset O_K$, $S_{i,j}^\ell$ and $Sh^\ell_{j,l}$ are polynomials defined over the algebraic closure of $\mathbb{F}_q$, $\overline{\mathbb{F}}_q$. By Lemma 4.3 the variety defined over $\mathbb{F}_q$ by all of the $\overline{F}_i$ and $\overline{m}_i$ is non-singular over $\overline{\mathbb{F}}_q$ and so over $\mathbb{F}_q$. We may therefore conclude that if $q$ does not divide $R$, $q$ is a prime of good reduction for $V$.

It remains to note that since $R \neq 0$ there are only finitely many primes of $\mathcal{O}_L$ dividing $RO_L$. For each such prime $q$ there is a unique prime of $K$ lying below $q$, so there are only finitely many primes of $K$ whose decomposition in $L$ contains a prime of $L$ dividing $RO_L$. We conclude that there can only be finitely many bad primes for $V$ in $K$. \hfill \Box

4.3.1 Density of primes

In this section we prove that a number field has infinitely many principal primes of degree one. Let $K$ be a number field and let $S$ be a set of primes of $K$.

Definition 20. The Dirichlet density of $S$ is

$$\delta(S) = \lim_{s \to 1^+} \frac{\sum_{p \in S} \mathcal{N}(p)^{-s}}{\sum_{p} \mathcal{N}(p)^{-s}},$$

if this limit exists, where $p$ ranges over all primes of $K$ in the denominator.

We will not explain this definition here, but it can be shown (Lemma 3.2 of [7]) that the denominator can be replaced by $\log(1/(s-1))$. The following proposition is a corollary of the Chebotarev density theorem (Theorem 13.4 of [24]).

Proposition 4.4 (Corollary 13.6 of [24]). Let $L/K$ be a finite extension of number fields of degree $n$ and let $P(L/K)$ be the set of unramified prime ideals of $K$ whose decomposition in $L$ contains a prime of degree 1 over $K$. Then

$$\delta(P(L/K)) \geq \frac{1}{n}$$

and equality holds if and only if $L$ is a Galois extension of $K$.

Proposition 4.5. 1. The set of rational primes whose decomposition in $K$ contains a prime of degree one has positive Dirichlet density (within primes of $\mathbb{Q}$).

2. The set of primes of degree one in $K$ has Dirichlet density $1$ in the set of primes of $K$.

3. The set of principal primes of $K$ has Dirichlet density $1/h_K$ in the set of primes of $K$, where $h_K$ is the class number of $K$. 32
Proof. 1. This follows immediately from the application of Proposition 4.4 to the extension $K/\mathbb{Q}$.

2. We sketch the proof, following Example 3.3 of [7]. It is equivalent to show that the Dirichlet density of the set of primes $p$ in $K$ with degree $f_p > 1$ is zero. We denote this set by $S_{>1}$. For such $p|p$, $\mathcal{N}(p)^{-s} = p^{-f_p s} \leq p^{-2s}$. There are at most $[K : \mathbb{Q}]$ such $p$ over each $p$ in $\mathbb{Q}$. Hence the numerator $\sum_{p \in S_{>1}} \mathcal{N}(p)^{-s}$ is bounded above by $[K : \mathbb{Q}] \sum_p p^{-2s}$ and this is bounded for $s$ close to 1. Dividing by $\log(1/(s-1))$ and letting $s \to 1^+$ gives a limit of 0.

3. There exists a Galois extension $H$ of $K$ called the Hilbert class field of $K$ (see Section VI.6 of [24]), with the properties that $\text{Gal}(H/K) = \text{Cl}(K)$ and that a prime of $K$ has a prime of degree one in its decomposition in $H$ if and only if it is principal. (In fact, as $H$ is Galois, all primes of $H$ above a principal prime will have degree one.) We apply Proposition 4.4 to the extension $H/K$ and note that $[H : K] = |\text{Gal}(H/K)| = |\text{Cl}(K)| = h_K$ as $H$ is Galois over $K$.

Corollary 4.6. There are infinitely many principal primes of degree one in $K$.

Proof. We start by showing that the density of principal degree one primes of $K$ is the same as the density of principal primes of $K$. Let $S_{\text{prin}}$ be the set of principal primes of $K$. We know from part 3 of Proposition 4.5 that $\delta(S_{\text{prin}}) = 1/h_K$.

Using the method of proof of part 2 of Proposition 4.5, we show that the density of primes of degree greater than 1 inside $S_{\text{prin}}$ is 0:

$$\lim_{s \to 1^+} \frac{\sum_{p \in S_{>1} \cap S_{\text{prin}}} \mathcal{N}(p)^{-s}}{\sum_{p \in S_{\text{prin}}} \mathcal{N}(p)^{-s}} = \lim_{s \to 1^+} \frac{\sum_{p \in S_{>1} \cap S_{\text{prin}}} \mathcal{N}(p)^{-s}}{\sum_{p} \mathcal{N}(p)^{-s}} = \lim_{s \to 1^+} \frac{\sum_{p} \mathcal{N}(p)^{-s}}{\sum_{p} \mathcal{N}(p)^{-s}} = 0,$$  

$$h_K = 0.$$  

Labelling the set of primes of degree 1 in $K$ as $S_1$, $\delta(S_{\text{prin}} \cap S_1) = \delta(S_{\text{prin}}) = 1/h_K$. By part 1 of Proposition 4.5, there are infinitely many rational primes whose decomposition in $K$ yields a prime of degree one. Since the density of principal degree one primes of $K$ is positive there are infinitely many principal primes of degree one in $K$.

By combining Corollary 4.6 and Proposition 4.2 we have proven that there are infinitely many primes of $K$ suitable for use in the construction of lattices of lifts for any variety.
4.4 Algorithm

We will use Theorem 4.1 to construct an iterator that yields principal primes of degree 1 that are primes of good reduction for our variety $V$. We do not claim that this algorithm will yield all such primes; in particular we avoid primes that divide $[\mathcal{O}_K : \mathbb{Z}[\alpha]]$ so that Theorem 4.1 applies.

Primes of degree one dividing a rational prime $p$ correspond to linear polynomials in the factorisation of $T(x)$ modulo $p$. If $n$ is a root of $T(x)$ modulo $p$ then $x - n$ is a factor of $T(x)$ and the ideal $(p, \alpha - n)$ is a prime dividing $p$ of degree one.

This algorithm comes from Theorem 4.8.13 of [5] and its implementation has been influenced by the `rings.number_fields.small_primes_of_degree_one` module of Sage [30], written by Nick Alexander.

**Algorithm 1: Primes of degree one**

**Input:**
- $K$, a number field with integral primitive element $\alpha$ which has minimal polynomial $T \in \mathbb{Z}[x],$
- $N$, a lower bound for the norm of primes, by default set to 0,
- `is_good`, a function which takes as input a prime ideal of $K$ and outputs True or False. Must satisfy $\text{is\_good}(p) = \text{False}$ if $p || [\mathcal{O}_K : \mathbb{Z}[\alpha]].$

**Output:** - Prime ideals $p$ of $\mathcal{O}_K$ with degree 1 and norm greater than $N$ for which `is\_good(p)` is True.

**Procedure:**
Set $p$ to be the next prime larger than $N$.

For each root $n$ of $T \mod p$ with $0 \leq n < p$:
- set $p \leftarrow (p, \alpha - n)$.
- If `is\_good(p) = True`:
  yield $p$.

Replace $p$ by the next rational prime and repeat the previous step.

It is essential that `is\_good(p) = False` for any $p || [\mathcal{O}_K : \mathbb{Z}[\alpha]]$. We will also set it to return False for any bad primes for $V$ and all non-principal primes.
Chapter 5

Constructing sets of lifts

The aim of this chapter is to explain the construction of a set of lifts of a point on a reduced variety. We will focus on curves for the main part of the chapter. The general concepts that work for curves apply to all varieties. We will show how to generalise the construction of sets of lifts for curves to the case of higher dimensional varieties towards the end of the chapter. We also explain how we may view these sets of lifts as local analytic parametrisations of residue discs of $V(K_p)$. The material in this chapter was inspired by the method given in [10] but goes significantly further, generalising the procedure explained there.

We will begin with some material about multivariate Taylor expansions, describe the first and second sets of lifts and then explain an inductive step allowing us to continue finding higher lifts. Let $V$ be a variety and $p$, a prime. We will construct a sequence of vectors in $\mathcal{O}_{K}^{N+1}$ that will generate sets of points that are lifts of a particular point of $\bar{V}(\mathbb{F}_p)$ and satisfy the defining polynomials of $V$ modulo powers of $p$. This will involve passing to the $p$-adic completion of our number field, which makes it easier to prove the existence of the vectors that we require. In practice, we only need to specify them to some finite $p$-adic precision. We may do this by truncating the coefficients of a vector $x \in \mathcal{O}_{K_p}^n$ at the required precision to give an approximation $\hat{x}$ which actually lies in $\mathcal{O}_{K}^n$.

5.1 Taylor expansions, polynomial functions and power series

Let $G$ be a multivariate polynomial, an element of $R[X_1, \ldots, X_n]$ for some coefficient ring $R$. We will use $X$ to denote the vector $(X_1, \ldots, X_n)$. 


Definition 21. The gradient vector of \( G \) at \( x \) is defined by:

\[
\nabla G(x) = \left( \frac{\partial G}{\partial X_1}(x), \ldots, \frac{\partial G}{\partial X_n}(x) \right).
\]

For any \( x \in \mathbb{R}^n \), this defines a polynomial

\[
\nabla G(x)(X) = \frac{\partial G}{\partial X_1}(x)X_1 + \cdots + \frac{\partial G}{\partial X_n}(x)X_n,
\]

which is a linear form in \( X \).

The notation \( \nabla G \) has been used before and the gradient vector is a special case of the Jacobian matrix. We may interpret \( \nabla G(x)(X) \) as a polynomial function of total degree \( \deg(G) \). It has degree \( \deg(G) - 1 \) in \( x \) and degree 1 in \( X \).

Lemma 5.1. For any polynomial \( G \in \mathbb{R}[X_1, \ldots, X_n] \) and any \( x \in \mathbb{R}^n \), the linear form defined by the gradient of \( G \) satisfies:

\[
\nabla(\nabla G(x)(X))(x)(X) = \nabla G(x)(X).
\]

Proof. Because \( \nabla G(x)(X) \) is a linear polynomial it is clear that the equality

\[
\frac{\partial}{\partial X_i} \nabla G(x)(X) = \frac{\partial G}{\partial X_i}(x),
\]

holds for each \( X_i \). \( \square \)

Definition 22. The Hessian matrix of \( G \) is a symmetric matrix of second derivatives defined by

\[
\text{Hess}(G)(x) = \left( \frac{\partial^2 G}{\partial X_i \partial X_j}(x) \right)_{ij}.
\]

For any \( x \in \mathbb{R}^n \), the Hessian of \( G \) defines a quadratic form in \( X \) given by

\[
\text{Hess}(G)(x)(X) = X \text{Hess}(G)(x)X^t = \sum_{i,j=1}^n \frac{\partial^2 G}{\partial X_i \partial X_j}(x)X_iX_j.
\]

We wish to generalise the idea of the gradient and Hessian and their associated forms. We look at an \( i \)-dimensional array of all \( i \)th derivatives of \( G \) and form the corresponding homogeneous polynomial in \( X_1, \ldots, X_n \) of degree \( i \). We will use multi-indices to ease notation. A multi-index \( \alpha = (\alpha_1, \ldots, \alpha_n) \) is a list of non-negative integers. We say \( \alpha \) has size \( |\alpha| = \sum_i \alpha_i \). There are finitely many \( \alpha \) such that \( |\alpha| = m \) for any non-negative integer \( m \). We say that \( X^\alpha = X_1^{\alpha_1} \cdots X_n^{\alpha_n} \).
can also use multi-indexes in defining derivatives: $D^\alpha = \frac{\partial^{\alpha_1}}{\partial x_1^{\alpha_1}} \cdots \frac{\partial^{\alpha_n}}{\partial x_n^{\alpha_n}}$. We will also need $\alpha! = \prod \alpha_i!$.

**Definition 23.** The $i$th Hessian form of $G$ at $x$ is given by:

$$H_i(G)(x)(X) = \sum_{|\alpha| = i} \frac{D^\alpha G(x)}{\alpha!} X^\alpha.$$  

We note that $H_0(G)(x)(X) = G(x), H_1(G)(x)(X) = \nabla G(x)(X)$ and $H_2(G)(x)(X) = \text{Hess}(G)(x)(X)$. The $i$th Hessian form has degree $i$ in $X$ and degree $\deg(G) - i$ in $x$ for $i \leq \deg(G)$.

**Lemma 5.2.** [Taylor Expansion] Let $y, y' \in \mathbb{R}^n, G \in \mathbb{R}[X_1, \ldots, X_n]$ and $c$ some scalar parameter. Then we may perform a Taylor expansion on $G$:

$$G(y + cy') = \sum_{i=0}^{\deg(G)} c^i H_i(G)(y)(y').$$

**Proof.** The first equality is the well-known Taylor expansion formula, the second recognises that $H_i(G)(y)(X)$ is a homogeneous polynomial of degree $i$ in $X$.  

We wish to generalise the usual Taylor expansion to deal with expressions of the form $G(y_0 + cy_1 + c^2y_2 + \cdots + c^r y_r)$. We will grade the terms of such an expansion by the power of $c$ that appears in the term. A general expression of this kind (especially for arbitrary $r$ and degree of $G$) looks complicated to formulate, as it involves taking repeated Taylor expansions to fully expand. However, this can be calculated by hand or computer for any particular $G$ and $r$. We will show in the general case that such an expansion exists, but do not attempt to describe explicitly the relationship with the usual Taylor expansion except in some easy cases.

We work with power series in a scalar parameter $c$, before specialising to finite sums.

**Lemma 5.3.** Let $(y_t)_{t=0}^\infty$ be a sequence of vectors in $\mathbb{R}^n$ and $G \in \mathbb{R}[X_1, \ldots, X_n]$. Then there exist unique polynomial functions $G_s : (\mathbb{R}^n)^{s+1} \to \mathbb{R}$ such that:

$$G \left( \sum_{t=0}^\infty c^t y_t \right) = \sum_{s=0}^\infty c^s G_s(y_0, \ldots, y_s).$$

**Proof.** Considering $\sum_{t=0}^\infty c^t y_t$ as a vector of power series in $c$, the existence of the $G_s$ follows by expanding $G(\sum_{t=0}^\infty c^t y_t)$ term by term. Each $G_s$ depends only on
$y_0, \ldots, y_s$ because $y_t$ appears on the left hand side multiplied by $c^t$. If $G_s$ depends on $y_t$, then $c^t|c^s$, so $t \leq s$.

To ease notation, we may write $G_s(y_0, \ldots, y_j)$ for some $j > s$. In this case $G_s$ does not depend on any of the $y_i$ for $i > s$, so $G_s(y_0, \ldots, y_j) = G_s(y_0, \ldots, y_s)$. For $j < s$ we may write $G_s(y_0, \ldots, y_j, 0, \ldots, 0)$ to indicate the value of $G_s$ evaluated with the last $s - j - 1$ vectors set to 0. We now use the results of Lemmas 5.3 and 5.2 to find out more information about the $G_s(y_0, \ldots, y_s)$.

**Lemma 5.4.** Let $G$ and $G_j$ be as defined in Lemma 5.3. Then,

$$G_j(y_0, \ldots, y_j) = \nabla G(y_0)(y_j) + G_j(y_0, \ldots, y_{j-1}, 0),$$

for each $j$.

**Proof.** By Lemma 5.3, we know that

$$G \left( \sum_{t=0}^j c^t y_t \right) = \sum_{s=0}^{m(G,j)} c^s G_s(y_0, y_1, \ldots, y_j, 0, \ldots, 0),$$

and similarly

$$G \left( \sum_{t=0}^{j-1} c^t y_t \right) = \sum_{s=0}^{m(G,j-1)} c^s G_s(y_0, y_1, \ldots, y_{j-1}, 0, \ldots, 0).$$

These sums are finite, as they are simply Taylor expansions of the polynomial $G$ on a finite number of terms. The number of terms $m(G, k) + 1$ depends on the degree of $G$ and the number of terms $k$.

The coefficients of $c^s$ in these two expressions agree for all $s < j$. Using Lemma 5.2, we take the first two terms of a Taylor expansion of $G(\sum_{t=0}^j c^t y_t)$ with base point $\sum_{t=0}^{j-1} c^t y_t$ to find that:

$$G \left( \sum_{t=0}^j c^t y_t \right) = G \left( \sum_{t=0}^{j-1} c^t y_t \right) + \nabla G \left( \sum_{t=0}^{j-1} c^t y_t \right) (c^j y_j) + \text{ higher order terms in } c.$$ 

Comparing the coefficients of $c^j$ on each side, we conclude that

$$G_j(y_0, \ldots, y_j) = G_j(y_0, \ldots, y_{j-1}, 0) + \nabla G(y_0)(y_j).$$

$\square$
In Lemma 5.3 we show that \( G \left( \sum_{t=0}^{\infty} c^t y_t \right) \) may be viewed as a power series in \( c \), with coefficients \( G_s(y_0, \ldots y_s) \). We may investigate \( G \left( \sum_{t=0}^{\infty} c^t y_t \right) \) by performing Taylor expansions recursively:

\[
G \left( \sum_{t=0}^{\infty} c^t y_t \right) = \sum_{i=0}^{\deg(G)} \sum_{j=0}^{i} c^j H_j(G)(y_0)(y_1) \left( \sum_{t=2}^{\infty} c^{t-2} y_t \right).
\]

(5.1)

We can continue with such Taylor expansions as long as we like and the expressions contained therein will get more and more complicated. By comparing this sort of expansion with that of Lemma 5.3 we may check small powers of \( c \) to work out the first few \( G_s \) explicitly.

\( s = 0: \)

\[ G(y_0) = G_0(y_0). \]

\( s = 1: \)

\[ G(y_0 + cy_1) = G(y_0) + c \nabla G(y_0)(y_1) + \text{h.o.t.} \]

so: \( G_1(y_0, y_1) = \nabla G(y_0)(y_1) \).

\( s = 2: \)

\[
G(y_0 + cy_1 + c^2 y_2) = G(y_0) + \nabla G(y_0)(cy_1 + c^2 y_2) + \nabla^2 G(y_0)(y_1, y_2) + h.o.t.
\]

\[ = G_0(y_0) + G_1(y_0, y_1) + c^2 \nabla G(y_0)(y_2) + c^2 H_2(G)(y_0)(y_1 + cy_2) + \text{h.o.t.} \]

so: \( G_2(y_0, y_1, y_2) = \nabla G(y_0)(y_2) + H_2(G)(y_0)(y_1). \)

This process looks more complicated at each stage and it quickly becomes difficult to write an explicit expression for \( G_s \) in general. We will avoid this difficulty by using Lemma 5.4 to provide the (partial) information about \( G_s \) that we need.
We will define a variety $V$ with a tuple of $m$ polynomials which we denote by $F$. All of the material in this section may be applied to such a tuple componentwise, using the following notation. We write $H_i(F)(x)(X)$ for the tuple of polynomials $(H_i(F_j)(x)(X))_j$. The degrees of the polynomials in $F$ are given by $\deg(F) = (\deg(F_j))_j$ and we may use this componentwise as follows: if $x = (x_1, \ldots, x_m)$ is a vector of length $m$ and $c$ a scalar parameter then $c^{\deg(F)}x = (c^{\deg(F_1)}x_1, \ldots, c^{\deg(F_m)}x_m)$.

### 5.2 Hensel lifting

Recall that $\mathcal{O}_K$ is the completion of $\mathcal{O}_K$ with respect to the $p$-adic metric.

**Proposition 5.5 (Hensel’s Lemma).** Let $G$ be a tuple of $m$ polynomials in $n$ variables (with $m \leq n$) defined over $\mathcal{O}_K$. Let $x_1 \in \mathcal{O}^n_K$ satisfy $G(x_1) \equiv 0 \mod p$ with the Jacobian $\nabla G(x_1)$ having full rank $m \mod p$. Then there exists an $x \in \mathcal{O}^n_{K_p}$ such that $G(x) = 0$ and $x \equiv x_1 \mod p$.

**Proof.** We construct a $p$-adically convergent sequence $(x_i)$ of elements of $\mathcal{O}^n_K$ with the property that $G(x_i) \equiv 0 \mod p^i$. This sequence will define $x \in \mathcal{O}^n_{K_p}$.

Because $\nabla G(x_1)$ is an $m \times n$ matrix of full rank $m$, there exists an $m \times m$ submatrix of $\nabla G(x_1)$ of full rank $\mod p$. For simplicity we may assume without loss of generality that the first $m$ columns of $\nabla G(x_1)$ form such a submatrix and denote it by $\nabla G(x_1)_m$. There exists an $m \times m$ matrix $A$ with entries in $\mathcal{O}_K$ that forms an inverse to $\nabla G(x_1)_m \mod p$. Therefore, $A \nabla G(x_1) \equiv (I_m|D) \mod p$, where $I_m$ is the $m \times m$ identity matrix and $D$ is some $m \times (n - m)$ matrix.

We proceed by induction. Assume that $x_k \in \mathcal{O}^n_K$ satisfies $x_k \equiv x_1 \mod p$ and $G(x_k) \equiv 0 \mod p^k$. Set $x_{k+1} = x_k + \pi^k y$. We will solve for $y$ to find a $x_{k+1}$ such that $G(x_{k+1}) \equiv 0 \mod p^{k+1}$. We take a Taylor expansion of $G(x_{k+1})$ at $x_k$ to find:

$$G(x_{k+1}) = G(x_k + \pi^k y) \equiv G(x_k) + \nabla G(x_k)(\pi^k y) \mod p^{k+1}.$$ 

Therefore, $G(x_{k+1}) \equiv 0 \mod p^{k+1}$ if and only if

$$\nabla G(x_k)(\pi^k y) \equiv -G(x_k) \mod p^{k+1}.$$ 

We may divide through by $\pi^k$:

$$\nabla G(x_k)(y) \equiv \frac{-G(x_k)}{\pi^k} \mod p.$$
and because \( x_k \equiv x_1 \mod p \), we have
\[
\nabla G(x_1)(y) \equiv \frac{-G(x_k)}{\pi^k} \mod p.
\]

(5.2)

Congruence 5.2 holds if and only if
\[
A \nabla G(x_1)(y) \equiv A \left( \frac{-G(x_k)}{\pi^k} \right) \mod p.
\]

We know that the first \( m \) columns of \( A \nabla G(x_1) \) form an identity matrix \( \mod p \) and so we choose \( y \in \mathcal{O}_K \) so that
\[
y_i = \begin{cases} 
\text{the } i\text{th entry of } A \left( \frac{-G(x_k)}{\pi^k} \right) & \text{for } 1 \leq i \leq m, \\
0 & \text{for } i > m. 
\end{cases}
\]

Then we have
\[
A \nabla G(x_1)(y) \equiv A \left( \frac{-G(x_k)}{\pi^k} \right) \mod p,
\]
so \( x_{k+1} = x_k + \pi^k y \) satisfies \( x_{k+1} \equiv 0 \mod p \) and \( G(x_{k+1}) \equiv 0 \mod p^{k+1} \). We know that \( G(x_1) \equiv 0 \mod p \) so by induction there exists a sequence \( (x_i) \) of vectors, each congruent to the last modulo increasing powers of \( p \): \( x_i \equiv x_{i-1} \mod p^i \). They also satisfy \( G(x_i) \equiv 0 \mod p^i \). The entries of the \( x_i \) form \( p \)-adic Cauchy sequences of elements of \( \mathcal{O}_K \); they therefore converge to elements of \( \mathcal{O}_{K_p} \) and their limit is a vector \( x \in \mathcal{O}_{K_p}^n \) that is a root of \( G \).

Note that, unless \( m = n \), \( x_i \) is not unique and therefore \( x \) is not unique because we made a choice of \( m \times m \) submatrix of \( \nabla G(x_1) \). However, once such a choice has been fixed the values of \( x_i \) and therefore of \( x \) are unique.

For the next part of this chapter we will be constructing sets of lifts in the case of curves. We will construct vectors that define sets of lifts of a reduced point \( \bar{P} \). At each stage we will construct \( s_i \in \mathcal{O}_{K_p}^{N+1} \) using Hensel lifting but the sets of lifts are actually subsets of \( \mathcal{O}_K^{N+1} \). When \( x \in \mathcal{O}_{K_p}^{N+1} \) we use the notation \( \hat{x} \in \mathcal{O}_K^{N+1} \) for a truncation of \( x \) to the necessary precision. For any given \( m \in \mathbb{Z}_{>0} \) we have
\[
x \equiv \hat{x} \mod p^m.
\]

The precision needed will always be clear from the context. By using this notation, we emphasise that there is always an exact \( \mathcal{O}_{K_p} \)-vector \( x \) from which the truncated \( \mathcal{O}_K \)-vector \( \hat{x} \) is taken.

We begin with the first and second sets of lifts, as they are needed for the
5.3 First sets of lifts

Let $C$ be a projective curve in $\mathbb{P}^N$ defined over $K$ by $\mathcal{E} \in \mathcal{O}_K[X_0, \ldots, X_N]$ and let $p$ be a principal prime of good reduction for $C$ with generator $\pi$. We note that in general $C$ may not be a complete intersection and hence may be defined by more than $N - 1$ polynomials. However, for any point $P$ on $C$ (or indeed $\bar{C}$ on $\mathcal{C}$) only $N - 1$ of the polynomials are needed to define $C$ at that point. Because $C$ is smooth, the Jacobian of such a tuple of polynomials will have full rank $N - 1$ when evaluated at a representative of $P$. The choice of tuple of polynomials will vary with $P$. We will assume for simplicity that our curves are always complete intersections; in practice for each reduced point $\bar{P}$ a suitable tuple of polynomials can be chosen.

Let $\bar{P}$ be a rational point on the reduced curve $\bar{C}$. We may choose a representative for $\bar{P}$ in $\mathbb{P}^{N+1}_p$; there are $N(p) - 1$ possible choices, one for each non-zero element of $\mathbb{F}_p$. By choosing a lift of each coordinate from $\mathbb{F}_p$ to $\mathcal{O}_K$, we may choose an integral representative $s$ for $\bar{P}$. $s \in \mathcal{O}_K^{N+1}$ satisfies $s \equiv \bar{P} \mod p$ and $\mathcal{E}(s) \equiv 0 \mod p$. $s$ is $p$-primitive. If it were not then each coordinate of $s$ would be in $p$ and reducing $s \mod p$ would give the zero vector in $\mathbb{F}_p^{N+1}$, which does not represent a point in $\mathbb{P}^N(\mathbb{F}_p)$. This choice of $s$ is clearly not unique: the set of all integral representatives for $\bar{P}$ is the set of all $x \in \mathcal{O}_K^{N+1}$ that reduce $\mod p$ to some representative of $\bar{P}$ in $\mathbb{P}^{N+1}_p$. If $s$ is some integral representative for $\bar{P}$, then every integral representative for $\bar{P}$ is given by $cs + \pi y$ for some $c \in \mathcal{O}_K$ satisfying $c \not\equiv 0 \mod p$ and some $y \in \mathcal{O}_K^{N+1}$.

Because $\nabla \mathcal{E}(s)$ has full rank, we may employ Hensel lifting to construct a $p$-adic solution from $s$. By Proposition 5.5 there exists an $s_0 \in \mathcal{O}_K^{N+1}$ such that $s \equiv s_0 \mod p$ and $\mathcal{E}(s_0) = 0$. Although $s_0$ depends on the choice of representative $s$, the sets we proceed to construct will be unique. We fix $s_0$ to be a lift of $s$ and recall that $\hat{s}_0$ will represent a truncation of $s_0$.

**Definition 24.** Let $S_k$ be the set of all points $x \in \mathcal{O}_K^{N+1}$ such that

$$x \text{ is a representative for } \bar{P} \mod p \text{ and } \mathcal{E}(x) \equiv 0 \mod p^k.$$  

We note that these sets nest: $S_{k+1} \subseteq S_k$ for each $k$. 
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Lemma 5.6. We have

\[ S_1 = \left\{ c_0 \hat{s}_0 + \pi y \mid c_0 \in \mathcal{O}_K, c_0 \not\equiv 0 \mod p, y \in \mathcal{O}^{N+1}_K \right\}, \]

where \( \hat{s}_0 \) is any \( \mod p \) approximation to \( s_0 \).

Proof. If \( x \in S_1 \) then \( x \) is a representative for \( \hat{P} \mod p \) and \( x \) may be written as \( c_0 \hat{s}_0 + \pi y \) for some \( c_0 \not\equiv 0 \mod p \) and some \( y \in \mathcal{O}^{N+1}_K \).

If \( x = c_0 \hat{s}_0 + \pi y \) then \( F(x) \equiv F(c_0 \hat{s}_0) \mod p \). Because \( F(x) \) is a set of homogeneous polynomials, \( F(c_0 \hat{s}_0) \equiv 0 \) if and only if \( F(\hat{s}_0) \equiv 0 \mod p \).

\( S_1 \) is simply the set of all elements of \( \mathcal{O}^{N+1}_K \) that reduce to \( \hat{P} \mod p \). However, the sets \( S_i \) for \( i > 1 \) have a more complicated structure.

Lemma 5.7. Let \( s_0 \in \mathcal{O}^{N+1}_{K_p} \) be as above. Then the Jacobian matrix for \( F \) evaluated at \( s_0 \) gives a surjective linear map \( \nabla F(s_0)(X) : \mathcal{O}^{N+1}_{K_p} \to \mathcal{O}^{N-1}_{K_p} \) with \( s_0 \) contained in the kernel.

Proof. The fact that \( s_0 \) lies in the kernel of \( \nabla F(s_0)(X) \) follows from the fact that \( \nabla F_j(X)(X) = \lambda_j F_j(X) \) for some scalar \( \lambda_j \) for each \( F_j \), by Euler’s theorem on homogeneous functions. \( \nabla F(s_0)(X) \) is linear, so we need only to prove that \( \nabla F(s_0)(X) \) is surjective. The matrix \( \nabla F(s_0) \) has full rank \( \mod p \), so it defines a surjective map \( \mathbb{F}^{N+1}_p \to \mathbb{F}^{N-1}_p \).

Let \( y \in \mathcal{O}^{N-1}_K \). Because \( \nabla F(s_0)(X) \) is surjective \( \mod p \) there exists an \( x \in \mathcal{O}^{N+1}_K \) such that

\[ \nabla F(s_0)(x) \equiv y \mod p. \]

By Lemma 5.1, the Jacobian of \( \nabla F(s_0)(X) - y \) is \( \nabla F(s_0) \) and this has full rank \( \mod p \). Therefore by Hensel’s Lemma (Proposition 5.5) we may lift \( x \), which satisfies \( F(s_0)(x) - y \equiv 0 \mod p \), to a \( p \)-adic solution \( x' \in \mathcal{O}^{N+1}_{K_p} \) such that \( \nabla F(s_0)(x') = y \).

This use of Hensel’s Lemma proves the existence of solutions to equations of the form \( \nabla F(s_0)(X) - y \equiv 0 \mod p^m \) for any \( y \) and any \( m \) and is a key step in the construction of further sets of lifts. By considering the \( s_i \) as lying in the \( p \)-adic completion at their construction, we do not have to fix a \( p \)-adic precision at the start or update our calculations at each stage but can use \( \hat{s}_i \) to represent the truncation of \( s_i \) to the required precision.

The rank of the kernel of \( \nabla F(s_0)(X) \) is 2. Choose a vector \( s_1 \in \mathcal{O}^{N+1}_{K_p} \) that is linearly independent of \( s_0 \) modulo \( p \) (and therefore also linearly independent over
\( \mathcal{O}_K \), by the same method as the proof of Lemma 5.7) such that \( s_0 \) and \( s_1 \) generate the kernel of \( \nabla F(s_0)(X) \). The new vector \( s_1 \) will be used in the construction of the second lattice of lifts.

**Lemma 5.8.** If \( x \in S_1 \) then \( x \in S_2 \) if and only if \( x \equiv c_0(\hat{s}_0 + \pi c_1 \hat{s}_1) \mod p^2 \) for some \( c_0, c_1 \in \mathcal{O}_K \) with \( c_0 \not\equiv 0 \mod p \). Here \( \hat{s}_0 \) and \( \hat{s}_1 \) are any approximations \( \mod p^2 \) and \( \mod \) respectively.

**Proof.** Write \( x = c_0 \hat{s}_0 + \pi y \in S_1 \) and set \( \deg F - 1 \) to be the multi-index \( (\deg(F_i) - 1) \). We perform a Taylor expansion based at \( c_0 \hat{s}_0 \):

\[
F(x) = F(c_0 \hat{s}_0 + \pi y) \equiv F(c_0 \hat{s}_0) + \nabla F(c_0 \hat{s}_0)(\pi y) \mod p^2 \\
\equiv c_0^{\deg(F)} F(\hat{s}_0) + \pi c_0^{\deg(F) - 1} \nabla F(\hat{s}_0)(y) \mod p^2 \\
\equiv c_0^{\deg(F) - 1} \pi \nabla F(\hat{s}_0)(y) \mod p^2,
\]

because \( \hat{s}_0 \) is a \( \mod p^2 \) approximation to \( s_0 \). Since \( c_0 \not\equiv 0 \mod p \), \( x \in S_2 \) if and only if \( \nabla F(\hat{s}_0)(y) \equiv 0 \mod p \). This is the case if and only if \( y \) is a linear combination of \( \hat{s}_0 \) and \( \hat{s}_1 \), so \( x \in S_2 \) if and only if

\[
x \equiv c_0 \hat{s}_0 + \pi a_0 \hat{s}_0 + \pi a_1 \hat{s}_1 \mod p^2.
\]

By relabelling constants, we have

\[
x = c_0(\hat{s}_0 + \pi c_1 \hat{s}_1) + \pi^2 y
\]

for some \( c_0, c_1 \in \mathcal{O}_K \) such that \( c_0 \not\equiv p \). As \( x \) is an arbitrary element of \( S_1 \) and \( S_1 \supset S_2 \),

\[
S_2 = \left\{ c_0(\hat{s}_0 + \pi c_1 \hat{s}_1) + \pi^2 y \mid c_0, c_1 \in \mathcal{O}_K, c_0 \not\equiv 0 \mod p, y \in \mathcal{O}_K^{N+1} \right\}.
\]

\( \Box \)

### 5.4 Further sets of lifts

We apply the results of Section 5.1 to the polynomials defining \( \mathcal{C} \) at \( \bar{P} \) and start to think \( p \)-adically by setting our power series parameter \( c = \pi \alpha \).

**Lemma 5.9.** There exist tuples of homogeneous polynomials \( F_j \) with the same de-
grees as \( F \), such that
\[
F \left( \sum_{t=0}^{\infty} (\pi c')^t y_t \right) = \sum_{j=0}^{\infty} (\pi c')^j F_j(y_0, \ldots, y_j),
\]
and
\[
F_j(y_0, \ldots, y_j) = \nabla F(y_0)(y_j) + F_j(y_0, \ldots, y_{j-1}, 0).
\]

**Proof.** Apply Lemmas 5.3 and 5.4 to \( F \), with \( c = \pi c' \).

Although the notation \( F_j \) for the terms in the power series expansion for \( F \) is similar to that used for for that for the individual polynomials \( F_i \) in \( F \), there should be no confusion as the \( F_i \) will not feature individually again in this chapter.

### 5.4.1 Construction of vectors

We are now in position to construct further vectors \( s_i \). We will consider \( F \) as above:
\[
F \left( \sum_{t=0}^{\infty} (\pi c')^t y_t \right) = \sum_{s=0}^{\infty} (\pi c')^s F_s(y_0, \ldots, y_s),
\]
and solve
\[
F_s(y_0, \ldots, y_s) = 0,
\]
for each \( s \) in turn.

Recall that \( s_0, s_1 \in \mathcal{O}_{K_p}^{N+1} \) and that \( F(s_0) = 0 \) and \( \nabla F(s_0)(s_1) = 0 \). We define a sequence of \( s_i \in \mathcal{O}_{K_p}^{N+1} \) inductively. Let the vector \( s_i \) be a solution to
\[
\nabla F(s_0)(s_i) = -F_i(s_0, \ldots, s_{i-1}, 0),
\]
noting that this is satisfied for \( i = 0 \) and 1.

Such vectors \( s_i \) always exist because \( \nabla F(s_0) \) is surjective, and solutions are unique up to addition of an element of \( \ker(\nabla F(s_0)) \). By definition, the \( s_i \) satisfy
\[
F_i(s_0, \ldots, s_i) = 0,
\]
for each \( i \). We note that sequences of vectors \( (s_0, \ldots, s_i) \) generated in this way do not necessarily form a linearly independent set, even if \( i \leq N + 1 \).

From the definition of the \( s_i \) and \( \hat{s}_i \) and our Taylor expansion reduced modulo
\( p^{i+1} \) we observe that \( F \) satisfies
\[
F \left( \sum_{t=0}^{i} \pi^t s_t \right) \equiv \sum_{s=0}^{i} \pi^s F_s(s_0, \ldots, s_i) \mod p^{i+1}
\]
\[
\equiv \sum_{s=0}^{i} \pi^s F_s(\hat{s}_0, \ldots, \hat{s}_i) \mod p^{i+1}
\]
\[
\equiv 0 \mod p^{i+1}.
\]

**Theorem 5.10.** The set \( S_i \) of all points \( x \) in \( O_{K_p}^{N+1} \) such that
\[
F(x) \equiv 0 \mod p^i
\]
and
\( x \) reduces to \( \bar{P} \mod p \)
is defined by
\[
S_i = \left\{ c_0(\hat{s}_0 + c_1 \pi \hat{s}_1 + \ldots + c_{i-2} \pi^{i-2} \hat{s}_{i-2}) + \pi^{i-1} y \mid c_0, c_1 \in \mathcal{O}_K, \right. \]
\[
c_0 \not\equiv 0 \mod p, \quad c_1 \in \mathcal{O}_K, \quad y \in O_{K_p}^{N+1} \}
\]
where \( \hat{s}_j \) is any \( \mod p^{i-j} \) approximation to \( s_j \).

**Proof.** Note that \( S_1 \) and \( S_2 \) are both of the form described in the statement of Theorem 5.10, as shown in Lemmas 5.6 and 5.8. We proceed by induction.

Assume that
\[
S_{i-1} = \left\{ c_0(\hat{s}_0 + c_1 \pi \hat{s}_1 + \ldots + c_{i-2} \pi^{i-2} \hat{s}_{i-2}) + \pi^{i-1} y \mid c_0, c_1 \in \mathcal{O}_K, \right. \]
\[
c_0 \not\equiv 0 \mod p, \quad c_1 \in \mathcal{O}_K, \quad y \in O_{K_p}^{N+1} \}
\]
and recall that \( S_i \subseteq S_{i-1} \). If \( x \) is an element of \( S_{i-1} \) then
\[
x = c_0(\hat{s}_0 + c_1 \pi \hat{s}_1 + \ldots + c_{i-2} \pi^{i-2} \hat{s}_{i-2}) + \pi^{i-1} y,
\]
for some \( c_0, c_1 \in \mathcal{O}_K \) with \( c_0 \not\equiv 0 \mod p \) and some \( y \in O_{K_p}^{N+1} \). Then, \( x \in S_i \) if and only if \( F(x) \equiv 0 \mod p^i \). We perform a Taylor expansion on \( F \):
\[
F(x) \equiv F(c_0(\hat{s}_0 + c_1 \pi \hat{s}_1 + \ldots + c_{i-2} \pi^{i-2} \hat{s}_{i-2}) + \pi^{i-1} y)
\]
\[
\equiv c_0^{d-1} (c_0 F(\hat{s}_0 + c_1 \pi \hat{s}_1 + \ldots + c_{i-2} \pi^{i-2} \hat{s}_{i-2}) + \pi^{i-1} \nabla F(\hat{s}_0)(y)) \mod p^i.
\]
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Therefore $F(x) \equiv 0 \mod p^i$ if and only if the congruence
\[
\pi^{i-1} \nabla E(s_0)(y) \equiv -c_0 F(s_0 + c_1 s_1 + \cdots + c_i^{-1} \pi^{i-1} s_{i-1}) \mod p^i, \quad (5.4)
\]
holds. Recalling that the construction of the $s_i$ means that $F(x, \ldots, s_t) = 0$ for all $t \leq i - 2$, we expand the main part of the right hand side:
\[
F(s_0 + \cdots + c_i^{-2} \pi^{i-2} s_{i-2}) \equiv \sum_{t=0}^{i-2} (c_1 \pi)^t F(s_0, \ldots, s_t) + (c_1 \pi)^{i-1} F_{i-1}(s_0, \ldots, s_{i-2}, 0) \mod p^i
\equiv 0 + (c_1 \pi)^{i-1} F_{i-1}(s_0, \ldots, s_{i-2}, 0) \mod p^i.
\]
We substitute back in to Congruence (5.4):
\[
\pi^{i-1} \nabla E(s_0)(y) \equiv -c_0 (c_1 \pi)^{i-1} F_{i-1}(s_0, \ldots, s_{i-2}, 0) \mod p^i.
\]
We divide by $\pi^{i-1}$ and conclude that $F(x) \equiv 0 \mod p^i$ if and only if
\[
\nabla E(s_0)(y) \equiv -c_0 c_i^{-1} F_{i-1}(s_0, \ldots, s_{i-2}, 0) \mod p. \quad (5.5)
\]
Recall that $s_{i-1}$ is defined so that $\nabla E(s_0)(s_{i-1}) = -F_{i-1}(s_0, \ldots, s_{i-2}, 0)$ and that this definition is unique up to addition of an element of $\ker \nabla E(s_0)$. Therefore all solutions to Congruence (5.5) will be of the form
\[
y = c_0 c_i^{-1} s_{i-1} + a_0 s_0 + a_1 s_1 + \pi y',
\]
for some $a_0, a_1 \in O_K$ and $y' \in O_K^{N+1}$.

After some relabelling of constants we see that if $x \in S_{i-1}$, then $x \in S_i$ if and only if
\[
x = c_0 (s_0 + c_1 s_1 + \cdots + c_i^{-1} \pi^{i-1} s_{i-1}) + \pi y,
\]
for some $c_0, c_1 \in O_K$ with $c_0 \neq 0 \mod p$, and some $y \in O_K^{N+1}$.
\[
S_i = \left\{ c_0 (s_0 + c_1 s_1 + \cdots + c_i^{-1} \pi^{i-1} s_{i-1}) + \pi y \left| \begin{array}{c}
c_0, c_1 \in O_K, \\
c_0 \neq 0 \mod p, \\
y \in O_K^{N+1}
\end{array} \right. \right\}.
\]
Therefore, by induction, $S_i$ takes this form for each $i > 0$. \qed
5.5 Higher dimensional varieties

The method used to construct lattices of lifts in the case of curves can be extended to work in essentially the same way for higher dimensional varieties. We will generalise our work to describe the sets of lifts for a point on a smooth reduced variety $\overline{V}$, where $\dim(V) \geq 1$.

Just as in the case of curves, after finding a lift $s_0 \in \mathcal{O}_{K_p}^{N+1}$ of $\overline{P}$ the key first step is to find a basis for $\ker(\nabla F(s_0))$ that includes $s_0$. These vectors span the tangent space of $V(K_p)$ at $s_0$ and this tangent space is $\dim(V)$-dimensional, as $V$ is smooth. To generalise our construction to a variety of dimension $D$ we require $D$ parameters; we will therefore be using multivariate power series.

Let $c = (c_1, \ldots, c_D)$ be a tuple of parameters. When working with univariate power series and Taylor expansions we used a sequence of vectors $(y_i)$. Here we will index vectors by multi-indices: $y_\gamma$. If $\gamma$ and $\alpha$ are multi-indices we will say that $\gamma \leq \alpha$ if $\gamma_i \leq \alpha_i$ for each $i$. Recall that $|\alpha| = \sum \alpha_i$, and let $n_\alpha = \# \{ \gamma : \gamma \leq \alpha \}$. We say that $\gamma < \alpha$ if $\gamma \leq \alpha$ and $|\gamma| < |\alpha|$ or, equivalently, if $\gamma \leq \alpha$ and there is some index $i$ where $\gamma_i < \alpha_i$. If $|\alpha| = 0$ then we will denote it by 0 and if $|\alpha| = 1$ then the multi-index whose $i$th coefficient $\alpha_i = 1$ will be denoted by $i$.

Let $(y_\gamma)$ be a sequence indexed by multi-indices on $D$ variables. The number of multi-indices of size $j$ on $D$ variables is given by $\phi_D(j) = \binom{D+j-1}{j}$. Where the number of variables is unambiguous, we will shorten this to $\phi(j)$. We use the notation $(y_\gamma)_{\gamma \leq \alpha}$ to indicate the finite subsequence of $(y_\gamma)$ consisting of those $y_\gamma$ such that $\gamma \leq \alpha$. We will use the notation $(y_\gamma : \text{condition})$ to indicate the sequence $(z_\gamma)$ where

$$z_\gamma = \begin{cases} 
  y_\gamma & \text{if } \gamma \text{ satisfies condition and} \\
  0 & \text{else.}
\end{cases}$$

These new notations perform the same functions as the notations described for the sequences that are inputs to $G_s$ on page 38. As an example, $(y_\gamma : \gamma < \alpha)_{\gamma \leq \alpha}$ is the finite sequence with one position for each multi-index $\gamma \leq \alpha$. Its coefficients are $y_\gamma$ for each $\gamma < \alpha$ and 0 for $\alpha$.

**Lemma 5.11** (Generalisation of Lemma 5.3). Let $R$ be a coefficient ring and let $c = (c_1, \ldots, c_D)$ be a tuple of variables. Let $(y_\alpha)$ be a sequence of vectors indexed by multi-indices on $D$ variables and let $G \in R[X_1, \ldots, X_n]$. Then there exist unique
polynomial functions \(G_\alpha : (R^n)^\alpha \to R\) such that:

\[
G \left( \sum_{j=0}^{\infty} \sum_{|\alpha| = j} c^\alpha y_\alpha \right) = \sum_{j=0}^{\infty} \sum_{|\alpha| = j} c^\alpha G_\alpha((y_\gamma)_{\gamma \leq \alpha}).
\]

**Proof.** As in the univariate case, the existence of the \(G_\alpha\) follows from a term-by-term expansion of \(G \left( \sum_{j=0}^{\infty} \sum_{|\alpha| = j} c^\alpha y_\alpha \right)\). The fact that \(G_\alpha\) only depends on \(\gamma \leq \alpha\) follows for the same reason as in the univariate case: \(y_\gamma\) appears on the left hand side multiplied by \(c^\gamma\) so if \(G_\alpha\) depends on \(y_\gamma\) then \(c^\gamma c^\alpha\) and \(\gamma \leq \alpha\).

**Lemma 5.12** (Generalisation of Lemma 5.4). Let \(G\) and \(G_\alpha\) be as in Lemma 5.11. Then we have

\[
G_\alpha((y_\gamma)_{\gamma \leq \alpha}) = \nabla G(y_0)(y_\alpha) + G_\alpha((y_\gamma : \gamma < \alpha)_{\gamma \leq \alpha}).
\]

**Proof.** This proof is a generalisation of that of Lemma 5.4. We perform a Taylor expansion to allow us to compare \(G \left( \sum_{j=0}^{t} \sum_{|\alpha| = t} c^\alpha y_\alpha \right)\) to \(G \left( \sum_{j=0}^{t-1} \sum_{|\alpha| = t} c^\alpha y_\alpha \right)\).

\[
G \left( \sum_{t=0}^{j} \sum_{|\alpha| = t} c^\alpha y_\alpha \right) = G \left( \sum_{t=0}^{j-1} \sum_{|\alpha| = t} c^\alpha y_\alpha \right) + \nabla G \left( \sum_{t=0}^{j-1} \sum_{|\alpha| = t} c^\alpha y_\alpha \right) \left( \sum_{|\alpha| = j} c^\alpha y_\alpha \right).
\]

We compare coefficients of \(c^\alpha\) for some \(|\alpha| = j\) and find that

\[
G_\alpha((y_\gamma)_{\gamma \leq \alpha}) = G_\alpha((y_\gamma : |\gamma| \leq j-1)_{\gamma \leq \alpha}) + \nabla G(y_0)(y_\alpha)
\]

\[
= G_\alpha((y_\gamma : \gamma < \alpha)_{\gamma \leq \alpha}) + \nabla G(y_0)(y_\alpha).
\]

\(\square\)

Let \(V\) be a variety of dimension \(D\) defined by a tuple of polynomials \(F\) in \(\mathcal{O}_K[X_0, \ldots, X_N]\) and let \(\bar{P}\) be a smooth point on the reduced curve \(\tilde{V}(\mathbb{F}_p)\). \(F\) is a tuple of \(m\) polynomials where \(m \geq N - D\). As in the case of curves, exactly \(N - D\) polynomials are required to define \(\tilde{V}\) at any particular reduced point \(\bar{P}\). We assume for simplicity that \(V\) is a complete intersection, defined by \(N - D\) polynomials. In practice, for each reduced point \(\bar{P}\) a suitable subset of \(F\) of size \(N - D\) can be found.

We will now construct sets of lifts \(S_1 \supset S_2 \supset \ldots\) for \(\bar{P}\). We may apply Hensel’s Lemma (Proposition 5.5) to \(\nabla F(\bar{P})\) and so construct \(s_0 \in \mathcal{O}_{K_p}^{N+1}\), a lift of \(\bar{P}\) satisfying \(F(s_0) = 0\).
For exactly the same reasons as when $D = 1$, the first set of lifts is given by

$$S_1 = \left\{ c_0 \hat{s}_0 + \pi y \mid c_0 \in \mathcal{O}_K, c_0 \not\equiv 0 \mod p, y \in \mathcal{O}_K^{-1} \right\}.$$

By the same argument as Lemma 5.7, $\nabla F(s_0)$ defines a surjective linear map $\mathcal{O}_K^{-1} \to \mathcal{O}_K^{-D}$. The kernel is $D + 1$ dimensional and, as before, $s_0 \in \ker(\nabla F(s_0))$. We extend from $s_0$ to fix a basis $s_0, s_1, \ldots, s_D \in \mathcal{O}_K^{-1}$ for this kernel. Then $\nabla F(s_0)(y) = 0$ if and only if $y = \sum_{i=0}^D c_i s_i$ for some $c_0, \ldots, c_D \in \mathcal{O}_K$.

**Lemma 5.13** (Generalisation of Lemma 5.8). *The second set of lifts is*

$$S_2 = \left\{ c_0 \left( \hat{s}_0 + \pi \sum_{i=1}^D c_i \hat{s}_i \right) + \pi^2 y \mid c_0, \ldots, c_D \in \mathcal{O}_K, c_0 \not\equiv 0 \mod p, y \in \mathcal{O}_K^{-1} \right\},$$

where $\hat{s}_0$ is an approximation mod $p^2$ to $s_0$ and $\hat{s}_i$ is an approximation mod $p$ to $s_i$ for $1 \leq i \leq D$.

**Proof.** Let $x \in S_1$. Then $x \in S_2$ if and only if $F(x) \equiv 0 \mod p^2$. We write $x = c_0 \hat{s}_0 + \pi y$. Performing a Taylor expansion on $F$ yields:

$$F(c_0 \hat{s}_0 + \pi y) \equiv F(c_0 \hat{s}_0) + \nabla F(c_0 \hat{s}_0)(\pi y) \mod p^2$$

$$\equiv c_0^{\deg(F)-1} \left( c_0 F(s_0) + \pi \nabla F(\hat{s}_0)(y) \right) \mod p^2.$$

We know that $c_0 \not\equiv 0 \mod p$, so $F(x) \equiv 0 \mod p^2$ if and only if

$$c_0 F(s_0) + \pi \nabla F(\hat{s}_0)(y) \equiv 0 \mod p^2.$$

Recall that $F(s_0) = 0$, so $F(\hat{s}_0) \equiv 0 \mod p^2$ and consequently $x \in S_2$ if and only if

$$\nabla F(\hat{s}_0)(y) \equiv 0 \mod p.$$

This means that $y \equiv \sum_{i=0}^D a_i \hat{s}_i \mod p$ for some $a_i \in \mathcal{O}_K$. This implies that

$$x \equiv c_0 \hat{s}_0 + \sum_{i=0}^D a_i \hat{s}_i \mod p^2,$$

so, by rearranging constants, we have

$$x = c_0 \left( \hat{s}_0 + \sum_{i=1}^D c_i \hat{s}_i \right) + \pi^2 y.$$
where \( c_i \in \mathcal{O}_K \), \( c_0 \not\equiv 0 \mod p \) and \( y \in \mathcal{O}_K^{N+1} \).

We may now inductively construct more vectors \( s_\alpha \in \mathcal{O}_K^{N+1} \). For each multi-index \( \alpha \) we define \( s_\alpha \in \mathcal{O}_K^{N+1} \) by:

\[
\nabla F(s_0)(s_\alpha) = -F_\alpha((s_\gamma : \gamma < \alpha)_{\gamma \leq \alpha}).
\]

This definition is unique up to the addition of an element of \( \ker(\nabla F(s_0)) \).

**Theorem 5.14** (Generalisation of Theorem 5.10). The \( i \)th set of lifts is given by:

\[
S_i = \left\{ \begin{array}{l}
c_0 \in \mathcal{O}_K, \\
c_0 \not\equiv 0 \mod p, \\
c = (c_1, \ldots, c_D) \in \mathcal{O}_K^D, \\
y \in \mathcal{O}_K^{N+1}
\end{array} \right. \left\{ \begin{array}{l}
c_0 \in \mathcal{O}_K, \\
c_0 \not\equiv 0 \mod p, \\
c = (c_1, \ldots, c_D) \in \mathcal{O}_K^D, \\
y \in \mathcal{O}_K^{N+1}
\end{array} \right. \left\{ \begin{array}{l}
c_0 \in \mathcal{O}_K, \\
c_0 \not\equiv 0 \mod p, \\
c = (c_1, \ldots, c_D) \in \mathcal{O}_K^D, \\
y \in \mathcal{O}_K^{N+1}
\end{array} \right.
\]

**Proof.** We know from page 50 and Lemma 5.13 that \( S_1 \) and \( S_2 \) are of the form given in the statement of the Theorem. We proceed by induction. Assume that the \((i-1)\)th set of lifts is given by

\[
S_{i-1} = \left\{ \begin{array}{l}
c_0 \in \mathcal{O}_K, \\
c_0 \not\equiv 0 \mod p, \\
c = (c_1, \ldots, c_D) \in \mathcal{O}_K^D, \\
y \in \mathcal{O}_K^{N+1}
\end{array} \right.
\]

If \( x \in S_{i-1} \), then \( x \in S_i \) if and only if \( E(x) \equiv 0 \mod p^i \). We perform a Taylor expansion on \( E \):

\[
E(x) = E \left( c_0 \left( \sum_{j=0}^{i-2} \sum_{|\alpha| = j} \pi^j c^\alpha \hat{s}_\alpha \right) + \pi^{i-1} y \right)
\]

\[
\equiv E \left( c_0 \left( \sum_{j=0}^{i-2} \sum_{|\alpha| = j} \pi^j c^\alpha \hat{s}_\alpha \right) \right) + \nabla E \left( c_0 \left( \sum_{j=0}^{i-2} \sum_{|\alpha| = j} \pi^j c^\alpha \hat{s}_\alpha \right) \right) (\pi^{i-1} y) \mod p^i
\]

\[
\equiv c_0^{\deg(E)-1} \left( \sum_{j=0}^{i-2} \sum_{|\alpha| = j} \pi^j c^\alpha \hat{s}_\alpha \right) + \pi^{i-1} \nabla E(\hat{s}_0)(y) \mod p^i.
\]

Therefore \( E(x) \equiv 0 \mod p^i \) if and only if

\[
\pi^{i-1} \nabla E(\hat{s}_0)(y) = -c_0 E \left( \sum_{j=0}^{i-2} \sum_{|\alpha| = j} \pi^j c^\alpha \hat{s}_\alpha \right) \mod p^i. \quad (5.6)
\]
Expanding part of the right hand side using Lemma 5.11, we have
\[
F \left( \sum_{j=0}^{i-2} \sum_{|\alpha|=j} \pi^j c^{\alpha} s_{\alpha} \right) \equiv \sum_{j=0}^{i-1} \sum_{|\alpha|=j} c^{\alpha} \pi^j E_\alpha((\hat{s}_\gamma : |\gamma| \leq i-2)_{\gamma \leq \alpha}) \mod p^i
\]
\[
= \sum_{j=0}^{i-2} \sum_{|\alpha|=j} c^{\alpha} \pi^j E_\alpha((\hat{s}_\gamma)_{\gamma \leq \alpha}) + \sum_{|\alpha|=i-1} c^{\alpha} \pi^{i-1} E_\alpha((\hat{s}_\gamma : \gamma < \alpha)_{\gamma \leq \alpha}).
\]
By the definition of the \( s_{\alpha} \) and Lemma 5.12 we know that
\[
E_\alpha((s_\gamma)_{\gamma \leq \alpha}) = 0,
\]
for each \( \alpha \). Therefore Congruence 5.6 becomes
\[
\nabla F(\hat{s}_0)(y) \equiv -c_0 \sum_{|\alpha|=i-1} c^{\alpha} E_\alpha((\hat{s}_\gamma : \gamma < \alpha)) \mod p.
\]
From the definition of the \( s_{\alpha} \), we know that this congruence holds if and only if
\[
y = c_0 \sum_{|\alpha|=i-1} c^{\alpha} \hat{s}_\alpha + \sum_{i=0}^{D} a_i \hat{s}_i + \pi y'
\]
for some \( y' \in \mathcal{O}_K^{N+1} \) and \( a_i \in \mathcal{O}_K \). After relabelling constants, we see that \( x \in S_i \) if and only if
\[
x = c_0 \left( \sum_{j=0}^{i} \sum_{|\alpha|=j} c^{\alpha} \pi^j \hat{s}_\alpha + \pi^{i+1} y \right)
\]
for some \( c_0 \in \mathcal{O}_K, c_0 \not\equiv 0 \mod p, c \in \mathcal{O}_K^D \) and \( y \in \mathcal{O}_K^{N+1} \), as required.

5.6 Implementation

The vectors \( s_{\alpha} \) have been defined \( p \)-adically, and the \( \hat{s}_{\alpha} \) have been given as arbitrary truncations of the vectors \( s_{\alpha} \), where the \( p \)-adic precision (that is, an exponent \( m \) so that we work modulo \( p^m \)) depends on the context. In practice, we can only work to a finite \( p \)-adic precision to construct each of the \( \hat{s}_{\alpha} \). Each \( \hat{s}_{\alpha} \) will be constructed by solving a congruence modulo \( p \) and Hensel lifting that solution to the required \( p \)-adic precision. It would be highly preferable to fix the \( p \)-adic precision at the start, for two main reasons.
1. Each $s_\alpha$ depends on all $s_\gamma$ such that $\gamma < \alpha$. We will need to calculate $\hat{s}_0$ to the highest precision we use. If we decided to increase the precision after some of the $\hat{s}_\alpha$ had been calculated, this would require a recalculation of every vector.

2. Fixing the $p$-adic precision will aid the calculation of the $E_\alpha((y_\gamma)_{\gamma \leq \alpha})$. Although we can perform Taylor expansions on power series (see Equation 5.1), finding explicit expressions in terms of $H_i$ for each $E_\alpha$ will be tricky. It is simple to fix a $p$-adic precision $m$ and evaluate $E(\sum_{i=0}^m \sum_{|\alpha|_i=i} c^\alpha y_\alpha) \in \mathcal{O}_K[c_1, \ldots, c_D, (y_\alpha)_{|\alpha| \leq m}]$. Terms with coefficient $c^\alpha$ will then form $E_\alpha$.

In Section 6.3 we will discuss our strategy for choosing an appropriate $p$-adic precision. This $p$-adic precision will coincide with the label $i$ of $S_i$; the set $S_i$ contains $p^i \mathcal{O}_K^{N+1}$ so no vector in $S_i$ need be defined to greater $p$-adic precision than $i$.

5.7 Interpretation of sets of lifts

The construction of the sets of lifts $S_i$ involves passing to the $p$-adic completion $\mathcal{O}_{K_p}$ of $\mathcal{O}_K$ via Hensel lifting (Proposition 5.5). The fact that $V(K) \subseteq V(K_p)$ underpins our method of finding representatives for points of $V(K)$. In this section we will discuss $V(K_p)$ and relate sets of representatives for points of $V(K_p)$ to the sets of lifts we have constructed, which are sets of possible representatives for points of $V(K)$. Each representative of a point of $V(K_p)$ must satisfy the defining polynomials $F$ of $V$ modulo every power of $p$.

Every point of $V(K_p)$ can be reduced modulo $p$ to a point in $V(\mathbb{F}_p)$. Reduction modulo $p$ on $V(K_p)$ partitions points of $V(K_p)$ into certain disjoint residue discs, each one associated to a point of $V(\mathbb{F}_p)$. For each $\bar{P} \in V(\mathbb{F}_p)$ we construct a lift $s_0 \in \mathcal{O}_{K_p}^{N+1}$ of $\bar{P}$ such that $F(s_0) = 0$. The vector $s_0$ is a representative of a point of $V(K_p)$ and all other integral representatives in $\mathcal{O}_{K_p}^{N+1}$ of this point are given by $c_0s_0$ for some $c_0 \in \mathcal{O}_{K_p}$. The residue disc of $V(K_p)$ corresponding to $\bar{P}$ is the set of points in $V(K_p)$ that have a representative $x$ satisfying $v_p(x - s_0) \geq 1$. We aim to find all $p$-primitive representatives of such points. The set of $p$-primitive representatives for the residue disc of $\mathbb{P}^N(K_p)$ at $\bar{P}$ contains the residue disc of $V(K_p)$ at $\bar{P}$ and is given by

$$S_1 = \left\{ c_0(s_0 + \pi y) \mid c_0 \in \mathcal{O}_{K_p}, c_0 \not\equiv 0 \mod p, y \in \mathcal{O}_{K_p}^{N+1} \right\}.$$ 

We note that $S_1 \cap \mathcal{O}_{K_p}^{N+1} = S_1$. The subset of $S_1$ whose elements satisfy $F$ is the set of all $p$-primitive representatives in $\mathcal{O}_{K_p}^{N+1}$ of points of $V(K_p)$ that lie in the residue
disc represented by \( \bar{P} \).

By solving each \( E_\alpha \) to find the vectors \((s_\alpha)\) we construct sets

\[
S_i = \left\{ c_0 \left( \sum_{j=0}^{i} \sum_{|\alpha|=j} \pi^j c\alpha s_\alpha \right) + \pi^{i+1} y \middle| \begin{array}{c}
c_0 \in \mathcal{O}_{K_p}, \\
c_0 \not\equiv 0 \pmod{p}, \\
c \in \mathcal{O}_{K_p}^D, \\
y \in \mathcal{O}_{N}^{K_p}^{i+1}
\end{array} \right\},
\]

that satisfy

\[
\mathcal{O}_{K_p}^{N+1} \supset S_1 \supset \cdots \supset S_{i-1} \supset S_i \supset \ldots.
\]

The set \( S_i \) is the subset of \( \mathcal{S}_1 \) (\( p \)-primitive representatives for the residue disc of \( \mathbb{P}^N(K_p) \) given by \( \bar{P} \)) whose elements satisfy \( E \) modulo \( p^{i+1} \).

The set of convergent infinite sums

\[
S_\infty = \left\{ c_0 \left( \sum_{j=0}^{\infty} \sum_{|\alpha|=j} \pi^j c\alpha s_\alpha \right) \middle| c_0 \in \mathcal{O}_{K_p}, c_0 \not\equiv 0 \pmod{p}, c \in \mathcal{O}_{K_p}^D \right\},
\]

gives an analytic parametrisation of \( p \)-primitive representatives of the residue disc of \( V(K_p) \) given by \( \bar{P} \). \( S_\infty \) is the limit of the sequence of \( S_i \); alternatively we could see the \( S_i \) as truncations modulo \( p^{i+1} \) of \( S_\infty \).

The set of all \( p \)-primitive representatives in \( \mathcal{O}_{K_p}^{N+1} \) of points on \( V(K_p) \) is easier to describe than for \( V(K) \) because, in general, the infinite sums of \( S_\infty \) do not converge in \( \mathcal{O}_{K}^{N+1} \). For each \( i \), the set \( S_i \) is \( S_i \cap \mathcal{O}_{K}^{N+1} \) or the set of \( \mathcal{O}_{K}^{N+1} \) points in the truncation of \( S_\infty \) modulo \( p^{i+1} \). As we truncate \( s_\alpha \) to obtain \( \hat{s}_\alpha \), we discard information about \( V(K_p) \).
Chapter 6

Constructing lattices of lifts from sets

6.1 \( \mathcal{O}_K \)-lattices

In correspondence with the classical notion of \( \mathbb{Z} \)-lattices as finitely generated free \( \mathbb{Z} \)-modules, we define \( \mathcal{O}_K \)-lattices.

**Definition 25.** An \( \mathcal{O}_K \)-lattice \( M \) is a finitely generated, torsion-free module over \( \mathcal{O}_K \).

Much of the theory of \( \mathcal{O}_K \)-lattices that we will see applies more generally to modules over Dedekind domains. The first chapter of [6] provides a good introduction and the standard results given here may be found there.

A lattice over \( \mathbb{Z} \) is endowed with an associated quadratic form which determines length and angles for vectors in the lattice; our \( \mathcal{O}_K \)-lattices will have length defined by the \( T_2 \)-norm as introduced in Chapter 3. This differs from the classical \( \mathbb{Z} \)-lattice case as \( T_2(x, y) \) is not generally a \( K \)-bilinear form on \( K^n \) and so the \( T_2 \)-norm is not a quadratic form on \( K^n \). Because \( \mathcal{O}_K \) is itself a finitely generated torsion-free \( \mathbb{Z} \)-module, an \( \mathcal{O}_K \)-module may also be viewed as a \( \mathbb{Z} \)-lattice with the \( T_2 \)-norm inducing the quadratic form. This is a valid quadratic form because \( T_2(x, y) \) is a \( \mathbb{Q} \)-bilinear form on \( (\mathbb{Q}^d)^n \cong K^n \).

Although \( \mathbb{Z} \)-lattices are always free, this is not the case for \( \mathcal{O}_K \)-modules, which may be torsion-free without being free if \( \mathcal{O}_K \) is not a principal ideal domain. Therefore if \( M \) is an \( \mathcal{O}_K \)-lattice we cannot necessarily provide a basis for \( M \); this motivates the use of a pseudo-basis.

**Lemma 6.1** (Corollary 1.2.25 of [6]). *If \( M \) is an \( \mathcal{O}_K \)-lattice, there exist elements*
\(a_1, \ldots, a_n \in M\) and fractional ideals \(a_1, \ldots, a_n\) of \(O_K\) such that

\[M = a_1a_1 \oplus \cdots \oplus a_na_n.\]

Such a set \((a_i, a_i)\) is called a pseudo-basis for \(M\). We may think of \(M\) as an abstract \(O_K\)-module \(M \simeq \bigoplus_{i=1}^n a_i\) with \(n\) equal to the rank of \(M\). The ideal class of \(\prod_i a_i\) is independent of the choice of pseudo-basis and is called the Steinitz class of \(M\). (This is Corollary 1.2.25 of [6].) \(M\) is free if and only if its Steinitz class is principal.

**Lemma 6.2** (Prop 1.4.2 of [6]). The pseudo-basis of an \(O_K\)-lattice is not unique. Let \((a_i, a_i)\) and \((b_j, b_j)\) be two pseudo-bases for an \(O_K\)-lattice \(M\) and let \(U\) be the matrix giving the \(b_j\) in terms of the \(a_i\). Then \(\prod_i a_i = (\det(U)) \prod_j b_j\).

To state the definition and algorithm of LLL-reduction for \(\mathbb{Z}\)-lattices, one requires Gram-Schmidt orthogonalisation as described on page 82 of [5]. We extend this definition to \(K_R\)-vectors; this will be used when we discuss lattice reduction in Chapter 8.

**Definition 26.** Let \((b_i, b_i)\) be a pseudo-basis for an \(O_K\)-lattice \(M \subset K^n_R\). Then the Gram-Schmidt orthogonalisation of the pseudo-basis vectors \(b_i\) may be defined inductively by

\[b_i^* = b_i - \sum_{j<i} \mu_{ij} b_j^*,\]

where \(\mu_{ij}\) is given by

\[\mu_{ij} = \frac{T_2(b_i, b_j^*)}{T_2(b_j^*, b_j^*)}.\]

The vectors \(b_i^*\) lie in \(K^n_R\), the \(K\)-span of \(\{b_i^*\}_{1 \leq i \leq m}\) is equal to that of \(\{b_i\}_{1 \leq i \leq m}\) and they are orthogonal: \(T_2(b_i^*, b_j^*) = 0\) for all \(i \neq j\).

### 6.1.1 Index-ideals of sub-lattices

We will use the structure of torsion modules over \(O_K\) to help us to understand the index of a sub-lattice in the setting of \(O_K\)-lattices. This material can be found in Section 1.2.2 of [6].

Let \(T\) be a finitely generated torsion module over \(O_K\). Then there exist elements \(a_1, \ldots, a_n \in T\) and non-zero integral ideals \(\mathfrak{d}_1, \ldots, \mathfrak{d}_n\) not equal to \(O_K\) such that

\[T = (O_K/\mathfrak{d}_1)a_1 \oplus \cdots \oplus (O_K/\mathfrak{d}_n)a_n.\]
and $d_{i-1} \subset d_i$ for each $2 \leq i \leq n$. The $d_i$ are unique and depend only on the isomorphism class of $T$. The product of these ideals $\prod_i d_i$ is called the order-ideal of $T$.

Let $M \supset L$ be $\mathcal{O}_K$-lattices with the same rank. Then the quotient module $M/L$ is a torsion $\mathcal{O}_K$-module. The order-ideal of $M/L$ will be called the index-ideal of $L$ in $M$ and will be denoted $[M : L]$. If $M \supset L \supset N$ are all of the same rank, then their index-ideals satisfy

\[ [M : N] = [M : L][L : N]. \]

We can construct a special pseudo-basis to relate an $\mathcal{O}_K$-lattice and a sub-lattice.

**Lemma 6.3** (Theorem 1.2.35 of [6]). Let $M \supset L$ be two $\mathcal{O}_K$-lattices of rank $n$. Then there exist a pseudo-basis $(a_i, a_i)$ for $M$ and integral ideals $d_1, \ldots, d_n$ such that $(a_i, d_i a_i)$ is a pseudo-basis for $L$ and $\prod_i d_i = [M : L]$.

**Lemma 6.4.** Let $M \subset \mathcal{O}_K^n$ be an $\mathcal{O}_K$-lattice of full rank. If $M$ is given by a pseudo-basis $(b_i, b_i)$ and $B$ is the $n \times n$ matrix whose rows are the $b_i$, then

\[ [\mathcal{O}_K^n : M] = \langle \det(B) \rangle \prod_i b_i. \]

**Proof.** We know from Lemma 6.3 that there exists a pseudo-basis $(a_i, a_i)$ of $\mathcal{O}_K^n$ and integral ideals $d_i$ such that $(a_i, d_i a_i)$ is a pseudo-basis for $M$. Therefore we have that

\[ [\mathcal{O}_K^n : M] = \prod_i d_i. \]

Let $A$ be the matrix with rows given by the $a_i$. To prove the statement for $(a_i, d_i a_i)$ it will be enough to show that $\langle \det(A) \rangle \prod_i a_i = \mathcal{O}_K$. $\mathcal{O}_K^n$ has a standard pseudo-basis $(e_i, \mathcal{O}_K)$. $A$ has full rank and its inverse $A^{-1}$ is the change-of-basis matrix between the $a_i$ and $e_i$. From Lemma 6.2 we see that $\prod_i a_i = \langle \det(A^{-1}) \rangle \mathcal{O}_K$ and we can conclude that

\[ \langle \det(A) \rangle \prod_i a_i = \langle \det(A) \rangle \langle \det(A^{-1}) \rangle \mathcal{O}_K = \mathcal{O}_K. \]

It follows quickly from Lemma 6.2 that the result holds for all pseudo-bases of $M$. \hfill \square
6.2 Lattices of lifts

We now construct some particular $O_K$-lattices which we call lattices of lifts. We first recall what we mean by a set of lifts. Let $V$ be a variety of dimension $D$ defined by polynomials $F$ in $O_K[X_0, \ldots, X_N]$. Let $p$ be a good prime for $V$ which has degree one and is principal and let $\bar{P}$ be a smooth point on the reduced curve $\bar{V}(F_p)$. Then the $i$th set of lifts, $S_i$, is the set of vectors $x \in O_K^{N+1}$ that are lifts of $\bar{P}$ mod $p$ and which satisfy $F(x) \equiv 0 \mod p$. $S_i$ is defined by a sequence of vectors $(\widehat{s_\alpha})_{|\alpha| \leq i-1} \in O_K^{N+1}$ whose construction is explained in Chapter 5. $S_i$ is given by

$$S_i = \left\{ c_0 \sum_{j=0}^{i-1} \sum_{|\alpha|=j} \pi^j c^\alpha \widehat{s_\alpha} + \pi^i y \mid c_0 \in O_K, c_0 \not\equiv 0 \mod p, c \in O_K^D, y \in O_K^{N+1} \right\}.$$

We will define lattices of lifts from these sets.

**Definition 27.** Let $S_i$ be a set of lifts as defined above. Then the $i$th lattice of lifts, $L_i$, is the $O_K$-submodule of $O_K^{N+1}$ generated by

$$\left\{ \pi^{|\alpha|} \widehat{s_\alpha} \right\}_{|\alpha| \leq i-1} \text{ and } \pi^i O_K^{N+1}.$$

We will see later that $L_i$ is free. A key part of the method of finding points via lattice reduction explained in Chapter 8 is to construct a lattice $L_i$ for which the norm of the index-ideal of $L_i$ in $O_K^{N+1}$ is bounded below. To achieve this, we must find out more about the index-ideal of $L_i$.

**Proposition 6.5.** The index-ideal of $L_i$ in $O_K^{N+1}$ (also called the index of $L_i$) is $p^m_i$ for some $m_i \leq i(N + 1)$.

**Proof.** Because $S_i$ is contained in $O_K^{N+1}$, we have

$$O_K^{N+1} \supset L_i \supset p^i O_K^{N+1}.$$

The index of $p^i O_K^{N+1}$ in $O_K^{N+1}$ is $[O_K^{N+1} : p^i O_K^{N+1}] = (p^i)^{N+1}$. Multiplicativity of indexes shows that

$$[O_K^{N+1} : L_i][L_i : p^i O_K^{N+1}] = [O_K^{N+1} : p^i O_K^{N+1}] = p^{i(N+1)}.$$

$\square$
When \((b_i, b_i)\) is a pseudo-basis for \(L_i\), Lemma 6.4 shows that
\[
\langle \det(b_1, \ldots, b_n) \rangle \prod_i b_i = [O_K^p : L_i] = p^{m_i}.
\]

Since \(\langle \det(b_1, \ldots, b_n) \rangle\) is a principal ideal, \(\prod_i b_i\) is principal and \(L_i\) is free.

We now wish to find bounds on \(m_i\). Recall that \(\phi_D(j)\) is the number of multi-indices on \(\deg(V)\) coefficients of degree \(j\); we shorten this to \(\phi(j)\).

**Theorem 6.6.** The index-ideal of \(L_i\) is \(p^{m_i}\), where
\[
i(N + 1) \geq m_i \geq i(N + 1) - \sum_{j=0}^{i-1} \phi(j)(i - j).
\]

**Proof.** We start with the assumption that the set of \(s_\alpha\) for \(|\alpha| \leq i - 1\) form a linearly independent set \(\mod p\). In particular, each of them is \(p\)-primitive. Consider the image of the module generated by \(\{\pi^{[|\alpha|]} s_\alpha\}_{|\alpha| \leq i - 1}\) in \(O_K^{N+1}/p^i O_K^{N+1}\). This is the same as \(L_i/p^i O_K^{N+1}\) and is generated by the images of \(\pi^{[|\alpha|]} s_\alpha\).

The span of the image of \(\pi^{[|\alpha|]} s_\alpha\) in \(O_K^{N+1}/p^i O_K^{N+1}\) is a finite \(O_K\)-module isomorphic to
\[\pi^{[|\alpha|]} O_K/p^i \simeq O_K/p^{i - |\alpha|}\.
\]
Therefore, the index of \(p^i O_K^{N+1}\) in \(L_i\) is given by
\[
[L_i : p^i O_K^{N+1}] = \prod_{j=0}^{i-1} (p^{i-j})^{\phi(j)} = \prod_{j=0}^{i-1} p^{\phi(j)(i-j)},
\]
and hence we have
\[
[O_K^{N+1} : L_i] = \frac{[O_K^{N+1} : p^i O_K^{N+1}]}{[L_i : p^i O_K^{N+1}]} = p^{i(N+1) - \sum_{j=0}^{i-1} \phi(j)(i-j)}.
\]

If the \(s_\alpha\) are linearly dependent \(\mod p\) there may be linear relations amongst the images of the \(\pi^{[|\alpha|]} s_\alpha\) in \(O_K^{N+1}/p^i O_K^{N+1}\). These may reduce the rank of the image of the module generated by \(\{\pi^{[|\alpha|]} s_\alpha\}_{|\alpha| \leq i - 1}\) or reduce the exponent in the index of a generator. Either of these would reduce the exponent of \(p\) in the index \([L_i : p^i O_K^{N+1}]\) so that it is less than \(\sum_{j=0}^{i-1} \phi(j)(i-j)\). Therefore the minimal possible exponent of \(p\) in \([O_K^{N+1} : L_i]\) is \(i(N + 1) - \sum_{j=0}^{i-1} \phi(j)(i-j)\). Proposition 6.5 gives the upper bound on \(m_i\).

\(\square\)
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6.3 Implementation

6.3.1 p-adic precision

In Section 5.6 we discussed the need to construct the vectors \( \hat{s}_\alpha \) using a fixed finite p-adic precision and noted that this precision matches the label \( i \) of \( S_i \) and \( L_i \). Now that we know how the exponent of \( p \) in the index-ideal of a lattice of lifts arises we are ready to discuss what this p-adic precision should be.

For a fixed prime \( p \) it is to our benefit to construct a lattice with as large an exponent of \( p \) in the index-ideal as possible. If we find points by lattice enumeration as in Chapter 7, a large exponent means a sparse lattice with few points to check.

Let \( \psi(j) \) indicate the number of linearly independent vectors added at stage \( j \) of the construction of vectors \( \hat{s}_\alpha \). If, at stage \( j \), fewer than \( N \) linearly independent vectors \( \hat{s}_\alpha \) have been constructed, by continuing to stage \( j + 1 \) we increase the exponent of \( p \). The p-adic precision we wish to use is \( k \), where \( k \) is minimal such that

\[
\sum_{j=0}^{k} \psi(j) \geq N.
\]

If we fix this \( k \) then in constructing \( S_k \) we generate at least \( N \) linearly independent vectors \( \pi^{|\alpha|} \hat{s}_\alpha \). To proceed on to stage \( k + 1 \) would add vectors \( \pi^k \hat{s}_\alpha \) for \( |\alpha| = k \), but these vectors were already in \( L_k \) as they are contained in \( p^k \mathcal{O}_K \).

For a variety of dimension \( D \) there are \( \phi_D(j) \) new vectors constructed at stage \( j \). For each \( j \), we know that \( \psi(j) \leq \phi_D(j) \). We note that \( \psi(j) = \phi_D(j) \) for \( j = 0 \) or 1, as these vectors are chosen to be a basis for \( \ker(\nabla F(\hat{s}_0)) \) and therefore are linearly independent. Beyond this, we do not know whether there will be any linear dependence between the \( \hat{s}_\alpha \) before we construct them and so we cannot guarantee choosing the optimal precision. We use \( \phi_D(j) \) as a substitute for \( \psi(j) \) when we attempt to choose our p-adic precision. The time required to perform extra Hensel lifting steps on each vector is likely to be small compared to other steps in the point-finding algorithm, so an attempt to overestimate \( k \) would not be very detrimental to timing and in some cases could have significant benefits. On this basis, we propose using p-adic precision \( k \), where \( k \) is minimal such that

\[
\sum_{j=0}^{k} \phi_D(j) \geq N + 2.
\]

The frequency of linear dependence between the \( \hat{s}_\alpha \) may merit further investigation.
6.3.2 Constructing a lattice from a set

We have defined the $L_i$ by using the vectors $\hat{s}_\alpha$ that were constructed in Chapter 5. However, to be able to compute further with $L_i$ we need to construct a pseudo-basis of $L_i$.

One way to generate a basis of a $\mathbb{Z}$-lattice from a generating set is to apply the Hermite normal form (HNF) algorithm to find an upper-triangular basis. We may specify an $\mathcal{O}_K$-lattice over a principal ideal domain using a basis rather than a pseudo-basis—in this case there is a HNF algorithm that works in the same way as the one over $\mathbb{Z}$. If we work carefully we may use this version of HNF to find a basis for $L_i$ even when $\mathcal{O}_K$ is not a principal ideal domain. By including $\mathfrak{p}^i\mathcal{O}_K^{N+1}$ in the generating set of the lattice we ensure that ideals generated from entries in columns of the matrix during the HNF process are principal: such ideals divide $\mathfrak{p}^i$ so they must be powers of the principal prime $\mathfrak{p}$. This overcomes the only way in which such a HNF algorithm may fail for number fields with class number greater than 1 and is an important reason to choose a principal prime ideal (as in Chapter 4).
Chapter 7

Points from lattices via $\mathbb{Z}$-lattice enumeration

In Chapters 5 and 6 we explained how to construct $\mathcal{O}_K$-lattices of lifts $L_i$ for a variety $V \subset \mathbb{P}^N(K)$. These lattices contain representatives for all rational points of $V$. As explained in Chapter 3, rational points in $\mathbb{P}^N(K)$ of height $\leq B_H$ correspond to vectors of length $\leq B_L$ in $\mathcal{O}_K^{n+1}$. To find rational points of $V$ we search for such points in $L_i$.

In this chapter we will consider the problem of finding points of bounded $T_2$-norm in an arbitrary $\mathcal{O}_K$-lattice $M \subset \mathcal{O}_K^n$. In Section 7.4 we will give a few remarks that apply to the case $M = L_i$, but the majority of this chapter will be quite general.

One way to find points in an $\mathcal{O}_K$-lattice is to “restrict scalars”, i.e., to consider an $\mathcal{O}_K$-lattice of rank $n$ as a $\mathbb{Z}$-lattice of rank $nd$. Efficient enumeration of $\mathbb{Z}$-lattice points has already been implemented in several computer algebra packages. We will explain how to convert our $\mathcal{O}_K$-lattice to a $\mathbb{Z}$-lattice with the same $T_2$-norm. Although all of the numbers involved are algebraic and may be described exactly in a computer algebra system, to do so would be expensive. Existing $\mathbb{Z}$-lattice enumeration implementations take floating-point real input in which the real numbers involved are given to finite precision. If it is necessary to prove that all points up to a certain height have been found, it is important to deal with matters of precision to ensure that no points are missed.
7.1 A \( \mathbb{Z} \)-lattice from an \( \mathcal{O}_K \)-lattice

Let \( K \) be a number field of degree \( d \) and let \( M \) be an \( \mathcal{O}_K \)-lattice of rank \( n \) given by a pseudo-basis \( M = \bigoplus_{i=1}^{n} b_i b_i \). Let \( T_2 \) be the function on vectors of \( K^n \) given by \( T_2(x, y) = \sum_{i=1}^{n} \sum_{k=1}^{d} \sigma_k(x_i) \bar{\sigma}_k(y_i) \). As ideals of \( \mathcal{O}_K \) are clearly \( \mathbb{Z} \)-modules of rank \( d \), we may write \( b_i = \bigoplus_{j=1}^{d} \mathbb{Z} \beta_{i,j} \) and so \( M = \bigoplus_{i,j} \mathbb{Z} \beta_{i,j} b_i \) as a \( \mathbb{Z} \)-module. For clarity in what follows, we relabel these basis vectors so that \( M = \bigoplus_{i=1}^{n} \mathbb{Z} b_i \).

\( T_2 \) provides a quadratic form to allow us to view the \( \mathbb{Z} \)-module \( M \) as a \( \mathbb{Z} \)-lattice. We may think of the \( \mathbb{Z} \)-lattice \( M \) as \( \mathbb{Z}^n \subset \mathbb{R}^n \) with an inner product given by the positive-definite, symmetric matrix \( T := (T_2(b_i, b_j))_{ij} \). Although \( T_2 \) is not an inner product on \( K^n \) or \( K^n \) as it is not \( \mathbb{K} \)- or \( \mathbb{K} \)-bilinear, it is \( \mathbb{Q} \)-bilinear and does provide an inner product on \( \mathbb{R}^n \).

We encounter issues of precision and accuracy in the construction of the matrix \( T \) that we need to consider. The images of elements of \( K \) under embeddings \( \sigma_k \) of \( K \) into \( \mathbb{C} \) are algebraic numbers, to be represented with finite precision. We wish to find all \( x \in \mathbb{Z}^n \) such that \( x^t T x \leq B_L \) for a vector length bound \( B_L \). Approximating \( T \) without adjusting \( B_L \) could mean that some such points are missed. The next section will explain the precision and the length bound adjustment needed so that provably all points of \( T_2 \)-norm less than or equal to \( B_L \) are found. In practice our vector length bound \( B_L \) for vectors in a lattice of lifts will be derived from a bound on height as explained in Chapter 3.

7.2 Precision

The aim of this chapter is to show how to explicitly compute \( T \). The algorithm will be presented on page 69 in Algorithm 2 and we will prove the following theorem.

**Theorem 7.1.** Let \( \eta > 1 \). Then there exists an explicitly calculable \( \epsilon > 0 \) such that if \( \epsilon \) is the unit roundoff on floating-point operations, Algorithm 2 constructs an approximation \( S \) to the matrix \( T := (T_2(b_i, b_j))_{ij} \) such that if \( x \) satisfies \( x^t T x \leq B_L \), then \( x^t S x < \eta B_L \).

To make this precise, we will need some facts about floating-point arithmetic.

7.2.1 Unit roundoff, precision and matrix entry precision

This material can be found in the early chapters of [18]. Fix positive integers \( p \) and \( e_{\text{max}} \) and a negative integer \( e_{\text{min}} \). Then we define the floating-point approximation \( \hat{f}_p(x) \) of \( x \in \mathbb{R} \) to be the nearest number of the form \( \pm m 2^{e-p} \) to \( x \), where
\[0 \leq m \leq 2^p - 1\] and \(e_{\text{min}} \leq e \leq e_{\text{max}}\). (We assume that ties are dealt with so that every \(x\) in the range available has an unique floating-point approximation.)

The precision \(p\) is the number of binary digits used to represent the mantissa, \(m\). IEEE double precision arithmetic is a standard format for floating-point arithmetic; here we have \(p = 53\), \(e_{\text{min}} = -1021\) and \(e_{\text{max}} = 1024\). We define the unit roundoff in terms of the precision by
\[
\epsilon = 2^{-p}.
\]

Every \(x \in \mathbb{R}\) in the range allowed by our floating-point system can be approximated by a floating-point number with relative error no more than \(\epsilon\). For \(t \in \mathbb{Z}\) we define \(\gamma_t = \frac{t\epsilon}{1-t\epsilon}\) and will assume in all cases that \(t\epsilon < 1\). This is entirely reasonable as \(t\) will always be less than or equal to \(nd\) in our applications and IEEE double precision arithmetic has \(\epsilon \approx 10^{-16}\).

**Lemma 7.2.**

1. ([18], Theorem 2.2) For any \(a \in \mathbb{R}\) in the range of our floating-point system,
\[
\text{fl}(a) = a(1 + c) \text{ for some } |c| < \epsilon.
\]

2. ([18], Section 2.2) If \(a, b \in \mathbb{R}\) are exactly floating-point numbers, i.e. \(\text{fl}(a) = a\) and \(\text{fl}(b) = b\), then
\[
\text{fl}(ab) = ab(1 + c') \text{ for some } |c'| < \epsilon.
\]

3. ([18], Problem 4.3) If \(x_i\) are given exactly by floating-point numbers and
\[
s_n = \sum_{i=1}^{n} x_i,
\]
then \(\text{fl}(s_n) = \sum_{i=1}^{n} (1 + d_i)x_i \text{ for some } |d_i| \leq \gamma_{n-1}^n\).

We will now bound the relative error in matrix entries. If \(S\) is an approximation to the matrix \(T\) calculated in floating-point arithmetic with unit roundoff \(\epsilon\), we wish to bound \(|S_{ij} - T_{ij}|/|T_{ij}|\). The entry \(T_{ij} \in \mathbb{R}\) is given by
\[
T_{ij} = \sum_k \sum_m \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m}),
\]
where \(b_{i,m}\) denotes the \(m\)-th coordinate of vector \(b_i\).

**Lemma 7.3.** A floating-point approximation \(S\) of \(T\) calculated with unit roundoff \(\epsilon\) satisfies
\[
\frac{|S_{ij} - T_{ij}|}{|T_{ij}|} < \frac{(1 + \epsilon)^3}{(1 - \epsilon(d - 1))(1 - \epsilon(n - 1))} - 1.
\]

**Proof.** We will denote error terms by \(c\) (for errors bounded by \(\epsilon\)) and \(d\) (for errors bounded by some \(\gamma_t\)) as in Lemma 7.2, with subscripts matching the operation or number to which the error relates.
\[ |S_{ij} - T_{ij}| = |\text{fl}(T_{ij}) - T_{ij}| \]

\[ = \text{fl} \left( \sum_k \sum_m \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m}) \right) - \sum_k \sum_m \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m}) \]

\[ = \sum_k \sum_m (1 + d_m)(1 + d_k)\text{fl}(\sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m})) \]

\[ - \sum_k \sum_m \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m}) \]

\[ = \sum_k \sum_m (1 + d_m)(1 + d_k)(1 + c_{k,i,j,m})\text{fl}(\sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m})) \]

\[ - \sum_k \sum_m \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m}) \]

\[ = \sum_k \sum_m ((1 + d_m)(1 + d_k)(1 + c_{k,i,j,m})(1 + c_{k,i,m})(1 + c_{k,j,m}) - 1) \times \]

\[ \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m}) \]

\[ < \left( (1 + \gamma_{n-1})(1 + \gamma_{d-1})(1 + \epsilon)^3 - 1 \right) \sum_k \sum_m \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m}) \]

\[ = \left( (1 + \gamma_{n-1})(1 + \gamma_{d-1})(1 + \epsilon)^3 - 1 \right) |T_{ij}| \]

\[ = \left( \frac{(1 + \epsilon)^3}{(1 - \epsilon(d - 1))(1 - \epsilon(n - 1))} - 1 \right) |T_{ij}| \]

The bound is small when \( \epsilon \) is small. This result will allow us to choose a suitable unit roundoff \( \epsilon \) for a required matrix entry precision \( \frac{|S_{ij} - T_{ij}|}{|T_{ij}|} < \delta \).

### 7.2.2 Adjusted length bounds

We collect some useful results from the theory of matrices. If \( A \) is a matrix with real entries \( A_{ij} \) then the **Frobenius norm** of \( A \) is given by \( \|A\| = \left( \sum_i \sum_j |A_{ij}|^2 \right)^{\frac{1}{2}} \). If \( A \)
is a symmetric \( n \times n \) matrix we denote the eigenvalues of \( A \) by \( \lambda_1(A) \leq \ldots \leq \lambda_n(A) \).

**Lemma 7.4** (Fact 1.11 and Inequality (1.30) of [25]). For symmetric matrices \( A \) and \( B \),

\[
\max_j |\lambda_j(A) - \lambda_j(B)| \leq \|A - B\|
\]

where \( \|\cdot\| \) denotes the Frobenius norm on matrices.

Parlett describes this result in [25] by saying that eigenvalues are “perfectly conditioned”. This is not the case for non-symmetric matrices.

**Lemma 7.5.** Let \( A \) and \( B \) be matrices such that \( |A_{ij} - B_{ij}| < \nu|A_{ij}| \) for some \( 0 < \nu < 1 \). Then we have the bound

\[
|A_{ij}| < \frac{|B_{ij}|}{1 - \nu}.
\]

If, furthermore, \( A \) and \( B \) are both symmetric, then

\[
\lambda_j(B) - \frac{\nu}{1-\nu} \|B\| < \lambda_j(A).
\]

**Proof.** The first part is a simple application of the triangle inequality:

\[
|A_{ij}| \leq |A_{ij} - B_{ij}| + |B_{ij}|
\]

\[
< \nu|A_{ij}| + |B_{ij}|.
\]

As \( 0 < \nu < 1 \),

\[
(1 - \nu)|A_{ij}| < |B_{ij}|
\]

and the conclusion follows.

For the second part we use Lemma 7.4 to show that

\[
\lambda_j(B) - \|A - B\| \leq \lambda_j(A) \leq \lambda_j(B) + \|A - B\|.
\]

We apply the matrix entry precision and the first part of the Lemma to the norm of \( A - B \):

\[
\|A - B\| = \left( \sum_{i,j} |A_{ij} - B_{ij}|^2 \right)^{1/2}
\]

\[
< \left( \sum_{i,j} (\nu|A_{ij}|)^2 \right)^{1/2}
\]

66
\[ ||A - B|| < \left( \sum_{i,j} \left( \frac{\nu}{1 - \nu} |B_{ij}|^2 \right) \right)^{1/2} \]

\[ = \frac{\nu}{1 - \nu} \left( \sum_{i,j} |B_{ij}|^2 \right)^{1/2} \]

\[ = \frac{\nu}{1 - \nu} ||B||. \]

Therefore,

\[ \lambda_j(B) - \left( \frac{\nu}{1 - \nu} ||B|| \right) < \lambda_j(B) - ||A - B|| \leq \lambda_j(A). \]

\[ \square \]

**Lemma 7.6.** Let \( A \) be a positive definite symmetric matrix, \( B_L > 0 \) a real number and \( x \) a real vector such that \( x^t Ax \leq B_L \). Then each entry \( x_j \) of \( x \) satisfies

\[ |x_j|^2 \leq \frac{B_L}{\lambda_1(A)}. \]

**Proof.** We may diagonalise \( A \); there exist a unitary matrix \( U \) and a diagonal matrix \( D \) such that \( A = U^t DU \). Note that because \( A \) is positive definite its eigenvalues are all strictly positive; therefore the diagonal entries of \( D \) are also strictly positive. Let \( y \) be equal to \( Ux \). Because \( U \) is unitary, \( |x| = |y| \).

Because \( x^t Ax \leq B_L \), we have \( (Ux)^t D(Ux) \leq B_L \), so \( y^t Dy \leq B_L \). This leads us to see that

\[ x^t Ax = y^t Dy = \sum_i D_{ii}y_i^2 \leq B_L. \]

The diagonal entries of \( D \) are the eigenvalues \( D_{ii} = \lambda_i(A) \) of \( A \). We consider the smallest eigenvalue and see that \( \lambda_1(A) \sum_i y_i^2 \leq B_L \) and that \( \sum_i y_i^2 = |y|^2 = |x|^2 \). We conclude that \( |x|^2 \leq \frac{B_L}{\lambda_1(A)} \). This bound applies to each entry of \( x \): \( |x_j|^2 \leq \frac{B_L}{\lambda_1(A)}. \)

\[ \square \]

### 7.3 Approximating the Gram matrix

We can now calculate a floating-point approximation to \( T \) and find the resulting error in the \( T_2 \)-norm.

**Theorem 7.7.** Let \( T \) be a positive definite symmetric matrix and let \( B_L \) satisfy \( B_L > 0 \). Then for all \( \eta > 1 \) there exists a \( \delta > 0 \) such that if \( |S_{ij} - T_{ij}| < \delta |T_{ij}| \) for
all $i$ and $j$ then we have

$$\left| x^t Sx - x^t Tx \right| < (\eta - 1)BL,$$

for every $x$ such that $x^t Tx \leq BL$.

Proof. For all $x$, we can estimate the error in terms of $T$ and $x$:

$$\left| x^t Tx - x^t Sx \right| = \left| \sum_{i,j} T_{ij} x_i x_j - \sum_{i,j} S_{ij} x_i x_j \right|$$

$$\leq \sum_{i,j} |T_{ij} - S_{ij}| |x_i||x_j|$$

$$< \sum_{i,j} \delta |T_{ij}| |x_i||x_j|.$$

Choose a positive-definite symmetric matrix $S^0$ with entry-wise precision $|S^0_{ij} - T_{ij}| < \nu |T_{ij}|$ for some $0 < \nu < 1$. We may always choose $S^0$ so that $\lambda_{\min}(S^0) - \frac{\nu}{1-\nu} \|S^0\| > 0$ by choosing $\nu$ to be small. We label $l(S^0) = \lambda_{\min}(S^0) - \frac{\nu}{1-\nu} \|S^0\|$.

This $S^0$ only needs to satisfy these conditions; it is not our final approximation to $T$. We use the first part of Lemma 7.5 to bound the error in terms of $S^0$:

$$\left| x^t Tx - x^t Sx \right| < \sum_{i,j} \delta \frac{|S^0_{ij}|}{1-\nu} |x_i||x_j| = \frac{\delta}{1-\nu} \sum_{i,j} |S^0_{ij}| |x_i||x_j|.$$

We may bound the size of $|x_i|$ and $|x_j|$ using Lemma 7.6, concluding that

$$\left| x^t Tx - x^t Sx \right| < \frac{\delta}{1-\nu} \sum_{i,j} |S^0_{ij}| \frac{B_L}{\lambda_1(T)} = \frac{\delta}{1-\nu} \frac{B_L}{\lambda_1(T)} \sum_{i,j} |S^0_{ij}|,$$

for all $x$ such that $x^t Tx \leq BL$. We wish to find a $\delta$ that satisfies $rac{\delta}{(1-\nu)\lambda_1(T)} \sum_{i,j} |S^0_{ij}| \leq \eta - 1$. Everything on the left-hand-side of this inequality is already known apart from $\lambda_1(T)$. Here, we employ Lemma 7.4, applied to $T$ and $S^0$. Let $\lambda_{\min}$ be a lower bound for the eigenvalues of $S^0$: $\lambda_1(S^0) > \lambda_{\min}(S^0) > 0$. By Lemma 7.5 we have

$$\lambda_{\min}(S^0) - \frac{\nu}{1-\nu} \|S^0\| < \lambda_1(T).$$
Choose a $\delta > 0$ such that
\[
\delta \leq (\eta - 1)(1 - \nu) \frac{l(S^0)}{\sum_{i,j} |S^0_{ij}|}.
\]
(7.1)

Then the inequality
\[
|x^tTx - x^tSx| < \frac{\delta B_L}{(1 - \nu)l(S^0)} \sum_{i,j} |S^0_{ij}| \leq (\eta - 1)B_L,
\]
holds for all $x$ such that $x^tTx \leq B_L$.

We may find an approximation $S$ to the Gram matrix $T$ that satisfies the matrix entry precision condition of Theorem 7.7 using the following algorithm. We use $\text{fl}_p$ to denote a floating-point approximation with precision $p$.

**Algorithm 2: Approximation to $T_2$ matrix with bounded length error**

**Input:**
- $\mathbb{Z}$-linearly independent vectors $b_1, \ldots, b_n$ with entries in $K$,
- $\eta > 1$, an acceptable proportional increase in the length bound,
- $p$, default precision (unit roundoff $= 2^{-p}$).

**Output:** a matrix $S$ that approximates $T_2$, so that $x^tSx < \eta x^tT_2x$ for all $x$.

**Procedure:**

For each embedding $\sigma_k : K \hookrightarrow \mathbb{C}$ and entry $b_{i,m}$ of a vector $b_i$:
- calculate exactly and store $\sigma_k(b_{i,m})$ and $\bar{\sigma}_k(b_{i,m})$.

Set $S^0 \leftarrow (\text{fl}_p(\sum_m \sum_k \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m})))_{i,j}$, calculated with precision $p$ from exact values.

While $S^0$ is not positive definite or $l(S^0) \leq 0$:
- increase $p$ and go to previous step.

Find $\delta > 0$ satisfying inequality 7.1.

Find $\epsilon > 0$ satisfying inequality 7.2.

If $-\log_2(\epsilon) \leq p$:
- set $S \leftarrow S^0$.

Else:
- set $p \leftarrow [-\log_2(\epsilon)]$,
- set $S \leftarrow (\text{fl}_p(\sum_m \sum_k \sigma_k(b_{i,m})\bar{\sigma}_k(b_{j,m})))_{i,j}$ calculated with precision $p$ from exact values.

**Return** $S$
We now restate and prove the main result of this chapter:

**Theorem 7.1.** Let $\eta > 1$. Then there exists an explicitly calculable $\epsilon > 0$ such that if $\epsilon$ is the unit roundoff on floating-point operations, Algorithm 2 constructs an approximation $S$ to the matrix $T := (T_2(b_i, b_j))_{ij}$ such that if $x$ satisfies $x^T x \leq B_L$, then $x^T S x < \eta B_L$.

**Proof.** Use the method outlined in the proof of Theorem 7.7 to find a $\delta > 0$ that satisfies the conclusion of that Theorem. Choose $\epsilon$ satisfying $\frac{1}{n^2} > \epsilon > 0$ such that

$$0 < \frac{(1 + \epsilon)^3}{(1 - \epsilon(d - 1))(1 - \epsilon(n - 1))} - 1 \leq \delta. \tag{7.2}$$

This is possible because for fixed $n$ and $d$ the expression tends to 0 as $\epsilon \to 0$ and we can use a computer algebra system to solve this inequality. By Lemma 7.6 and Theorem 7.7, the floating-point approximation $S$ of $T$ will have the property that

$$|x^T S x - x^T T x| < (\eta - 1)B_L,$$

for all $x$ such that $x^T T x \leq B_L$. We conclude that if $x^T T x \leq B_L$ then

$$x^T S x \leq x^T T x + |x^T S x - x^T T x| < \eta B_L.$$

Theorem 7.1 shows that Algorithm 2 provides a method of constructing a floating-point approximation to $T$ that approximates the $T_2$-norm to within a prescribed relative error. We will now consider some of the practical issues involved in using Algorithm 2.

### 7.3.1 Adjusting precision

In Algorithm 2 we describe finding $\epsilon$ as in Theorem 7.1 corresponding to our chosen $\eta$. We use a unit roundoff less than or equal to $\epsilon$ to construct a matrix $S$ which is an approximation to $T$ with known accuracy. We construct the appropriate unit roundoff by defining a precision $p$. As the precision is integral, we may find that we need to overestimate the precision and therefore end up with a smaller $\epsilon$ than expected. Considering Inequality 7.1, we can recalculate our $\eta$ in view of this explicit $\epsilon$ and so potentially reduce the length bound compared to what was expected. It makes sense to set $p$ to be the usual double precision of 53 initially, increasing it only if necessary.
In fact, we may go further and consider this process in the other direction. If we fix a precision $p$ we can calculate a suitable $\eta$ as follows. We still require a $S^\circ$ as constructed in the proof of Theorem 7.7. We use $\epsilon = 2^{-p}$ to find a $\delta$ satisfying Inequality 7.2 and then rearrange Inequality 7.1 to define a suitable proportional error bound $\eta$. If the reason for fixing the precision is a limitation of the machine, then we may struggle to construct a suitable $S^\circ$ as this may need an arbitrarily high precision.

Although in theory we do not need our final approximation $S$ to be positive definite (the $S$ output by Algorithm 2 satisfies Theorem 7.1 even if it is not), this will be necessary for finding points. If $S$ turns out not to be positive definite, we could attempt to deal with this by increasing the working precision. However, if $\lambda_1(T)$ is very small this could be difficult and require a restrictively high precision. A possible solution would be to construct $S$ using exact algebraic numbers, converting to a floating-point version once the entries have been calculated. A drawback of this would be that such exact arithmetic is likely to be slower in general than floating-point arithmetic. An alternative idea would be to use a ridge adjustment: adding a small quantity to all diagonal entries of $S$ to force the matrix to be positive definite. This would take some care and likely involve an adjustment to $\eta$, and has not yet been implemented. We do require $S$ to be positive definite to complete the lattice enumeration step.

### 7.4 Finding points

After fixing $p$ and $\eta$ (and a positive-definite $S$) we know that all points $x$ in our lattice (a sub-lattice of $O_n^K$) such that $||x|| \leq B_L$ satisfy $x^tSx < \eta B_L$. We construct the lattice in Magma [4] from the Gram matrix $S$ and then use the ShortVectors function to find all points with norm up to $\eta B_L$. The Magma function ShortVectors allows the user to specify a minimum as well as a maximum norm for lattice points, so this could be used to extend point searches whilst avoiding unnecessary repetition.

We could also use Pari’s [31] qfminim function to enumerate lattice points. To do this in Sage [30] requires a small change from Sage 5.10 (the current version at the time of writing), for which a patch has been created.\(^1\) This method will be implemented soon. Further discussion of the use of lattice enumeration to find rational points of $V$ can be found in Chapter 9.

\(^1\)This patch can be found at [http://trac.sagemath.org/ticket/14867](http://trac.sagemath.org/ticket/14867).
Chapter 8

Points from lattices via lattice reduction

Our aim in this chapter is to generalise a method given by Cremona and Roberts in [11] for finding points on curves from lattices via lattice reduction. We will outline the circumstances under which such a method might be applicable and discuss existing lattice reduction methods. Unfortunately this method is not always applicable and we explore the issues that cause it to fail in certain cases.

**Theorem 8.1.** Let $K$ be an imaginary quadratic field (with degree $d = 2$) and $L$ an $\mathcal{O}_K$-sub-lattice of $\mathcal{O}_K^n$ of rank $n$, with pseudo-basis $(b_i, b_i)$ satisfying

$$Y_1 \leq \mathcal{N}(b_i) \leq Y_2 \quad (8.1)$$

and

$$||b_i^*|| \geq Z_2||b_i||, \quad (8.2)$$

for all $i$ and some fixed $Y_1, Y_2, Z_1, Z_2 > 0$, with $b_i^*$ denoting the Gram-Schmidt orthogonalisation of $b_i$, as in Definition 26 on page 56. If

$$\mathcal{N}([\mathcal{O}_K^n : L]) > Z_2^{-dn}d^{-(Z_1 + 1)dn}Y_2^nB_L^{-2}Y_1^{-Z_1n}2^{Z_1nd}, \quad (8.3)$$

then every $z \in L$ such that $||z||^2 < B_L$ lies in the submodule $L_0$ of $L$ given by $(b_i, b_i)_{i=1}^{n-1}$.

Despite the fact that imaginary quadratic number fields are the only ones considered in this theorem, we retain the variable $d$ as it allows us to see how the theorem might be generalised in future. We will eventually use this result to
construct points on curves in a manner analogous to that of Section 3.3 of [11] where it applies. We first collect relevant information relating to norms on $K$.

**Lemma 8.2.** Let $K$ be a number field of degree $d$. Let $B \in K^{n \times n}$ be of full rank with rows $b_1, \ldots, b_n$. Let $N(x)$ denote the field norm of $x$. Then we have

$$d^{n/2}N(\det(B))^{1/d} \leq \prod_{i=1}^{n} \|b_i\|.$$ 

**Proof.** Let the $\sigma_k$ be the $d$ embeddings of $K$ into $\mathbb{C}$. The definition of norm implies that

$$N(\det(B))^2 = \prod_{k=1}^{d} \sigma_k(\det(B))\overline{\sigma}_k(\det(B)).$$

We use the notation $b_{ij}$ for the $j$th coordinate of $b_i$. The definition of $T_2$-norm says that $\|b_i\|^2 = \sum_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij})$. By Hadamard’s inequality for complex matrices (see page 51 of [5]), we may state that, for each embedding $\sigma_k$,

$$\sigma_k(\det(B))\overline{\sigma}_k(\det(B)) \leq \prod_{i=1}^{n} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij}).$$

Multiplying across all embeddings $\sigma_k$ to bound the norm of $\det(B)$, we have

$$N(\det(B))^2 = \prod_{k=1}^{d} \prod_{i=1}^{n} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij}) = \prod_{i=1}^{n} \prod_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij}).$$

We now apply the arithmetic mean-geometric mean inequality to show that

$$\left(\prod_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij})\right)^{1/d} \leq \frac{1}{d} \sum_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij}),$$

$$d \left(\prod_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij})\right)^{1/d} \leq \sum_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij})\overline{\sigma}_k(b_{ij}) = \|b_i\|^2.$$
Taking the product over all rows, we have

\[ \prod_{i=1}^{n} d \left( \prod_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij}) \bar{\sigma}_k(b_{ij}) \right)^{1/d} = d^n \left( \prod_{i=1}^{n} \prod_{k=1}^{d} \sum_{j=1}^{n} \sigma_k(b_{ij}) \bar{\sigma}_k(b_{ij}) \right)^{1/d} \leq \prod_{i=1}^{n} \|b_i\|^2. \]

Therefore, we have

\[ d^n \mathcal{N}(\det(B))^{2/d} \leq \prod_{i=1}^{n} \|b_i\|^2, \]

and the result follows. \(\square\)

**Lemma 8.3.** Let \(a\) be a non-zero element of a fractional ideal \(a\). Then, \(\|a\|^2 \geq d\mathcal{N}(a)^{\frac{2}{d}}\).

**Proof.** Note that \(\mathcal{N}(x) = \sqrt{\prod_k |\sigma_k(x)\bar{\sigma}_k(x)|}\). If \(a\) is non-zero in \(a\) then \(\mathcal{N}(a) \geq \mathcal{N}(a)\). By the arithmetic mean - geometric mean inequality,

\[ \mathcal{N}(a)^{\frac{2}{d}} = \left( \prod_k \sigma_k(a)\bar{\sigma}_k(a) \right)^{\frac{1}{d}} \leq \frac{1}{d} \sum_k \sigma_k(a)\bar{\sigma}_k(a) = \frac{1}{d} \|a\|^2. \]

The result follows by combining the two inequalities. \(\square\)

**Lemma 8.4.** Let \(K\) be an imaginary quadratic field. Then for all \(x \in K_{\mathbb{K}}^n\) and \(a \in K_{\mathbb{K}}\), we have

\[ \|ax\|^2 = \frac{1}{2} \|a\|^2 \|x\|^2. \]

**Proof.** Let \(\sigma_1\) and \(\sigma_2\) be the two embeddings of \(K \hookrightarrow \mathbb{C}\), extended to \(K_{\mathbb{K}}\). The two embeddings are complex conjugates, so we have

\[ \|a\|^2 = \sum_j \sigma_j(a)\bar{\sigma}_j(a) = \sigma_1(a)\bar{\sigma}_1(a) + \sigma_2(a)\bar{\sigma}_2(a) = 2\sigma_1(a)\bar{\sigma}_1(a) = 2\sigma_2(a)\bar{\sigma}_2(a) = 2\mathcal{N}(a). \]

Therefore, we have
This works because both of the embeddings of any element are of the same size.

We have now collected the results needed to prove Theorem 8.1.

Proof of Theorem 8.1. The combination of Lemma 8.3 and our bound on the norms of ideals implies that \( |a|^2 \geq dY_1^2 \) for all non-zero \( a \in b_i \). By Lemma 6.4, it follows that \( \mathcal{N}((\mathcal{O}_K^n : L)) \leq \mathcal{N}((\det(b_1, \ldots, b_n)))Y_2^n \).

By Inequality 8.2, we see that \( ||b_n^*||^{2\frac{n}{Y_2}} \geq Z_2^\frac{n}{Y_2} \prod_i ||b_i|| \) and therefore \( ||b_n^*||^2 \geq Z_2^\frac{2}{Y_2} (\prod_i ||b_i||)^{2\frac{n}{Y_2}} \). We then set up a chain of inequalities as follows:

\[
\begin{align*}
\frac{1}{2}dY_1^2 ||b_n^*||^2 &\geq \frac{1}{2}dY_1^2 Z_2^\frac{2}{Y_2} \left( \prod_i ||b_i|| \right)^{2\frac{n}{Y_2}} \\
&\geq \frac{1}{2}dY_1^2 Z_2^\frac{2}{Y_2} d^\frac{2}{Y_2} \left( \mathcal{N}(\det(b_1, \ldots, b_n)) \right)^{\frac{1}{2} \frac{2}{Y_2}} \quad \text{(by Lemma 8.2)} \\
&= \frac{1}{2}dY_1^2 Z_2^\frac{2}{Y_2} d^\frac{2}{Y_2} \left( \mathcal{N}(\det(b_1, \ldots, b_n)) \right)^{\frac{1}{2} \frac{2}{Y_2}} \\
&\geq \frac{1}{2}dY_1^2 Z_2^\frac{2}{Y_2} d^\frac{2}{Y_2} \left( \mathcal{N}(\mathcal{O}_K^n : L)Y_2^{-n} \right)^{\frac{2}{Y_2}} \\
&= \frac{1}{2}dY_1^2 Z_2^\frac{2}{Y_2} d^\frac{2}{Y_2} Y_2^{-\frac{2}{Y_2}} \mathcal{N}(\mathcal{O}_K^n : L)^{\frac{2}{Y_2}} \\
&\geq \frac{1}{2}dY_1^2 Z_2^\frac{2}{Y_2} d^\frac{2}{Y_2} Y_2^{-\frac{2}{Y_2}} \left( Z_2^{-dn} d^{-\frac{(2n+1)n}{2}} Y_2^n B_L^{-\frac{n}{2}} Y_1^{-\frac{n}{2}} B_L^{-\frac{n}{2}} Y_1^{-\frac{n}{2}} \right)^{\frac{2}{Y_2}} \\
&= \frac{1}{2}dY_1^2 Z_2^\frac{2}{Y_2} d^\frac{2}{Y_2} Y_2^{-\frac{2}{Y_2}} Z_2^{-\frac{2}{Y_2}} d^{-\frac{2}{Y_2}} Y_2^{-\frac{2}{Y_2}} B_L^{-\frac{n}{2}} Y_1^{-\frac{n}{2}} \frac{2}{Y_2} \\
&= B_L \\
&\geq ||z||^2.
\end{align*}
\]
We have $||z||^2 = ||\sum_i a_i b_i||^2 = ||\sum_i a_i^* b_i^*||^2 = \sum_i ||a_i^* b_i^*||^2 \geq ||a_n^* b_n^*||^2 = ||a_n b_n^*||^2 = \frac{1}{2} ||a_n||^2 ||b_n^*||^2$. We know that $a_n = a_n^*$ because the change of basis from $b_i$ to $b_i^*$ is triangular.

Therefore $\frac{1}{2} dY_1^2 ||b_n^*||^2 > \frac{1}{2} ||a_n||^2 ||b_n^*||^2$, which implies that $a_n = 0$ by Lemma 8.3. Therefore whenever $||z||^2 \leq B_L$, $z$ is in $L_0$, the submodule of $L$ given by $(b_i, b_i^*)_{i=1}^n$.

\[ \square \]

8.1 Effective methods over number fields

There are two main differences that cause difficulties in extending Proposition 3.1 of Cremona and Roberts [11] to number fields. The first is the availability of a suitable lattice basis reduction method. Several algorithms have been proposed that attempt to generalise LLL reduction [21] to $\mathcal{O}_K$-lattices but not all of them preserve the aspects of LLL reduction that we require for Theorem 8.1.

The second difference involves the $T_2$-norm. When working over $\mathbb{Q}$ we use the Euclidean norm: for pairs $\alpha \in \mathbb{R}$, $x \in \mathbb{R}^n$ it is clear that $|\alpha x| = |\alpha||x|$. Over imaginary quadratic fields we can use Lemma 8.4 to relate $||\alpha x||$, $||\alpha||$ and $||x||$. It is unclear whether it is possible to prove such a result in general because the $T_2$-norm on $K^n$ is sub-multiplicative: it is not a true norm.

8.1.1 Lattice reduction methods

We outlined our requirements of lattice reduction in the statement of Theorem 8.1: we need a form of lattice reduction satisfying Inequalities 8.1 and 8.2. There have been several attempts to generalise LLL reduction to the case of $\mathcal{O}_K$-lattices but not all of them are suitable for our needs. We are not aware of any methods that satisfy Inequalities 8.1 and 8.2 for every sub-lattice of $\mathcal{O}_K^{N+1}$ defined over any number field.

The important property of LLL reduction used in Proposition 3.1 of [11] is the “Lovász condition” which bounds the lengths of each $b_i^*$ vector in terms of the next: $||b_i^*||^2 \geq \left( \frac{3}{4} - \mu_{i,i-1}^2 \right) ||b_{i-1}^*||^2$, with the $\mu_{i,j}$ bounded. (See Definition 2.6.1 of [5].) This implies (Part 2 of Theorem 2.6.2, [5]) that $|b_j| \leq 2 \frac{(i-1)}{i} ||b_i^*||$ for $1 \leq j \leq i \leq n$, repeated application of which allows us to deduce a lower bound on $||b_n^*||$ in the form of Inequality 8.2. As noted by Cohen in [5], the $\frac{3}{4}$ may be replaced by any constant $c_L \in (\frac{1}{4}, 1)$.

A Lovász-type condition would therefore be sufficient to satisfy Inequality 8.2 in Theorem 8.1. The lattice reduction algorithm outlined by Fieker and Pohst in [14] contains what they call an “LLL condition” of this form. After an adjustment of $c_L$ (though $c_L$ must remain strictly less than 1), this could give an effective Lovász
condition if and only if a bound for $\mu_{i,j}$ can be found so that $c_L - \mu^2_{i,i-1} > 0$ for each $i$. Fieker and Pohst state that this is not possible in general when $c_L = \frac{3}{4}$. The attempt to minimise $\mu_{i,j}$ is contained in the Red$(k,l)$ step of Algorithm 2 of [14].

Consider the case in which the initial pseudo-basis has all ideals $a_i = O_K$. This could well fit our situation as the lattices $L_i$ are always free. Then minimising $\mu_{i,j}$ means to adjust $\mu_{i,j} \in K_\mathbb{R}$ by an element of $O_K$. We may therefore bound $|\mu_{i,j}|$ above by the maximum value of $\|x\|$ for $x$ in a fundamental domain for the action of the lattice $O_K$ on $K_\mathbb{R}$. For certain Euclidean fields such a maximum is less than 1, which is necessary for the Lovász condition. The lattice reduction algorithm of [14] does not change the ideals appearing in a pseudo-basis; these are the same in the input and output.

Fieker and Pohst also provide a form of $O_K$-lattice enumeration in [14]. The main purpose of their lattice reduction algorithm is to improve performance of this enumeration. Because we already have a method of $\mathbb{Z}$-lattice enumeration detailed in Chapter 7, we have not explored the use of this algorithm. Vectors in the $O_K$-lattice and $\mathbb{Z}$-lattice are in one-to-one correspondence and arithmetic in number fields is in general slower than over $\mathbb{Z}$. The only source of benefit of using this $O_K$-lattice enumeration could be a reduction in the number of vectors found whose $T_2$-norm is greater than the bound specified. We do not yet know whether Fieker and Pohst’s $O_K$-lattice enumeration could achieve this kind of improvement.

A more recent form of lattice basis reduction by Fieker and Stehlé described in [15] provides absolute bounds for the norms of ideals and bounds for the lengths of basis vectors based on the successive lattice minima. It uses standard LLL reduction on a full rank submodule of the $\mathbb{Z}$-lattice corresponding to a $O_K$-lattice but in general does not follow closely the method of LLL. In particular, it has no Lovász-type condition for us to use.

Napias has generalised the LLL algorithm to Euclidean rings in [23]. This algorithm seems to be very similar to that of [14] but far less general. Euclidean rings are always principal ideal domains, which provides an important simplification. This is the only form of lattice basis reduction which we have found that we may be able to use. We will show that this reduction will allow us to leave out the last vector of a reduced basis, when applied to $O_K$-lattices when $K$ is imaginary quadratic and $O_K$ is Euclidean. There are exactly five number fields satisfying these conditions: $\mathbb{Q}(\sqrt{-1}), \mathbb{Q}(\sqrt{-2}), \mathbb{Q}(\sqrt{-3}), \mathbb{Q}(\sqrt{-7})$ and $\mathbb{Q}(\sqrt{-11})$.

**Proposition 8.5.** Let $K$ be an imaginary quadratic Euclidean number field. Then the output of the lattice reduction for $O_K$-lattices described by Napias in [23] satisfies the conditions of Theorem 8.1.
Proof. For each of these five fields, the ring of integers is a Euclidean domain. Euclidean domains are always principal ideal domains, so the five fields all have class number 1 and every \( O_K \)-lattice has a basis, not just a pseudo-basis. In Section 2 of [23], Napias describes properties of what she calls an “A-LLL-reduced” lattice basis, where A is an Euclidean ring. In our cases we take A to be \( O_K \). Let \( C_1 \) be the Euclidean minimum of \( K \), defined by

\[
C_1 = \sup \{ \inf \{ N(y - x) \mid x \in O_K \} \mid y \in K_R \}.
\]

For each of the fields \( K = \mathbb{Q}(\sqrt{-1}), \mathbb{Q}(\sqrt{-2}), \mathbb{Q}(\sqrt{-3}), \mathbb{Q}(\sqrt{-7}) \) and \( \mathbb{Q}(\sqrt{-11}) \), the Euclidean minimum of \( O_K \) is strictly less than 1 (see Section 4.1 of [19]). Let \( C_2 \) be any real number satisfying \( 0 < C_1 < C_2 < 1 \). Then, part ii) of “Properties” in Section 2 of [23] states that \( ||b_i||^2 \leq (C_2 - C_1)^{1-j} ||b_j^*||^2 \) for \( 1 \leq i \leq j \leq n \), for any \( b_1, \ldots, b_n \) that form an A-LLL-reduced basis (with parameters \( C_1 \) and \( C_2 \)) for an \( O_K \)-lattice. Therefore, \( (b_i, O_K)_{i=1}^n \) forms a pseudo-basis for the \( O_K \)-lattice and this satisfies the conditions of Theorem 8.1.

**Corollary 8.6.** Let \( K \) be an imaginary quadratic Euclidean number field and let \( L \subset O_K^{N+1} \) be an \( O_K \)-lattice such that

\[
N(\langle O_K^{N+1} : L \rangle) > B_L^{N+1}(C_2 - C_1)^{-N(N+1)} 2^{-(N+1)}.
\]

If \( (b_i)_{i=0}^N \) is an “A-LLL-reduced” basis for \( L \) in the sense of [23] then every \( z \in L \) such that \( ||z||^2 < B_L \) lies in the submodule \( L_0 \) of \( L \) given by \( (b_i)_{i=0}^{N-1} \).

Proof. By Proposition 8.5, we know that \( L \) satisfies the conditions of Theorem 8.1. Therefore, it suffices to show that Inequality 8.3 holds for some \( Y_1, Y_2, Z_1, Z_2 > 0 \). Let \( Y_1 = Y_2 = Z_1 = 1 \), \( Z_2 = (C_2 - C_1)^\frac{N}{2} \) and \( d = 2 \). Then we see that

\[
Z_2^{-d(N+1)} d^{-\frac{(Z_1+1)d(N+1)}{2}} Y_2^{N+1} B_L^{\frac{Z_1(N+1)d}{2}} Y_1^{-Z_1(B+1)} = B_L^{N+1}(C_2 - C_1)^{-N(N+1)} 2^{-(N+1)},
\]

and Theorem 8.1 provides the result.

We can therefore conclude that if \( K \) is one of the five imaginary quadratic Euclidean number fields, there already exists a form of lattice reduction that allows us to exclude the last vector when searching for points up to a given bound.
The algorithm of Fieker and Pohst described in [14] is similar to that of [23], and we expect that we could apply it to any lattice for which we can find suitable bounds on $\mu_{i,j}$ to construct a Lovász condition. The conditions on number fields or lattices required for this have not yet been fully investigated beyond the idea that Euclidean fields are likely to be suitable: but this is simply the algorithm of [23].

The next section will explain why Theorem 8.1 is limited to imaginary quadratic fields. If this restriction could be lifted, then use of the algorithm of [23] could be extended to all Euclidean fields.

8.1.2 Norms, scalar multiplication and imaginary quadratic fields

Theorem 8.1 was stated only for imaginary quadratic number fields. In this section we will explain why this is the case and discuss the difficulties involved in attempting to extend this result to other fields.

The only part of the proof of Theorem 8.1 that requires $K$ to be an imaginary quadratic number field is the use of Lemma 8.4 to bound $||z||^2$ below by $\frac{1}{2}||a_n||^2||b_n||^2$. The proof of Lemma 8.4 relies on the fact that $K$ is an imaginary quadratic field, because imaginary quadratic fields are the only number fields apart from $\mathbb{Q}$ that have a single infinite place. (For LLL reduction on lattices defined over $\mathbb{Q}$, Proposition 3.1 of [11] forms a version of Theorem 8.1.) The proof of Lemma 8.4 relies on the fact that when $K$ is imaginary quadratic, for any $a \in K$ the sizes of both embeddings of $a$ are the same: $|\sigma_1(a)| = |\sigma_2(a)|$. This gives a relationship between the lengths of both of the embeddings of a given field element $a$, which in turn allows them to be expressed in terms of the norm $||a||$.

The following Lemma shows that such a relationship cannot be constructed for arbitrary $a \in K$ when $K$ is a number field that is not imaginary quadratic. This means that the idea used in the proof of Lemma 8.4 cannot be extended to other number fields.

**Lemma 8.7.** Let $K$ be a number field that is not $\mathbb{Q}$ or an imaginary quadratic number field. Then for all $\epsilon > 0$ there exists an embedding $\sigma : K \hookrightarrow \mathbb{C}$ and a non-zero element $x \in \mathcal{O}_K$ such that $|\sigma(x)| < \epsilon$.

**Proof.** Choose any $\epsilon > 0$. Let $K$ be a number field and fix $\alpha_1, \ldots, \alpha_d$ an integral basis for $K$. The set $\{\alpha_i\}_{i=1}^d$ is $\mathbb{Q}$-linearly independent.

Let $\sigma : K \hookrightarrow \mathbb{C}$ be any embedding of $K$. Then $\sigma$ is an injective $\mathbb{Q}$-linear map, so in particular the set $\{\sigma(\alpha_i)\}_{i=1}^d$ must be $\mathbb{Q}$-linearly independent. The complex numbers form a real vector space of dimension 2. So if $d > 2$ or if $d = 2$ and $K$ is real...
quadratic (so that $\sigma : K \hookrightarrow \mathbb{R}$) then the set of $\{\sigma(\alpha_i)\}_{i=1}^d$ are $\mathbb{R}$-linearly dependent, since $d$ exceeds the dimension of the codomain of $\sigma$ as a real vector space.

Choose $\delta > \frac{1}{\epsilon} \sum_{i=1}^d |\sigma(\alpha_i)|$. By the $\mathbb{R}$-linear dependence of the $\sigma(x_i)$ there exist $a_1, \ldots, a_d \in \mathbb{R}$, not all zero, satisfying

$$a_1\sigma(\alpha_1) + \cdots + a_d\sigma(\alpha_d) = 0.$$ 

Using a multi-dimensional version of Dirichlet’s Approximation Theorem (see Theorem 201 of [16]), there exist $q, p_1, \ldots, p_d \in \mathbb{Z}$ such that

$$|qa_i - p_i| < \frac{1}{\delta},$$

for each $i = 1, \ldots, d$, with not all of the $p_i$ equal to 0. Therefore, we have

$$|\sigma(p_1\alpha_1 + \cdots + p_d\alpha_d)| = |q(a_1\sigma(\alpha_1) + \cdots + a_d\sigma(\alpha_d)) - \sigma(p_1\alpha_1 + \cdots + p_d\alpha_d)|$$

$$= |(qa_1 - p_1)\sigma(\alpha_1) + \cdots + (qa_d - p_d)\sigma(\alpha_d)|$$

$$< \frac{1}{\delta} \sum_{i=1}^d |\sigma(\alpha_i)|$$

$$< \epsilon.$$ 

Taking $x = p_1\alpha_1 + \cdots + p_d\alpha_d$, the claim follows. \hfill \square

We have shown that, outside of the imaginary quadratic and rational cases, we cannot construct a lower bound for the size of an embedding of an element of $O_K$. For any ideal $\mathfrak{a}$ of $K$ one cannot construct a lower bound for the size of an embedding of an element of $\mathfrak{a}$; we follow exactly the same argument as Lemma 8.7 applied to an integral basis for the ideal. This means that we cannot use a relationship between embeddings of $K$ to construct a version of Lemma 8.4 to use in the proof of Theorem 8.1.
Chapter 9

Algorithms and examples

In this chapter we will explain in detail how to use the methods described so far in this thesis to find points on varieties over number fields. We will explain the circumstances under which each of these methods is applicable. We also provide some examples of points found using an implementation of Algorithm 4.

9.1 Processing lattice points

In each method we construct $\mathcal{O}_K$-lattices containing vectors that potentially represent rational points on a variety $V$. In Chapter 7 we described the conversion of such an $\mathcal{O}_K$-lattice to a $\mathbb{Z}$-lattice and how to use existing methods such as those in Magma or Pari to enumerate points in the $\mathbb{Z}$-lattice. We construct lattices so that each rational point in $V(K)$ has a representative in some $\mathbb{Z}$-lattice. However, not all lattice vectors correspond to rational points so we will need to check lattice points to see whether they correspond to rational points of $V(K)$ by evaluating the defining polynomials of $V$ at lattice points. This could be time-consuming, so we wish to do some pre-processing to reduce the number of points which require this treatment. In particular, a point of $\mathbb{P}^N(K)$ will have multiple representatives in the lattice: we wish (as far as possible) to avoid considering the same projective point multiple times. Let $L$ be an $\mathcal{O}_K$-lattice of rank $N+1$ and let $M$ be the corresponding $\mathbb{Z}$-lattice $M \cong \mathbb{Z}^{d(N+1)}$.

9.1.1 Processing in $\mathbb{Z}^{d(N+1)}$

We consider some conditions that could be considered as “projectifying” the affine lattice output, reducing the search for points from $\mathbb{Z}^{d(N+1)}$ to $\mathbb{P}^{d(N+1)-1}(\mathbb{Z})$. 
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A lattice point \( x \in M \) is given by an element of \( \mathbb{Z}^{d(N+1)} \). We need only check half of the lattice points since \( x \) and \(-x\) define the same point in projective space.

If \( x \) is not primitive, there exists some \( x' \in \mathbb{Z}^{d(N+1)} \) and \( a \in \mathbb{Z} \) such that \( ax' = x \) and \( x' \) and \( x \) define the same projective point. The \( T_2 \)-norm of such an \( x' \) will be shorter than the corresponding \( x \) so we restrict our search to primitive \( x \in \mathbb{Z}^{d(N+1)} \).

A benefit of these methods is that they can be applied to points found in \( \mathbb{Z}^{d(N+1)} \) without converting to the corresponding point in \( \mathcal{O}_K^{N+1} \).

### 9.1.2 Processing in \( \mathcal{O}_K^{N+1} \)

We process the output of our search for lattice points by taking a point \( x \in \mathbb{Z}^{d(N+1)} \) and converting it via the \( \mathbb{Z} \)-basis of \( M \) to a point in \( L \subseteq \mathcal{O}_K^{N+1} \). Distinct primitive lattice points of \( M \) may still determine the same point in \( \mathbb{P}^N(K) \). This is because although the lattice basis \( (\beta_{i,j}b_i)_j \) is \( \mathbb{Z} \)-linearly independent, it is not \( K \)-linearly independent: in passing to the \( \mathbb{Z} \)-lattice we have temporarily discarded some of the \( \mathcal{O}_K \)-lattice structure.

We recall from Chapter 3 that we can restrict our search to points of \( \mathcal{O}_K^{N+1} \) whose content ideal is one of a finite list of ideals \( A \), where \( A \) contains one ideal from each class in \( \text{Cl}(K) \). To process a lattice point we may convert it to an \( \mathcal{O}_K^{N+1} \) vector and discard it if its content ideal is not in \( A \). If \( \mathcal{O}_K \) is a principal ideal domain this means to discard points of \( \mathcal{O}_K^{N+1} \) if they are not primitive.

### 9.1.3 Processing in \( \mathbb{P}^N(K) \)

These checks performed on elements of \( M \cong \mathbb{Z}^{d(N+1)} \) and \( L \subseteq \mathcal{O}_K^{N+1} \) are in general not enough to reduce the output to exactly one vector for each projective point represented. If \( x \in \mathcal{O}_K^{N+1} \) and \( u \) is a unit of \( \mathcal{O}_K \) then \( ux \) and \( x \) represent the same point in \( \mathbb{P}^N(K) \) and their coefficients generate the same ideal. Therefore both \( x \) and \( ux \) would pass the checks on elements of \( M \) and \( L \) we have described so far. It may therefore be useful to keep track of projective points found, to avoid checking the same point for membership of \( V(K) \) multiple times.

This is unlikely to be useful in every case: it could mean storing a large number of projective points that are not points on the variety. The choice of strategy is a trade-off between the time required to check whether a vector \( x \) satisfies the defining polynomials of \( V \) and the memory and time required to check whether \( x \) represents a projective point that has already been seen and to store it if it has not.

If \( K \) has unit rank 0 we have a simpler method to discard superfluous unit
multiples of a vector. Fix a coherent system to identify the unit, which will be a root of unity, in a factorisation of an element of $K$. (This is $a$.factor().unit() for a number field element $a$ in Sage [30].) For a vector $x$ we discard $x$ if the unit in the factorisation of the first non-zero entry of $x$ is not 1. If $K$ is $\mathbb{Q}$, this is achieved by only using one of $\{x, -x\}$ in Section 9.1.1.

### 9.2 Finding points by $\mathbb{Z}$-lattice enumeration

In this section we present two related algorithms for processing lattice vectors to construct projective points. Algorithm 3 employs the methods of Section 9.1 to find projective points from a lattice and also uses sub-functions which we call $\mathbb{Z}$\_check, $\mathcal{O}_K$\_check, and $\mathbb{P}^N$\_check. These are an opportunity to perform further checking at each stage of the construction of a projective point. We will give examples of the use of $\mathbb{Z}$\_check and $\mathcal{O}_K$\_check after stating Algorithm 3. We use ShortVectors to denote a function that constructs all $\mathbb{Z}$-lattice vectors up to a given length, such as the ShortVectors function in Magma [4] or qfminim in Pari [31].
Algorithm 3: Points from an $O_K$-lattice via restriction of scalars and $\mathbb{Z}$-lattice enumeration

**Input:**
- $L \subset O_K^{N+1}$, an $O_K$-lattice, given by a pseudo-basis
- $B_H$, a bound on height,

and optionally:
- $Z\text{check}$, a function $\mathbb{Z}^{(N+1)d} \rightarrow \text{True}$ or $\text{False}$,
- $O_K\text{check}$, a function $O_K^{N+1} \rightarrow \text{True}$ or $\text{False}$,
- $\mathbb{P}^N\text{check}$, a function $\mathbb{P}^N(K) \rightarrow \text{True}$ or $\text{False}$.

**Output:** - Points of $\mathbb{P}^N(K)$ of height less than or equal to $B_H$ with a representative in $L$.

Note: The points of the output will have a $\mathbb{Z}$-module representative satisfying $Z\text{check}$, have an $O_K$-module representative satisfying $O_K\text{check}$ and satisfy $\mathbb{P}^N\text{check}$.

**Initialisation:**
Let $A$ be a set of ideals of minimal norm for each class of $\text{Cl}(K)$, as described in Chapter 3, and let $N_K$ be the maximum norm of an ideal in $A$.
Let $B_L = (N + 1) \exp\left( \frac{2(B_H + \log(N_K))}{d} \right) c_K$, as explained in Chapter 3.
Let $M$ be the $\mathbb{Z}$-lattice generated from $L$ with quadratic form given by the $T_2$-norm, as explained in Chapter 7.

**Procedure:**
For each $v \in \mathbb{Z}^{nd}$ generated by $\text{ShortVectors}$ on $M$ with length bound $B_L$:
- If $v \neq 0$ and the first non-zero coefficient of $v$ is $> 0$ and $v$ is primitive and $Z\text{check}(v) = \text{True}$:
  - set $w$ to be the vector in $O_K^{N+1}$ represented by $v$.
  - If the content ideal of $w$ is in $A$ and $O_K\text{check}(w) = \text{True}$:
    - set $P$ to be the point in $\mathbb{P}^N(K)$ represented by $w$.
    - If $\mathbb{P}^N\text{check}(P) = \text{True}$:
      - yield $P$.

A simple application of Algorithm 3 is the enumeration of points in $\mathbb{P}^N(K)$. We can use it to find points on any variety $V$ in the following way. If $L = O_K^{N+1}$ then every point of $\mathbb{P}^N(K)$ has a representative in $L$. Then for any $V \subseteq \mathbb{P}^N$ we can find all $K$-rational points of $V$ of height $\leq B_H$ by simply checking whether each projective point of $\mathbb{P}^N(K)$ of height less than or equal to $B_H$ is in $V(K)$. We can
do this using Algorithm 3 by adding the requirement that \( w \in \mathcal{O}_K^{N+1} \) satisfies the defining polynomials of \( V \) to the function \( \mathcal{O}_K \text{check} \). This method of finding rational points does not rely on \( V \) being smooth or irreducible and so is the most generally applicable.

We can also use Algorithm 3 to find points in a lattice of lifts \( L_i \in \mathcal{O}_K^{N+1} \), where \( L_i \) has been constructed as in Chapters 5 and 6. In this case we use some information about \( L_i \) to further improve \( \mathcal{Z} \text{check} \).

Recall that if \( L = L_i \) is a lattice of lifts for \( V \) at a point \( \bar{P} \) then \( L_i \) contains all lifts of \( \bar{P} \) that are roots of the defining polynomials of \( V \) modulo \( p^i \). These are the lattice vectors that we are interested in as they are possible representatives for points of \( V \). It is worth remembering that \( L_i \) contains many other vectors. In particular, the vectors that we want are \( p \)-primitive.

We recall the definition of \( L_i \) as the \( \mathcal{O}_K \)-module generated by \( \{ \pi^{[\alpha]} \hat{s}_\alpha \} \) for \( \alpha \in \mathbb{N}^{N+1} \) and \( p^i \mathcal{O}_K^{N+1} \). The vector \( \hat{s}_0 \) is \( p \)-primitive by construction as it is a representative in \( \mathcal{O}_K^{N+1} \) for \( P \in \mathbb{P}^N(\mathbb{F}_p) \). (If a vector \( x \) is not \( p \)-primitive, every coordinate is in \( p \) and so it reduces to \((0, \ldots, 0) \mod p \), which does not define a projective point in \( \mathbb{P}^N(\mathbb{F}_p) \).) It is the only \( p \)-primitive vector in the generating set, as each vector \( \hat{s}_\alpha \) is multiplied by \( \pi^{[\alpha]} \). Therefore, we may fix a basis for \( L_i \) so that it contains exactly one \( p \)-primitive vector: we call this vector \( b_0 \).

When \( L_i \) is converted from an \( \mathcal{O}_K \)-lattice to a \( \mathbb{Z} \)-lattice, \( b_0 \) will be converted to a set of \( d \) vectors \( \beta_{0,1} b_0, \ldots, \beta_{0,d} b_0 \). If \( x \) in \( L_i \) is to represent a lift of \( \bar{P} \), it must be \( p \)-primitive, so the coefficient of \( b_0 \) (as part of a basis for the \( \mathcal{O}_K \)-module \( L_i \)) must be non-zero modulo \( p \). If we represent \( x \) using coefficients \( a_{i,j} \) in \( \mathbb{Z}^d(\mathbb{N}+1) \), we need that \( \sum_{j=1}^d a_{0,j} \beta_{0,j} \neq 0 \mod p \). We can therefore discount points in \( \mathbb{Z}^d(\mathbb{N}+1) \) for which all \( a_{0,j} \equiv 0 \mod p \), where \( p \) is the prime above \( p \) in \( \mathbb{Z} \). A small amount of work over \( K \) to calculate the sum \( \sum_{j=1}^d a_{0,j} \beta_{0,j} \) and check it to make sure that it is not \( 0 \mod p \) would give a more stringent filter on lattice points, whilst still avoiding having to construct the vector in \( \mathcal{O}_K^{N+1} \).

We defined \( \phi_D(j) \) in Section 5.5 to denote the number of multi-indices of degree \( j \) in \( D \) variables. We used this to choose a \( p \)-adic precision to use in constructing lattices of lifts for a variety of dimension \( D \). For ease of notation we will use \( \phi(j) = \phi_D(j) \) in what follows, except when we need to distinguish between varieties of different dimension.

Algorithm 4 gives an example of how to use Algorithm 3 when \( L \) is a lattice of lifts. It may be useful to reverse the order of \( \mathcal{O}_K \text{check} \) and \( \mathbb{P}^N \text{check} \) or to remove the \( \mathbb{P}^N \text{check} \) condition, depending on the particular situation; Algorithm 4 provides one illustration of their use.
Algorithm 4: Points on a variety via \( \mathbb{Z} \)-lattice enumeration

**Input:**

- \( V \subseteq \mathbb{P}^N \), a geometrically smooth, irreducible variety defined over \( K \),
- \( B_H \), a bound on height.

**Output:** All points of \( V(K) \) with height less than or equal to \( B_H \).

**Procedure:**

Set \( p \) to be a good prime for \( V \), constructed from Algorithm 1.

For each \( \bar{P} \) on the reduced variety \( \bar{V}(\mathbb{F}_p) \):

- set \( i \) to be the least \( i \) such that \( \sum_{j=0}^{i} \phi(j) \geq N + 2 \),
- set \( L \leftarrow L_i \), lattice of lifts for \( \bar{P} \),
- set \( \text{Zcheck} \) to return \( \text{False} \) if \( \sum_{j=1}^{d} a_{0,j} \beta_{0,j} \equiv 0 \pmod{p} \) and \( \text{True} \) otherwise,
- set \( \mathcal{O}_K\text{check} \) to return \( \text{True} \) if and only if \( w \) satisfies the defining polynomials of \( V \),
- set \( \mathbb{P}^N\text{check} \) to return \( \text{False} \) if \( P \) has been seen before, otherwise \( \text{True} \).

Return the output of Algorithm 3 with inputs \( L \), \( B_H \), \( \text{Zcheck} \), \( \mathcal{O}_K\text{check} \) and \( \mathbb{P}^N\text{check} \).

We can use Algorithm 4 to find points on a smooth irreducible variety defined over any number field.

### 9.3 Finding points by lattice reduction

Given a form of lattice basis reduction whose output satisfies the conditions of Theorem 8.1, we can use this lattice reduction to find all points up to some height bound \( B_H \) on a variety \( V \). After choosing a suitable prime ideal, for each point on the reduced variety \( \bar{V} \) we construct a lattice of lifts \( L \) whose pseudo-basis we reduce. Let the reduced pseudo-basis be \( (b_i, b_i)^N_{i=0} \). If the norm of the index of \( L \) is large enough then by Theorem 8.1 every vector of \( L \) with \( T_2 \)-norm \( \leq B_L \) will lie in a submodule \( L_0 \) of \( L \) given by \( (b_i, b_i)^{N-1}_{i=0} \).

To force the norm of the index of \( L \) to be large, we must choose a prime ideal of large norm.

**Lemma 9.1.** Let \( K \) be a number field of degree \( d \) and \( V \subseteq \mathbb{P}^N \) a variety of dimension \( D \) defined over \( K \). Let \( x > 0 \) and let \( p \) be a prime of \( K \) of degree one which is a
good prime for $V$, lying above a rational prime $p$ that satisfies
\[ p > x^{(i(N+1) - \sum_{j=0}^{i-1} \phi(j)(i-j))^{-1}}. \]

Then for each point on the reduced variety $\overline{V}(\mathbb{P}_p)$ at $\overline{P}$, the $i$th lattice of lifts $L_i$ will satisfy
\[ \mathcal{N}([\mathcal{O}_K^{N+1} : L_i]) > x. \]

**Proof.** By Theorem 6.6 we have $[\mathcal{O}_K^{N+1} : L_i] = p^{m_i}$, where $m_i \geq i(N + 1) - \sum_{j=0}^{i-1} \phi(j)(i-j)$. Because $p$ has degree 1, $\mathcal{N}(p) = p$ and $\mathcal{N}([\mathcal{O}_K^{N+1} : L_i]) = p^{m_i}$. Therefore, we have
\[ \mathcal{N}([\mathcal{O}_K^{N+1} : L_i]) = p^{m_i} > (x^{(i(N+1) - \sum_{j=0}^{i-1} \phi(j)(i-j))^{-1}})^{m_i} \geq x. \]

Our aim is to use Lemma 9.1 in conjunction with Theorem 8.1 to reduce the rank of the lattice or dimension of the variety containing the points we wish to find. We can do this whenever Theorem 8.1 applies, this is currently restricted to the five Euclidean imaginary quadratic fields. In Algorithm 5 we construct a good prime $p$ with large norm so that $\mathcal{N}([\mathcal{O}_K^{N+1} : L_i])$ satisfies the condition of Theorem 8.1 and all vectors in $L_i$ with squared $T_2$-norm $\leq B_L$ can be written without use of the final pseudo-basis vector $b_N$. This allows us to restrict our search to a subvariety $V'$ of $V$ which will usually have smaller dimension. We will then use Algorithms 6 and 7 to find points on $V'$. Algorithm 5 can be found on page 88.

### 9.3.1 Finding points from a sublattice or subvariety

We will now discuss methods for finding points of bounded height on the subvariety $V'$ of $V$; these are needed in Algorithm 5.

The simplest way to find points from a reduced lattice basis is to use Algorithm 4 to find points in $L_0$. The rank of $L_0$ as a Z-lattice is $Nd$, which represents an improvement on the index of $L_i$ which is $(N + 1)d$. Finding points in $L_0$ by Z-lattice enumeration is always an option in cases where other methods cannot be used or are inefficient. However, it is not always the most efficient method.

In some situations, we may use the subvariety $V' \subset V$ to find points. Once a lattice basis has been constructed and reduced, we can use it change coordinates on $\mathbb{P}^N(K)$. If polynomials $F$ define $V$ then the polynomials $G_j(x_0, \ldots, x_N) = F_j(\sum_{i=0}^{N} x_i b_i)$ describe $V$ in new coordinates. $G_j$ are homogeneous polynomials with the same degrees as $F_j$. We use the additional information that the points we are
Algorithm 5: Points on a variety via lattice reduction

**Input:**
- \texttt{LatticeRed}, a method of lattice reduction that takes an \( \mathcal{O}_K \)-lattice and outputs a reduced pseudo-basis that satisfies the conditions of Theorem 8.1, with constants as defined in that Theorem,
- \( V \subset \mathbb{P}^N \), a variety defined over a number field \( K \) for which \texttt{LatticeRed} is known to work, defined by polynomials \( F \) in \( \mathcal{O}_K[X_0, \ldots, X_N] \),
- \( B_H \), a bound on height.

**Output:** - All points of \( V(K) \) with height less than or equal to \( B_H \).

**Initialisation:**
Let \( A \) be a set of ideals of minimal norm for each class of \( \text{Cl}(K) \), as described in Chapter 3, and let \( N_K \) be the maximum norm of an ideal in \( A \).
Let \( B_L = (N + 1) \exp \left( \frac{2(B_H + \log(N_K))}{d} \right) c_K \), as explained in Chapter 3.
Let \( i \) be the least integer such that \( \sum_{j=0}^{i} \phi(j) \geq N + 2 \).
Set \( m(i) \leftarrow \left( i(N + 1) - \sum_{j=0}^{i-1} \phi(j)(i - j) \right)^{-1} \).
Let \( p \) be the result of Algorithm 1 with lower bound on the norm of \( p \) given by
\[
\mathcal{N}(p) \geq \left( Z_2^{-d(N+1)} d^{-(Z_1+1)d(N+1)/2} \gamma_{2d+1} B_L^{-Z_1(N+1)d/2} - Z_1(N+1)^2 Z_1 d/2 \right)^{m(i)}.
\]

**Procedure:**
For each \( \tilde{P} \) on the reduced variety \( \tilde{V}(\mathbb{F}_p) \):
- set \( L \leftarrow L_0 \), lattice of lifts for \( \tilde{P} \),
- set \( (b_j, b_j)_{j=0}^N \) be \texttt{LatticeRed}(\( L \)),
- set \( V' \) to be the variety defined by \( F \) and \( b_N.(X_0, \ldots, X_N) \).
\textbf{Yield} each point of \( L_0 \) lying in \( V' \) with height \( \leq B_H \) (using Algorithm 6 or 7).
searching for do not involve the vector $b_N$ in the old coordinates: this means that $x_N = 0$ in new coordinates. If $V$ is not contained in the hyperplane $x_N = 0$, then $\dim(V') = \dim(V) - 1$. Equivalently, we can consider $V'$ in the old coordinates as being defined by $F$ and the linear homogeneous polynomial $b_N(X_0, \ldots, X_N)$.

We now outline some special cases in which we may use $V'$ to find points without needing to use $\mathbb{Z}$-lattice enumeration on $L_0$.

If $V$ is a curve and $\dim(V') = 0$ then $V'(K)$ is a finite collection of points, which can be found with relative ease. If $V$ is a plane curve given by a single polynomial $G(x_0, x_1, x_2)$ then this can be achieved simply by factorising $G(x_0, x_1, 0)$ over $K$: linear factors correspond to points on $V$. For curves in higher ambient dimensions we use Gröbner basis methods.

If $0 < \dim(V') < \dim(V)$ then there are two particular cases in which we can find all points without constructing any new lattices. If $\bar{P} \not\in \bar{V}'(\mathbb{F}_p)$ then there can be no points of $V'(K)$ which reduce to $\bar{P} \mod p$. In this case we can stop computing with $\bar{P}$ altogether as there are no points of $V(K)$ with height $\leq BH$ that reduce to $\bar{P} \mod p$.

If $\bar{P}$ is a smooth point of $\bar{V}'(\mathbb{F}_p)$ then we form a lattice of lifts for $V'$ based at $\bar{P}$. The index of $L_i$ for $\bar{P}$ and $V'$ will exceed that of $L_i$ for $\bar{P}$ and $V$, because $\phi_{\dim(V)}(j) \geq \phi_{\dim(V')}(j)$ for each $j$. In this case, we may perform the lattice reduction step on the new $L_i$ for $V'$, aiming for a further reduction in the rank of lattice or dimension of variety for the resulting set of possible representatives. It is vital that we are able to use the same prime so that the new lattice is also a lattice of lifts of the particular reduced point $\bar{P}$.

We use these ideas in the following algorithm.
Algorithm 6: Points on a subvariety after lattice reduction

**Input:**
- \( \bar{P} \in \bar{V}(\mathbb{F}_p) \),
- \( B_H \), a bound on height,
- \( V' \), a subvariety of \( V \),
- \( L_0 \), a lattice of lifts for \( \bar{P} \) on \( \bar{V}(\mathbb{F}_p) \), all as found in Algorithm 5.

**Note:** As for Algorithm 5, we require the number field \( K \) to be Euclidean and imaginary quadratic.

**Output:** - All points of \( V'(K) \) with height less than or equal to \( B_H \) that reduce to \( \bar{P} \mod p \).

**Procedure:**

If \( \dim(V') = 0 \):
- **yield** each point of \( V'(K) \) of height \( \leq B_H \) using a Gröbner basis method.

Else if \( 0 < \dim(V') < \dim(V) \):
  - **If** \( \bar{P} \notin \bar{V}'(\mathbb{F}_p) \):
    - **exit**.
  - **If** \( \bar{P} \) is a smooth point on \( \bar{V}' \):
    - set \( L \leftarrow L_i \) for \( \bar{P} \) and \( V' \) and **go to** lattice reduction step of Algorithm 5.
  - Else:
    - use Algorithm 4 on \( L_0 \) to find points on \( V' \) of height \( \leq B_H \) that reduce to \( \bar{P} \mod p \).

Algorithm 6 uses \( V' \) in some special cases; we now explore the idea of using \( V' \) in more generality. If \( V' \) is smooth we may find points on \( V' \) using lattices of lifts and lattice reduction: we may use this method recursively. This recursion only makes sense when \( \dim(V') < \dim(V) \). Once \( \dim(V') = 0 \), we can find points via the substitution method described above.

However, if \( \bar{P} \) is a point on \( \bar{V}'(\mathbb{F}_p) \) that is not smooth (this is the only case remaining after excluding the conditions in Algorithm 6) we can no longer construct lattices of lifts based at \( \bar{P} \), as \( \bar{V}' \) is not smooth at \( \bar{P} \). Therefore, a new good prime \( q \) for \( V' \) should be found and lattices of lifts constructed for each reduced point of \( \bar{V}'(\mathbb{F}_q) \). By finding each point of \( V'(K) \) of height \( \leq B_H \), we may find every point of \( V \) that reduces to \( \bar{P} \mod p \) with height \( \leq B_H \). The major drawback to this method is that we spend time finding points of \( V' \) that do not reduce to \( \bar{P} \mod p \). When
$V'$ is not smooth and the two special cases mentioned before do not hold, we have to resort to lattice enumeration on $L_0$.

Finally, if $\dim(V') = \dim(V)$ then, because $V$ is irreducible, $V' = V$. This occurs when $V$ lies within the hyperplane defined by $x_N = 0$ in the new coordinates. In this case, by changing variables, we may consider $V \subset \mathbb{P}^{N-1}$, thus reducing the ambient dimension. It may then be a worthwhile strategy to start the whole computation of points on $V' = V$ again. A new prime of larger norm will most likely be required for lattice reduction methods, but the resulting lattices of lifts would have a smaller $\mathbb{Z}$-rank of $(N - 1)d$.

Further investigation is needed to establish whether and when the construction of a new prime and new set of lattices of lifts is likely to be more efficient than $\mathbb{Z}$-lattice enumeration. These methods are illustrated in Algorithm 7, which is a development of Algorithm 6.

Currently no examples exist of points found with Algorithms 5, 6 and 7; further work would be required to implement a suitable LatticeRed method.
Algorithm 7: Points on a subvariety after lattice reduction with recursion

**Input:**
- $\bar{P} \in \bar{V}(\mathbb{F}_p)$,
- $B_H$, a bound on height,
- $V'$, a subvariety of $V$,
- $L_0$, a lattice of lifts for $\bar{P}$ on $\bar{V}(\mathbb{F}_p)$, all as found in Algorithm 5.

Note: As for Algorithm 5, we require the number field $K$ to be Euclidean and imaginary quadratic.

**Output:** - All points of $V'(K)$ with height less than or equal to $B_H$ that reduce to $\bar{P}$ mod $p$.

**Procedure:**
If $\dim(V') = 0$:
yield each point of $V'(K)$ of height $\leq B_H$ by a Gröbner basis method.
Else if $0 < \dim(V') < \dim(V)$:
If $\bar{P} \notin \bar{V}'(\mathbb{F}_p)$:
exit.
If $\bar{P}$ is a smooth point on $\bar{V}'$:
set $L \leftarrow L_i$ for $\bar{P}$ and $V'$ and go to lattice reduction step of Algorithm 5.
Else:
use Algorithm 4 on $L_0$ to find points on $V'$ of height $\leq B_H$.
Else:
yield points on $V(K) \subset \mathbb{P}^{N-1}(K)$ of height $\leq B_H$ which reduce to $\bar{P}$ mod $p$ using Algorithm 5.

9.4 Examples

We have implemented a version of Algorithm 4 for curves in Sage [30], with the actual enumeration of short vectors in $\mathbb{Z}$-lattices performed by the Magma [4] function `ShortVectors`. This has been parallelised to allow multiple lattices to be searched simultaneously. We provide some examples of curves and points found on them using this implementation.

Let $C_1$ be the plane unit circle, given by the polynomial $X^2 + Y^2 - Z^2$ over the quintic number field defined by $x^5 - 2x^4 + 4x^3 - 5x + 1$. We searched for representatives for points on $C_1$ with squared $T_2$-norm up to 300 and found 92 points.
By Theorem 3.10, a search with $B_L = 300$ for a curve in $\mathbb{P}^2$ over this number field finds all points of logarithmic height up to -1.7146. Twelve of the points found are the points defined over $\mathbb{Q}$ with logarithmic height up to $\log(5)$. This demonstrates that we may find points of larger height than expected with our method, although we cannot guarantee that all such points are found.

Let $C_2$ be the genus 3 modular curve $X_{S_4}(13)$ as studied in [2], given as a plane curve by

$$4X^3Y - 3X^2Y^2 + 3XY^3 - X^3Z + 16X^2YZ - 11XY^2Z + 5Y^3Z + 3X^2Z^2 + 9XY^2Z + Y^2Z^2 + XZ^3 + 2YZ^3$$

over the quadratic number field $\mathbb{Q}(\sqrt{13})$. By searching for representatives of points with squared $T_2$-norm up to 5000 on $C_2$ we verified the six points on $C_2$ defined over $\mathbb{Q}(\sqrt{13})$ in [2]:

$$\{(1 : 3 : -2), (0 : 0 : 1), (0 : 1 : 0), (1 : 0 : 0), (3 \pm \sqrt{13} : 0 : 2)\},$$

and found no other points of $C_2$. These are all of the points on $C_2(\mathbb{Q}(\sqrt{13}))$ with logarithmic height up to 5.24.

Let $C_3$ be the cubic curve defined by the polynomial

$$3X^3 - 13X^2Y + 4X^2Z + 2XY^2 + XYZ - Y^3 - 5Y^2Z - YZ^2 + Z^3$$

over the number field generated by $\alpha$, where $\alpha$ is a root of $x^3 - 2x^2 + 13x - 3$. $C_3$ considered as a curve defined over $\mathbb{Q}$ is an example from [9] of a representative of a non-trivial element of $\text{III}(E/Q)[3]$ for the elliptic curve $E$ defined over $\mathbb{Q}$ by $y^2 + xy = x^3 + x^2 - 1154x - 15345$. The cubic field has been chosen so as to guarantee the existence of a rational point of $C_3$ over this field. After a search for representatives of points with square $T_2$-norm up to 50, the points $(\alpha^2 - 2\alpha + 13 : 3 : 0)$ and $(\alpha - 4 : -\alpha^2 + 2\alpha - 10 : 9)$ were found. By performing this calculation we have demonstrated that there are no other rational points on $C_3(\mathbb{Q}(\alpha))$ with logarithmic height less than or equal to 1.16.

Let $C_4$ be the elliptic curve defined by $-X^3 - X^2Z + Y^2Z - XZ^2 + YZ^2$ over the field $\mathbb{Q}(\sqrt{5})$. The Mordell-Weil rank of this curve defined over $\mathbb{Q}$ is 0. The suggestion of this curve came from Vladimir Dokchitser, who showed in [12] that if the Birch and Swinnerton-Dyer conjecture holds for elliptic curves over number fields then this curve has a point of infinite order over the field $\mathbb{Q}(\sqrt{m})$ for every cube-free $m > 1$. However, we have not found any examples of such points. The points
found so far from a search (ongoing at the time of writing) for representatives with
$T_2$-norm up to 1000 has yielded only the three known torsion points of $C_4$, defined
over $\mathbb{Q}$: $(0 : -1 : 1), (0 : 0 : 1), (0 : 1 : 0)$. This calculation will find all points on $C_4$
over $\mathbb{Q}(\sqrt[3]{5})$ with logarithmic height up to 1.247.

Let $C_5$ be the elliptic curve defined by

$$-X^3 + X^2Z + XYZ + Y^2Z + 292XZ^2 - 4241Z^3.$$ 

This curve is known to have rank 0 over $\mathbb{Q}$. Because it is a quadratic twist of the
elliptic curve with Cremona label 605c1, which has rank 1 over $\mathbb{Q}$, $C_5$ has a point
of infinite order over $\mathbb{Q}(\sqrt{5})$. A search for representatives with squared $T_2$-norm up
to 1000, which guarantees finding all points on $C_5$ of logarithmic height up to 4.63,
returned the point $(0 : 1 : 0)$.

Let $C_6$ be the intersection of quadrics in $\mathbb{P}^3$ defined by $XW + YZ + YW + W^2$
and $XY + XZ + 2Z^2 - 3ZW$. This curve arises from a second 2-descent on the
elliptic curve over $\mathbb{Q}$ with Cremona label 27382a1 which was performed in Magma
[4]. A search for points of squared $T_2$-norm up to 1000 over the quadratic field
$\mathbb{Q}(\sqrt[3]{5})$ yielded the $\mathbb{Q}$-rational points $(-9/5 : 2 : -3/5 : 1), (-2 : 0 : 1 : 0), (4/3 :
-1 : 4/3 : 1), (11/4 : -3/2 : 3/2 : 1), (0 : -2/5 : 3/2 : 1), (-1 : 0 : 2 : 1), (0 : -1 : 0 : 1),
(0 : 1 : 0 : 0), (6 : -7/3 : 2 : 1), (-1 : 6 : -1 : 1), (-1 : 0 : 0 : 1)$ and $(1 : 0 : 0 : 0)$:
this includes all points on $C_6(\mathbb{Q}(\sqrt[3]{5}))$ of logarithmic height $\leq 4.34$.

Let $\omega = \sqrt{26521}$. Let $C_7$ be the elliptic curve defined over $\mathbb{Q}(\omega)$ by

$$-37128125X^3 + (81003\omega + 13179867)X^2Z + (-57225\omega + 27522500)XYZ +
37128125Y^2Z + (-81003\omega - 13179867)YZ^2.$$ 

This curve was suggested to the author by Johan Bosman. It conjecturally has rank
2 over $\mathbb{Q}(\omega)$, with a torsion subgroup of order 18. A search for representatives with
$T_2$-norm up to 100000 found only the torsion points $(0 : 1 : 0)$ and $(0 : 0 : 1)$; with
this calculation we have shown that any other points must have logarithmic height
greater than $-288.31$. The two real embeddings of a fundamental unit of this field
are about $10^{128}$ and $10^{-128}$, and so $c_{\mathbb{Q}(\omega)}$ is around $10^{128}$! The disparity in the size
of the two embeddings of a unit accounts for the very small height bound attained,
relative to the bound on $T_2$-norm used.

All computations were performed on machines at the University of Warwick
with AMD Opteron™ processors 6174 and 8378, with speeds of 2200 and 2400 MHz
respectively. All machines were running Ubuntu 12.04 (LTS) server edition. The
following table contains indications of total timings for each of the three main parts
of the algorithm: finding points on the reduced curve, constructing lattices of lifts and searching for points in these lattices of lifts. All examples were performed using small primes that were chosen by hand. The time should depend on the norm of the prime, number of reduced points (which is related to the norm of the prime), the degree of the number field, the ambient dimension and of course the length bound.

Except in the smallest of the examples, almost all of the time is spent on finding points in lattices by exhaustive search. We could hope to improve this by changing the size of the prime used (an increase would yield more lattices, each with fewer points with length \( \leq B_L \)) and optimising the way that points are found and processed. An implementation of Algorithm 5 would remove this step entirely and might provide an improvement in speed.

<table>
<thead>
<tr>
<th>Curve</th>
<th>Norm of prime</th>
<th>Number of reduced points</th>
<th>Degree of field</th>
<th>Ambient dimension</th>
<th>Length bound</th>
<th>Time to find reduced points</th>
<th>Time to construct lattices</th>
<th>Time to find points from lattices</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1 )</td>
<td>23</td>
<td>24</td>
<td>5</td>
<td>2</td>
<td>300</td>
<td>0.0359s</td>
<td>677s</td>
<td>296509s</td>
</tr>
<tr>
<td>( C_2 )</td>
<td>17</td>
<td>20</td>
<td>2</td>
<td>2</td>
<td>5000</td>
<td>0.0450s</td>
<td>12.7s</td>
<td>5599s</td>
</tr>
<tr>
<td>( C_3 )</td>
<td>19</td>
<td>16</td>
<td>3</td>
<td>2</td>
<td>50</td>
<td>0.0269s</td>
<td>14.1s</td>
<td>16.1s</td>
</tr>
<tr>
<td>( C_4 )</td>
<td>29</td>
<td>24</td>
<td>3</td>
<td>2</td>
<td>1000</td>
<td>0.0451s</td>
<td>19.3s</td>
<td>714393s</td>
</tr>
<tr>
<td>( C_5 )</td>
<td>31</td>
<td>34</td>
<td>2</td>
<td>2</td>
<td>1000</td>
<td>0.0556s</td>
<td>20.8s</td>
<td>8739s</td>
</tr>
<tr>
<td>( C_6 )</td>
<td>11</td>
<td>18</td>
<td>2</td>
<td>3</td>
<td>1000</td>
<td>0.936s</td>
<td>17.1s</td>
<td>59157s</td>
</tr>
<tr>
<td>( C_7 )</td>
<td>11</td>
<td>20</td>
<td>2</td>
<td>2</td>
<td>100000</td>
<td>0.0392s</td>
<td>107s</td>
<td>1574s</td>
</tr>
</tbody>
</table>
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