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The representation of signals with important local properties is considered. These signals have a degree of nonstationarity which is dependent upon the amount of localisation. Signal descriptors which seek to represent such signals must correspond in scale to the local properties in order to provide an efficient representation. A review is given of various methods that have been adopted. Although some of these have been used in specific applications, a general and computationally efficient representation is not available. A new descriptor is presented which seeks to fulfil this requirement. It combines the time and frequency representations of a signal in an optimal way by using basis functions which are maximally concentrated in both domains. This corresponds to representing the local properties of the signal. The descriptor adopts a hierarchical structure which incorporates multi-resolution in both domains so that the required amount of localisation can be determined for a given signal. This enables the descriptor to be generally applied since it is consistent with the concept of a nonstationary signal. Results of initial experiments on the descriptor are presented and the report concludes with a discussion of future investigations.
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Introduction

Traditional signal descriptors, whether parametric [1] or non-parametric [2], have been based upon models which assume that the signal is stationary. A signal is defined as stationary if its properties are invariant to shifts in the time origin, i.e., the stationary signals \( f(t) \) and \( f(t+c) \) have the same properties for all values of \( c \). Such signals can therefore be characterised by global information. Unfortunately, in many important applications, from speech processing to seismic analysis, these models have been found to be inappropriate.

Signals in these applications have local properties in the signal domain (e.g., time or space) that are important to the information that they convey. The signals therefore exhibit a degree of nonstationarity which is dependent upon the localisation of this information. For example, in speech processing the transitions occurring at word boundaries are known to be significant, while in image processing the boundaries between regions of texture and uniform luminance are of perceptual importance. These are local properties contributing to the information contained in the signal.

If these signals are to be processed efficiently then they must be represented at a scale corresponding to their local properties, i.e., the resolution in the signal domain must be sufficient to enable these properties to be determined. This is why traditional stationary representations were inappropriate, they only considered global information (due to the assumption of stationarity) and ignored any local variation. A number of representations have been proposed which represent a signal at a scale corresponding to its local properties [3-7]. In particular, these are concerned with the local spectral content of the signal and they consequently combine time and frequency information. Although some of these methods have been used in specific applications, a general and computationally efficient representation is not available.

This report describes a new signal descriptor which is intended to fulfil this requirement. To achieve this, the descriptor combines the time and frequency representations of a signal in an optimal way by using basis functions which are maximally concentrated in both domains. This corresponds to representing the local properties of the signal. The degree of temporal and frequency localisation in this representation is determined by the size of the regions in which the basis functions are concentrated in each domain. The descriptor provides multi-resolution in both
domains by varying these region sizes in a hierarchical structure. The motivation behind this is that within such a structure it should be possible to determine the scale of localisation in each domain required to optimally represent a given signal. This is why the descriptor can be generally applied: it can vary the scale according to the signal and is therefore consistent with concept of nonstationarity. The descriptor was originally proposed by Wilson [8] and each level of its structure resembles the Gabor representation [3]. However, the basis functions used in the Gabor representation are replaced by functions which have inversion and computational advantages.

Of particular interest is the application of the descriptor to image processing. Recent work has indicated that this type of representation, which in its 2-d form combines spatial and spatial frequency information, is required to represent the inherent nonstationarity in images [9,10]. Moreover, the hierarchical structure of the new descriptor can be regarded as a generalisation of the quad-tree or pyramidal representations which have achieved considerable success in recent years [11][12]. Such representations enable the image to be processed over a range of spatial resolutions, thus allowing the processing to take account of varying degrees of spatial localisation within the image. The new descriptor generalises this approach to include multi-resolution in both the spatial and spatial frequency domains.

The format of the report is as follows. Section 1 contains a review of the currently available time-frequency representations. The new hierarchical descriptor for 1-d and 2-d signals is then presented in sections 2 and 3. Some initial experiments are described in section 4: an implementation example and a multi-level inverse. The report concludes with a discussion of future investigations into the properties of the descriptor.

1. Time-Frequency Signal Representations

Those representations considered have received the greatest interest in the literature: the Gabor representation, the short-time Fourier transform and the Wigner distribution. The definition and a brief description of each method is given, followed by a review of relevant work in the area.

1.1. The Gabor Representation

Since its proposal in 1946 by Gabor [3] in the context of information transmission, the representation has received interest from authors in signal processing [13,14], vision research [15,16] and mathematical analysis [17]. Its importance as a time-frequency representation is therefore generally accepted. However, doubts have been expressed by some authors over its mathematical properties and usefulness as a signal representation. Before considering these points a brief outline and definition of the representation is given.

The representation is a discrete expansion of a continuous signal in terms of signals which are maximally concentrated in both time and frequency. These 'elementary signals' are defined to have minimum uncertainty in accordance with the uncertainty principle applied to signal
processing. This important principle was introduced by Gabor in his original paper [3], and states that a signal cannot be arbitrarily concentrated simultaneously in time and frequency. In the representation these elementary signals are centred at an array of points in the time-frequency plane. The expansion for a continuous signal \( f(t) \) is defined as:

\[
f(t) = \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} c_{kl} g_{kl}(t)
\]  

(1a)

where the elementary signals \( g_{kl}(t) \) are defined as:

\[
g_{kl}(t) = e^{-\frac{(t-kT)^2}{\sigma^2}} e^{j(\Omega t+\phi)}
\]  

(1b)

and

\[
T = \frac{2\pi}{\Omega} = \sigma^2
\]  

(1c)

The elementary signal is therefore a Gaussian function with a variance of \( T^2/2\pi \) centred about \( kT \) in the time domain and modulated with a frequency of \( l\Omega \) (\( \phi \) is a phase constant). Since the Fourier transform of \( g_{kl}(t) \) is given by:

\[
G_{kl}(\omega) = \frac{1}{\sigma^2} e^{-\frac{\omega^2-\Omega^2}{4\pi^2}} e^{-j(\omega t+\phi)}
\]  

(2)

a similar expansion, apart from a constant factor, exists for the Fourier transform of \( f(t) \). The representation is therefore symmetrically distributed in the time-frequency plane.

The elementary signals are concentrated at different points in the time-frequency plane. The coefficients of the representation therefore correspond to the local properties in the time and frequency domains of the signal \( f(t) \). The resolution of the representation is fixed in both domains and corresponds to the maximum that can be achieved simultaneously (due to the uncertainty principle). Unfortunately, the elementary signals in equation (1b) are not orthogonal and it is therefore difficult to obtain the expansion coefficients. Gabor suggested a method of successive approximation to calculate the coefficients, however, as he readily admitted, it is not a satisfactory solution.

The representation has been extended in terms of generality and coefficient calculation by several authors. Lerner [13] dispensed with Gabor's fixed resolution and proposed an expansion in terms of more general signals. He used methods of orthogonalisation to obtain the coefficients of his new expansions. The idea of using different elementary signals was adopted by Landgrebe and Cooper [14] who proposed an expansion in terms of the prolate spheroidal wavefunctions [18-20] (cf section 2.1). Bandlimiting and timelimiting properties of these functions enable the coefficients of an expansion to be obtained without difficulty. These authors also applied the resulting expansion to the analysis of simple linear operators. Helstrom [21], and subsequently Montgomery [22], showed that exact continuous counterparts of the Gabor and Lerner expansions existed, resulting in the so-called Gabor-Helstrom transform.
The representation has received considerable interest in the field of vision research. Marcelja [15] suggested that a 2-d version is an appropriate model of the representation of images in the visual cortex. This received support from Pollen and Ronner [23]. Daugman [16] considered 2-d versions of the Gabor elementary signals with an associated expansion and noted the similarity with the responses of simple cells in striate cortex of the cat.

Other workers have been concerned with obtaining the coefficients of the original Gabor expansion and on its resulting properties. Bastiaans [24] proved the existence of the expansion and showed that the coefficients can be obtained via the following set of functions:

\[ \lambda_{kl}(t) = \gamma(t-kT) e^{j(kx+\phi)} \]  

(3a)

where the function \( \gamma(t) \) is defined as:

\[ \gamma(t) = (2\pi)^{-\frac{1}{2}} (\pi/\alpha) \frac{\alpha^3}{\pi} e^{\frac{\pi}{\alpha}} \sum_{n>(-\frac{1}{2})} (-1)^{n} e^{-\pi n x^2} \]  

(3b)

and the constant \( k_0 = 1.85407468... \) is the complete elliptic integral for the modulus \( 1/\sqrt{2} \). The function \( \gamma(t) \) is shown in figure (1). The functions in equation (3a) are biorthonormal to Gabors elementary signals and the two are related by the following:

\[ \int_{-\infty}^{\infty} g_{kl}(t) \lambda_{mn}(t) \, dt = \delta_{m-k} \delta_{n-l} \]  

(4)

\[ \sum_{k} \sum_{l} g_{kl}(t_1) \lambda_{mn}(t_2) = \delta(t_1-t_2) \]  

(5)

where \( g_{kl}(t) \) are the Gabor elementary signals defined in equation (1b) and \( \delta \) indicates the complex conjugate. Equation (4) is the biorthonormal condition and the Gabor coefficients \( c_{kl} \) in equation (1a) are therefore given by:

\[ c_{kl} = \int_{-\infty}^{\infty} f(t) \lambda_{kl}(t) \, dt \]  

(6)

The resulting expansion can be shown to be equal to \( f(t) \) by substituting the expression for the coefficients \( c_{kl} \) in equation (6) into the right-hand side of equation (1a). Using equation (5) and the following identity:

\[ \int_{-\infty}^{\infty} \delta(t_2-t_1) f(t_1) \, dt_1 = f(t_2) \]  

(7)

then results in the equality of equation (1a). This proves the existence of the Gabor expansion for an arbitrary signal.

However, although the above shows that a signal can be expanded in terms of the elementary signals, the discontinuous and poor convergence properties of the biorthonormal functions in figure (1) means that the coefficients of the expansion are not easily found. Janssen [25] considered this problem and found that in general the expansion of equation (1a) will not converge, ie:

\[ \sum_{k} \sum_{l} | c_{kl} |^2 = \infty \]  

(8)
Also, because of the discontinuous form of the function in figure (1), he predicted that the calculation of coefficients $c_k$ in equation (6) will, in general, be difficult.

The mathematical properties of the expansion therefore restrict a practical implementation. However, this does not mean that the expansion is unsuitable for time-frequency signal representation. In particular, the work done in vision research indicates that the representation will continue to be used, since in this area its mathematical weaknesses are perhaps of less significance. Further, Gabor's original idea of representing a signal in terms of signals which are maximally concentrated in time and frequency may also be implemented by using alternative elementary signals. Examples include those proposed by Lerner [13] and Landgrebe and Cooper [14].

1.2. The Short-Time Fourier Transform

Of the time-frequency signal representations available, those utilising the short-time Fourier transform (STFT) are the most well established. This is due to their extensive use in speech processing applications. The methods were first implemented using analogue techniques, including spectrographs for speech analysis and vocoders for efficient speech transmission [26]. Discrete versions were then developed which enabled these to be implemented efficiently and provide greater flexibility [27][28]. More recently the theory of the STFT has been generalised by Portnoff [4] and applied to signal representation and linear filtering operations. This work also showed that there is a similarity between the STFT and the Gabor representation.

The STFT of a discrete signal $x(n)$ is defined as:

$$X(n,\omega) = \sum_{m=-\infty}^{\infty} h(n-m) x(m) e^{-j\omega m}$$

where $\omega$ is a continuous frequency variable and $h(n)$ is an appropriate window function. The STFT may be interpreted in two ways. First as the Fourier transform of $x(n)$ weighted by the sliding window $h(n)$. It then represents the spectrum of the signal viewed through the window function $h(n)$. In this case, $h(n)$ is known as the analysis window. Secondly, consider equation (9) as the convolution relationship:

$$X(n,\omega) = h(n) \otimes x(m) e^{-j\omega m}$$

where $\otimes$ denotes discrete convolution wrt n, defined as:

$$z(n,\omega) = x(n,\omega) \otimes y(n,\omega) = \sum_{m=-\infty}^{\infty} y(n-m,\omega) x(m,\omega)$$

The STFT can then be interpreted as the output of a bank of bandpass filters with contiguous frequency responses. For a given frequency $\omega_p$, the sequence $X(n,\omega_p)$ then corresponds to shifting the spectrum of $x(n)$ at $\omega_p$ to the origin and applying a low pass filter with impulse response given by $h(n)$. The function $h(n)$ is then known as the analysis filter.
The synthesis of \( x(n) \) from its STFT is best considered in its general form proposed by Portnoff [4]. Other authors, notably Allen and Rabiner [29], have considered two separate synthesis formulas, however these were shown by Portnoff to be special cases of the general formula. This is given by:

\[
x(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(n-r) X(r,\omega) e^{j\omega n} d\omega \tag{12}
\]

where \( f(n) \) is an appropriate synthesis filter. The equations (9) and (12) form a general STFT pair. A relationship between \( h(n) \) and \( f(n) \) can be derived which determines a condition such that \( x(n) \) can be exactly reconstructed from \( X(n,\omega) \). By interchanging the order of integration and summation in equation (12) and noting that the integral is the short-time function:

\[
x(r,n) = h(r-n) x(n) \tag{13}
\]

gives:

\[
x(n) = \sum_{r=-\infty}^{\infty} f(n-r) h(r-n) x(n) \tag{14}
\]

Therefore \( x(n) \) can be recovered exactly if and only if:

\[
\sum_{m=-\infty}^{\infty} f(-m) h(m) = \frac{1}{2\pi} \int_{-\pi}^{\pi} F(\omega) H(\omega) d\omega = 1 \tag{15}
\]

where \( F(\omega) \) and \( H(\omega) \) are the Fourier transforms of \( f(n) \) and \( h(n) \) respectively.

A discrete version of the STFT is considered by Portnoff [4]. In analogy with the continuous case, a general discrete STFT pair is defined as:

\[
X(sR, k\Omega_M) = \sum_{m=0}^{M-1} h(sR-m) x(m) e^{-j\Omega_M km} \quad k = 0,1,\ldots,M-1 \tag{16}
\]

\[
x(n) = \frac{1}{M} \sum_{s=0}^{M-1} \sum_{R=0}^{M-1} f(n-sR) X(sR, k\Omega_M) e^{j\Omega_M kn} \quad \Omega_M = 2\pi/M \tag{17}
\]

This corresponds to samples of the continuous STFT at every \( R \) samples in time and \( \Omega_M \) radians in frequency. The condition that \( x(n) \) can be recovered from \( X(sR, k\Omega_M) \) is found by inserting the definition of \( X(sR, k\Omega_M) \) into equation (17) and simplifying to give (Portnoff [4]):

\[
\sum_{s=0}^{M-1} f(n-sR) h(sR-n+pM) = \delta(p) \quad -\infty \leq n \leq \infty \tag{18}
\]

The similarity between the STFT and the Gabor representation can be determined from the above. By setting the synthesis filter \( f(n) \) in equation (17) equal to a discrete version of the Gabor elementary signal in equation (1b), a similar expression to the Gabor expansion in equation (1a) is obtained (allowing for the fact that one is concerned with a discrete signal and the other a continuous signal). The analysis formula in equation (16) can be similarly compared with the expression for the Gabor coefficients in equation (6), the analysis filter being given by the function \( \gamma(t) \). The similarity is confirmed by comparing the filter condition expression for the STFT in equation
(18) with the relationship between the Gabor elementary signals and the functions required to
determine the Gabor coefficients in equation (5). Thus, in the Gabor representation, the function
\( \gamma(t) \) is the analysis filter corresponding to the Gaussian synthesis filter in the expansion of equa-
tion (1a).

When using the STFT, the form of the analysis and synthesis filters defined above is obviously
important. From equations (9) and (10), it is clear that the analysis filter \( h(n) \) determines the reso-
lution of the STFT in the time and frequency domains. A function which is concentrated in either
domain will provide greater resolution in that domain. Since a function cannot be simultaneously
concentrated in both domains (cf uncertainty principle, section 1.1), a trade off must be made
between the resolution obtained in each domain. This has led to the use of wideband analysis,
with \( h(n) \) concentrated in the time domain and narrowband analysis, with \( h(n) \) concentrated in
the frequency domain \[27\]. A signal is analysed using one or several analysis filters with varying
degrees of resolution in each domain. Furthermore, efficient methods of implementing the STFT
using the fast Fourier transform algorithm have enabled adaptive methods to be used which alter
the analysis window as a function of time \[27\].

Using the above techniques, the STFT has been successfully applied to speech processing appli-
cations. This is because they correspond to adapting the analysis to the scale of the local proper-
ties of the signal and are therefore able to represent the varying degrees of nonstationarity
encountered in speech signals. However, at present, these techniques have been applied in a
somewhat \textit{ad hoc} manner and have not been unified into a single representation which can be
generally applied. Therefore, although the STFT can be implemented efficiently, it does not fulfil
the requirement for a generally applicable nonstationary representation.

1.3. The Wigner Distribution

This is a generalised correlation function that indicates the distribution of a signal over the time-
frequency plane. It was introduced in 1933 by Wigner \[30\] in the field of quantum mechanics.
However, its application to signal processing received little attention until recently. Its reintro-
duction into the signal processing literature was largely due to a comprehensive set of papers
published by Claasen and Mecklenbräuker \[5-7\]. They presented the definition, properties and
variations of the distribution for both continuous and discrete signals. In theory, the distribution
has a potentially superior resolution to the other representations considered here. However, to
implement the distribution a modified version must be used which results in removing this advan-
tage. This problem, and a further complication with the discrete version, has resulted in limited
application of the distribution.

The Wigner distribution (WD) of a continuous signal \( f(t) \) is defined as :

\[
W_f(t,\omega) = \int_\infty^\infty f(t+\tau/2) f^*(t-\tau/2) e^{-j\omega\tau} \, d\tau
\]  
(19)
where * indicates conjugate complex. The WD at time \( t_0 \) is the Fourier transform of a function which corresponds to taking symmetrical correlation products about \( t_0 \). As with the other representations, it is concerned with the local properties of a signal. However, unlike the other representations, the definition in equation (19) does not involve an external window function but is dependent only upon the signal of interest. In this form, the distribution would therefore have a superior resolution in both time and frequency.

Unfortunately, this advantage is removed when the implementation of the WD is considered. As can be seen from equation (19), the determination of the WD for each value of \( t \) requires the signal to be known for all time. Also, the Fourier integral for all frequencies of interest needs to be computed. Therefore, to enable implementation, a variation of the WD must be employed which uses a sliding window function to truncate the signal. This is known as the pseudo Wigner distribution (PWD). A set of weighted functions \( f_i(\tau) \) is defined:

\[
f_i(\tau) = f(\tau) \cdot w(\tau-t)
\]

where \( w(t) \) is the window function. Noting that the WD of a function \( g(t) = f(t) \cdot m(t) \) is given by:

\[
W_g(t,\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} W_f(t,\eta) W_m(t,\omega-\eta) \, d\eta
\]

The WD of the functions \( f_i(\tau) \) is then:

\[
W_{f_i}(\tau,\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} W_f(\tau,\eta) W_{w_i}(\tau-t,\omega-\eta) \, d\eta
\]

In equation (22), the parameter \( t \) indicates the position of the window function wrt the signal \( f(\tau) \). Centring the window function about the point where the WD is to be evaluated, ie \( \tau=t \), equation (22) then becomes:

\[
\tilde{W}_f(t,\omega) = W_{f_i}(t,\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} W_f(\tau,\eta) W_{w_i}(0,\omega-\eta) \, d\eta
\]

The function \( \tilde{W}_f(t,\omega) \) is the pseudo Wigner distribution. Both equations (20) and (23) indicate the loss of resolution in time and frequency encountered when the WD is implemented using the PWD.

A property of the WD that must be considered is that it is a bilinear functional of the signal. In other words, the WD of the sum of two signals is not simply the sum of the WD's of those signals. The relationship is derived from equation (19):

\[
W_{f+g}(t,\omega) = W_f(t,\omega) + W_g(t,\omega) + 2 \text{Re} \, W_{f,g}(t,\omega)
\]

where \( W_{f,g}(t,\omega) \) is the cross-WD of the signals \( f(t) \) and \( g(t) \). This property will present considerable complications if filtering operations are to be considered using the distribution. Note that the other representations are linear functionals of the signal, cf equations (6) and (9).
The discrete WD is not so well defined as its continuous relation. The following definition is adopted:

\[
W_f(n,\theta) = 2\sum_{k=-\infty}^{\infty} f(n+k)f^*(n-k)e^{-j2\pi\theta}
\]  

(25)

where \( n \) is the discrete time variable and \( \theta \) the continuous frequency variable. The problem associated with the function \( W_f(n,\theta) \) is that it is periodic with period \( \pi \), due to the factor 2 in the exponent. Since the spectra of discrete time signals have a period of \( 2\pi \), \( W_f(n,\theta) \) will contain aliasing contributions due to the true WD ‘folding back’. As suggested by Claasen and Mecklenbräuker [6], the aliasing problem can be avoided by ensuring that the discrete signal spectra are zero for radial frequencies greater than \( \pi \), either by oversampling the continuous signal (wrt the Nyquist rate) or interpolating the original discrete signal. The aliasing problem is also removed when the distribution is considered for analytic signals, the spectrum of which vanishes for negative values. The problem is considered in a separate paper by Claasen and Mecklenbräuker [31].

Other authors have also published work on the distribution, most notably Janssen [25] and De Bruijn [32]. The former considered the mathematical properties of the continuous WD and compared them to the Gabor representation. He concluded that the convergence properties are more predictable for the WD (cf section 1.1) and that greater resolution could be expected from the continuous WD. The distribution was considered in relation to the uncertainty principle by De Bruijn, who also provided a lucid description of the nonstationary signal analysis problem.

Recent applications, although limited, have occurred in optics [33] and vision research [10]. Of particular interest here is the application to vision by Jacobson and Wechsler [10]. They used a 2-d version of a PWD, known as a composite PWD, to present a model for the operation of simple and complex cells within the striate cortex.

In its original form, the WD appears to be an ideal time-frequency signal representation, with superior resolution in time and frequency. However, to implement the distribution, window functions must be employed in the PWD. This results in a loss of resolution. Furthermore, efficient implementation by a discrete version is complicated by the need for oversampling or interpolation to avoid aliasing problems. The distribution is also a bilinear functional of the signal and this will present considerable problems when filtering operations are of interest. It could be suggested that these problems, particularly those concerned with implementation, have resulted in the limited amount of application of the distribution.
2. A Hierarchical Nonstationary Signal Descriptor

2.1. Notation

The data used is assumed to be discrete time samples of the signal being analysed and form a finite sequence \(x(0), x(1), \ldots, x(N-1)\). Where appropriate a vector representation will be adopted and then linear operators are indicated by upper case letters while vectors are given lower case. In particular, the Fourier transform operator is indicated by \(F\) and its inverse by \(F^+\), see Wilson [8]. All shift operators for a finite sequence are cyclic (modulo \(N\)).

2.2. The Basis Functions for the Descriptor

The extent to which the time and frequency representations of a signal can be combined is limited by the uncertainty principle [3]. This states that a signal cannot be simultaneously concentrated in both domains to an arbitrary extent. Therefore, since the descriptor seeks an optimal time-frequency combination, it is based upon signals with minimum uncertainty, i.e. those which are maximally concentrated in both domains. Examples include the Gabor functions [3] and the prolate spheroidal wavefunctions (PSWF) [18-20]. The difference between these functions being the type of measurement used for the concentration of the signal in each domain. The Gabor functions are derived from a standard deviation measurement, while the PSWF's maximise the energy in a finite interval of one domain while truncating in the other. It is the latter that are used as a basis for the descriptor, primarily because they can be defined to be exactly bandlimited (unlike the Gabor functions) which has computational and inversion advantages.

The discrete form of the PSWF's are the finite prolate spheroidal sequences (FPSS), Wilson [8]. They can be defined by the following eigenvalue problem:

\[
B_\Omega T_S g_k = \lambda_k g_k
\]

where \(T_S\) is the truncation operator defined as:

\[
t_S_{ij} = \delta_{ij} \quad 0 \leq i < S
\]

\[
t_S_{ij} = 0 \quad S \leq i
\]

and \(B_\Omega\) is the bandlimiting operator defined as:

\[
B_\Omega = F^+ T_\Omega F
\]

The eigenvalue \(\lambda_k\) corresponds to the eigenvector \(g_k\), which is the required finite prolate spheroidal sequence. The notation \(g(x; S; \Omega)\) is adopted for such a sequence.

It can be shown that the best eigenvector in terms of energy concentration is that corresponding to the largest eigenvalue of equation (26) [8]. The resulting FPSS, \(g_\Omega(x; S; \Omega)\), is exactly bandlimited to a region of size \(\Omega\) and optimally concentrated in a temporal region of size \(S\). Examples of some FPSS's corresponding to the largest eigenvalue of equation (26) for various values of \(N, S\) and \(\Omega\) are shown in figure (2). It is these sequences which form the basis for the descriptor now
considered.

2.3. The Descriptor

For a finite sequence \( f(x) \) of length \( N = 2^n \), the descriptor consists of \( n+1 \) levels, each having \( N \) samples, as in figure (3). On the bottom level, level 0, is the original sequence. A given level above, level \( l \) say, is divided into \( 2^l \) frequency domain sets each containing \( 2^{n-l} \) temporal samples. These sets represent disjoint bands covering the frequency domain. Each set is produced by convolving \( f(x) \) with the FPSS \( g_o(x; 2^l; 2^{n-l}) \), and subsampling by a factor equal to \( 2^l \). The FPSS is centred within the frequency band represented by the set. On higher levels, the number of frequency sets successively increase by a factor of two, the number of temporal samples within each set decreasing by the same factor. The top level is just the discrete Fourier transform of the sequence \( f(x) \).

For an intermediate level \( l \), the 1-d descriptor is defined as:

\[
    h(x, u) = \sum_{x'=0}^{N-1} f(Sx-x') g_o(x'; S; \Omega) e^{j \frac{2\pi}{N} Sx'}
\]

(29)

\[
    0 \leq x < \Omega \quad 0 \leq u < S \quad S = 2^l \quad \Omega = 2^{n-l}
\]

The following points should be noted:

(i) A single level of the descriptor is a time-frequency representation of the original sequence which resembles the Gabor representation, with the elementary signals replaced by the FPSS's.

(ii) The hierarchical structure contains varying degrees of resolution in each domain, ranging from the original signal to its Fourier transform. Therefore, by selecting a single level or combination of different levels, it should be possible to determine a representation of a signal corresponding to the scale of its local properties. In this respect the descriptor resembles a unified version of the wideband and narrowband analysis techniques used in the application of the short time Fourier transform (cf section 1.2).

(iii) Each time-frequency sample on a level represents the information of the original sequence contained in its respective time interval and frequency band.

(iv) A given level of the descriptor is an expansion of the original sequence over a vector space whose basis is the FPSS's. The time-frequency samples are then the coefficients of this expansion. This is considered by Wilson [8], who shows that the FPSS's for a given level do constitute an effective and complete basis for the space.
(v) The resolution in each domain, on a given level, is determined by the number of frequency sets and temporal samples within those sets.

(vi) Since the generation of the frequency sets on each level of the descriptor correspond to the simple filtering operation in equation (29), the descriptor can be efficiently implemented using FFT methods.

(vii) Due to the sampling rates adopted and the use of the exactly bandlimited FPSS’s, each level of the descriptor can be readily inverted (see appendix).

3. Extension to the Two-Dimensional Case

The descriptor is readily extended to 2-d and it is for this case that an example is provided in section 4. Definitions and additional considerations are dealt with in this section.

3.1. The Two-Dimensional Basis Functions

A combination of the spatial and spatial frequency information for a discrete image is required. Once again the uncertainty principle, applied to 2-d [34], is the limiting factor and thus the descriptor is based upon 2-d minimum uncertainty sequences. Both the Gabor functions [16] and the FPSS’s [8] have 2-d forms, the latter being used for the same reasons as in the 1-d case. The FPSS’s can be defined in both cartesian and polar separable forms [8], however, since in the cartesian separable case the eigenvectors are simply the Kronecker product of the 1-d problem, this will be adopted to provide a convenient definition of the descriptor. Examples of some cartesian separable FPSS’s are shown in figure (4). Note that the polar separable descriptor will be a straightforward extension of the cartesian separable case.

3.2. The Two-Dimensional Descriptor

For an image \( f(x, y) \) of size \( N \times N \), \( N = 2^n \), the cartesian separable descriptor has a similar form to that of the 1-d case, see figure (5). There are \( n+1 \) levels each having \( N \times N \) samples, the bottom level is the original image and the top level is its 2-d Fourier transform. On an intermediate level \( l \), there are \( 2^l \) spatial frequency domain sets, each containing \( 2^{2(n-l)} \) spatial samples.

For an intermediate level \( l \), the cartesian separable descriptor is defined as:

\[
\begin{align*}
  h(x, y, u, v) &= \sum_{x=0}^{N-1} \sum_{y=0}^{N-1} \sum_{x'=0}^{N-1} \sum_{y'=0}^{N-1} f((Sx-x', Sy-y')) g_o(x', y'; S; \Omega) e^{j2\pi (ux + vy)} \\
  0 &\leq x < \Omega \quad 0 &\leq u < S \quad S = 2^l \\
  0 &\leq y < \Omega \quad 0 &\leq v < S \quad \Omega = 2^{2(n-l)}
\end{align*}
\]

(30)

where the 2-d FPSS, \( g_o(x, y; S; \Omega) \), is given by:

\[
g_o(x, y; S; \Omega) = g_o(x; S; \Omega) g_o(y; S; \Omega)
\]

(31)
It should be clear that the properties noted in section 2.3 for the 1-d descriptor are equally valid for the 2-d case. In addition, note that the hierarchical, multi-resolution structure of the 2-d descriptor is a generalisation of the quad-tree or pyramidal representations which have received considerable interest in image processing [11].

3.3. Spatial Frequency Tessellations

The sets on each level of the 2-d descriptor corresponds to disjoint regions covering the spatial frequency domain. Since the levels are 2-d, the descriptor may adopt a variety of tessellations for these regions. Allowing for the natural restriction of symmetry to these tessellations, there are still many possible types that could be considered. Obviously, any such tessellation should be implementable using the FPSS's and on this criterion one can classify tessellations into those corresponding to cartesian separable or polar separable implementation, as in figure (6). Note that it may be necessary to introduce additional spatial frequency sets on each level of the descriptor to achieve a given tessellation, however, apart from the extra computation, this should not present problems. The advantages/disadvantages of these tessellations are as yet unknown. However, as noted by Wilson [8], the choice will depend upon those features within an image which are regarded as important, eg if orientation is important then the polar separable configurations would be appropriate. It is also clear that the computational advantage gained by using cartesian separable tessellations would also have to be considered. For the work done so far in this project, the cartesian separable quadrant tessellation descriptor in figure (5) has been used.

4. Experimental Results

It is now appropriate to consider the results of some preliminary experiments - an implementation example and a 'multi-level' inverse algorithm.

4.1. An Example

Results of implementing the 2-d descriptor are presented. A frequency domain tessellation corresponding to the simple quadrant in figure (5) was adopted. However, a lowpass region, equal in size to each quadrant, was removed before calculating each level. The FPSS corresponding to the respective level was used as the lowpass filter, ie:

\[
d(x, y) = \sum_{x'=-N}^{N} \sum_{y'=-N}^{N} (-1)^{(x-x')(y-y')} g_o(x', y'; S; \Omega) f(x-x', y-y')
\]

where \(d(x, y)\) is the filter output and \(g_o(x, y; S; \Omega)\) is the filter spatial response given by equation (31). The resulting descriptor arrangement is shown in figure (7). The modification is justified by noting that 'natural' images have a predominantly lowpass spectral content, and this results in significant aliasing problems when multi-level inverse algorithms are implemented (cf section 4.2). Although a much simpler method, it resembles the prewhitening process sometimes employed in spectral analysis and coding applications [35]. This descriptor was implemented for
the image in figure (8a) which consists of 256 x 256, 8-bit grey level pixels. The lowpass filtered images, subsampled by a factor 2^l, for each level of the descriptor are shown in figure (8b).

A level of the descriptor, given by equation (30), can be interpreted as being located on a finite 4-d lattice, with coordinates \( x, y, u, v \). Within such a lattice, \( h(x, y, u, v) \), it is possible to define separate spatial and spatial frequency vector spaces, ie:

\[
\begin{align*}
    h(u, v) &= h(x, y, u, v) \\
    \tilde{h}(x, y) &= h(u, v, x, y)
\end{align*}
\]

For a level \( l \), the spatial vector space is of dimension \( 2^{2l} \), while the spatial frequency vector space has dimension \( 2^{2l} \). To overcome the difficulty in displaying a 4-d lattice, either of these vector spaces can be used to display the descriptor coefficients. The complex magnitude values for both spaces on all levels of the descriptor are shown in figures (9) and (10). Each space is displayed on a 2-d lattice formed by the other two coordinates. For example, on level \( l \), there are \( 2^{2l} \times 2^{2l} \) spatial frequency vectors, of dimension \( 2^{2l} \), located at points in the original image separated by \( 2^{l-1} \) samples. The vector spaces obviously convey different types of information and hence the one used to display the descriptor will depend upon the relevant property.

### 4.2. A Multi-Level Inverse Algorithm

In the appendix it is shown that a given level of the descriptor is readily inverted. However, since it is intended that within the hierarchical structure of the descriptor an optimum representation of a signal should exist, it is relevant to consider inversion using coefficients from a combination of levels.

For convenience, the algorithm is defined in terms of the 1-d descriptor, extension to 2-d is straightforward. It is shown in the appendix that a sequence, represented by the vector \( f \), can be recovered from the descriptor vector \( \hat{h} \), at level \( l \), using the following formula:

\[
f = M \sum_{k=0}^{M-1} F^* G^{-1} F \hat{h}, \quad M = 2^l
\]

where \( G^{-1} \) is the inverse FPSS frequency domain operator defined in equation (A8). In the multi-level inverse algorithm, coefficients are selected from a number of intermediate levels of the descriptor using a given criterion (as yet undefined). A pseudo-inverse, \( \hat{f}_l \), is then produced for each of these levels using the selected coefficients, all the other coefficients being set to zero, ie:

\[
\hat{f}_l = M \sum_{k=0}^{M-1} F^* G^{-1} F \hat{h}
\]

where the selected coefficient vector, \( \hat{h} \), is given by:

\[
\hat{h} = C \hat{h}
\]

and \( C \) is the selection operator:

\[
c_{pq} = \delta_{pq} \quad \text{iff selection criterion true at } \hat{h}_p = 0 \quad \text{else}
\]

\[(37)\]
The multi-level inverse, \( f \), is then formed by the sum of these pseudo-inverses, ie:

\[
f = \sum_{i=L_2}^{L_1} f_i
\]

(38)

Although, by definition, the resulting signal will not be an exact reconstruction of the original signal, it is reasonable to suggest that if the selection criterion is such that the selected coefficients are an optimal representation of the image (in the sense of local properties), then an acceptable result will be obtained.

An experiment to test the above procedure was performed on the descriptor presented in section 4.1. Using levels 1 to 4, a threshold criterion was used to select coefficients from the levels, ie the selection operator, \( C \), was defined as:

\[
c_{pq} = \begin{cases} 
\delta_{pq} & \text{if } |h_p| \geq \text{threshold} \\
0 & \text{else}
\end{cases}
\]

(39)

Since in such a simple technique there is no decision concerning the preference of one level over another, the threshold value was varied between levels to ensure a uniform distribution of coefficients. The results for various threshold values, affecting the number of coefficients selected, are shown in figures (11a-11c).

There are two sources of error in the results. First, the ‘ringing’ effects in the vicinity of lines and edges, particularly when fewer coefficients are used, is caused by aliasing. This occurs because the selection of coefficients from each level corresponds to a further subsampling operation on the frequency domain sets. Since these sets are a result of sampling at the Nyquist rate (cf appendix), their spectra ‘fold back’ due to this additional sampling. This is why the ‘prewhitening’ descriptor structure was adopted (cf section 4.1), the large lowpass contribution in images tends to produce high frequency aliasing components when the additional subsampling is applied. Since these effects are particularly unpleasant to the viewer, any method which reduces the contribution of the lowpass region (such as prewhitening) is beneficial. Secondly, the ‘blotchiness’ is caused by non-uniform distribution of the selected coefficients over the image, ie some areas have a greater contribution from the coefficients than other areas. It should be possible to reduce this effect by using a selection criterion which ensures a uniform distribution.

As would be expected, the better results are obtained for the inversion when a larger number of coefficients are used. This corresponds to increasing the sampling rate and thus reduces aliasing. It should also be noted that the threshold selection criterion used would not necessarily yield an optimum representation and therefore better results may be possible by using an alternative criterion. Determining such a selection criterion will form part of the future work to be done on the descriptor (cf section 5.1).
To provide a comparison for the results, the image in figure (8a) was filtered using a filter with a lowpass Gaussian frequency response (figure 12) which results in a similar number of coefficients to the multi-level inverse example in figure (11c). The filtered image is shown in figure (11d). By comparing this 'blurred' image with the 'sharper' multi-level inverse result, it is clear that the descriptor is able to represent the local properties of the image, such as lines and edges, as well as the 'lowpass' contribution.

5. Conclusions and Further Work

The problem of representing signals with important local properties has been considered. Representations which have received the greatest interest in the literature were reviewed, however it was shown that none of these combined sufficient generality and computational efficiency. A signal descriptor which seeks to fulfil this role was then described. Initial experiments using the descriptor were presented, an implementation example and a multi-level inverse procedure, for which acceptable results were obtained. The following sections describe the further work that is intended to be done using the descriptor.

5.1. Analysis of the Descriptor

This is concerned with determining an optimum representation of a signal from the hierarchical structure of the descriptor. It will be necessary to establish the relationship between coefficients in the descriptor and then decisions can be made concerning the best coefficients to be used. In particular, the relationship between coefficients of different levels will be of interest and what consistent (or inconsistent) information between these levels indicates about the signal being analysed.

This work will be useful in image analysis problems where areas of texture and the location of lines and edges are to be determined. By knowing the relationship between levels, ie knowing what consistency and inconsistency imply, it will be possible to make decisions such as 'the texture in region A is optimally classified at level $k$, while the best estimate of its position is at level $k-1$'. These ideas will therefore utilise the multi-resolution structure of the descriptor.

To illustrate the potential of the descriptor for this type of work, it was implemented for the image in figure (13a). This image is of particular interest due to the regions of definite frequency and orientation. The spatial frequency vector spaces for levels 1 to 4 are shown in figure (14). Notice that for certain regions in the image (eg the scarf) there appears to be a consistency of frequency and orientation over the levels. However, in other regions, the relationship is not so clear. It is the aim of future work to determine these relationships in a more precise form.
5.2. Operations on the Descriptor

The intention in this work will be to define and implement linear operators on the descriptor. At the top and bottom levels this will correspond to familiar filtering operations. However, at intermediate levels it will be possible to define new types of operations.

Consider the spatial frequency vector space defined in section 4.1, i.e.:

$$h(x, y) = h(u, v, x, y)$$  \hspace{1cm} (40)

It is then possible to define a general operator for this level, $G_i(x, y)$, to transform the vector space $h(x, y)$ to the space $d(x, y)$:

$$d(x, y) = \sum_{x'=-N}^{x'=N} \sum_{y'=-N}^{y'=N} G_i(x', y') h(x-x', y-y')$$  \hspace{1cm} (41)

Note that a similar general operator could be defined for the complete descriptor.

As an example consider a filtering operation applied to a level of the descriptor. This can be defined in terms of the following convolution relationship:

$$d(x, y, u, v) = \sum_{x=-N}^{x=N} \sum_{y=-N}^{y=N} g(x', y', u, v) h(x-x', y-y', u, v)$$  \hspace{1cm} (42)

where $d(x, y, u, v)$ is the filtered descriptor level and $g(x, y, u, v)$ is the filter impulse response wrt x and y, and the filter frequency response wrt to u and v. When vector notation is used, equation (42) is equivalent to equation (41), with the general operator, $G_i(x, y)$, given by:

$$g_{pq}(x, y) = \delta_{pq} g(x, y, u, v) \quad p = u 2^l + v$$  \hspace{1cm} (43)

By extending the general operator to include non-diagonal components, more complex operations on the descriptor may be defined. It is the intention of future work to implement and investigate these, as well as the simpler filtering operations.

This work will be important in applying the descriptor to areas such as image enhancement. By implementing the descriptor on an image corrupted by noise, linear operators could then be defined over various levels to obtain an optimum estimate of the original image. If these operators were designed to incorporate the nonstationarity of the descriptor in relation to the image, then it may be possible to avoid the blurring of lines and edges (nonstationarity) normally associated with traditional estimators.
Appendix

A sequence can be recovered exactly from a level of its hierarchical descriptor. To show this, it is convenient to use vector and linear operator notation. The original sequence is represented by the vector \( f \). Relevant definitions and useful operators are considered first.

For the sequences \( f(x) \) and \( g(x) \) with discrete Fourier transforms \( \tilde{f}(u) \) and \( \tilde{g}(u) \), the convolution theorem is defined as:

\[
 f(x) \otimes_x g(x) \leftrightarrow \tilde{f}(u) \cdot \tilde{g}(u) \tag{A1}
\]

where \( \leftrightarrow \) indicates the Fourier transform and \( \otimes_x \) the discrete convolution defined in equation (11).

Useful operators include the circular shift operator, \( S \):

\[
 S_{pq} = \delta_{(p+1)q} \quad (p+1) \mod N \tag{A2}
\]

and the subsampling operator, \( M^D \):

\[
 M^D_{pq} = \begin{cases} 
 S_{pq} & p = r \frac{M}{M} \\
 0 & \text{else}
\end{cases} \tag{A3}
\]

The following identities should be noted:

\[
 F \cdot M^D \cdot F^+ = \frac{1}{M} \sum_{r=0}^{M-1} S^{rN/M} 
\]

\[
 F(M^D) \cdot F^+ = \frac{1}{M} \sum_{r=0}^{M-1} S^{r} \cdot T_{\Omega} \cdot F \quad F 
\]

Also, define the FPSS frequency domain operator, \( G_{l}(u) \), as:

\[
 g_{pq}(u) = \bar{g}_{o}(p-u;M;\Omega) \cdot S_{pq} \quad M = 2^{l} \quad \Omega = 2^{n-l} \tag{A6}
\]

where \( \bar{g}_{o}(u;M;\Omega) \) is the Fourier transform of \( g_{o}(x;M;\Omega) \). The subscript \( l \) and the index \( u \) will be dropped when appropriate to avoid confusion. Note that the operator \( G \) is a bandlimiting operator, ie:

\[
 T_{\Omega} \cdot S^{u\Omega} \cdot G \cdot F \cdot f = G \cdot F \cdot f \tag{A7}
\]

The inverse \( G \) operator, \( G^{-1} \), is defined as:

\[
 G^{-1} \cdot G = S^{u\Omega} \cdot T_{\Omega} \cdot I \tag{A8}
\]

where \( I \) is the identity operator.

For an intermediate level \( l \), the descriptor is given by the convolution and subsampling relationship in equation (28). Using vector notation for the descriptor, ie:

\[
 h = h(u) = h(x, u) \tag{A9}
\]
and equation (A1), this can be rewritten as:

\[ h = m D F^+ G F f \quad M = 2^l \]  \hspace{1cm} (A10)

Forming the operator \( F^+ G^{-1} F \) and operating on \( h \) gives:

\[ F^+ G^{-1} F h = F^+ G^{-1} F m D F^+ G F f \]  \hspace{1cm} (A11)

Using equations (A4), (A5) and (A7) this becomes:

\[ F^+ G^{-1} F h = \frac{1}{M} F^+ G^{-1} G F f = \frac{1}{M} F^+ S^\alpha T^\alpha F f \]  \hspace{1cm} (A12)

Therefore, the original sequence is exactly recovered using the following relationship:

\[ f = M \sum_{k=0}^{M-1} F^+ G^{-1} F h \]  \hspace{1cm} (A13)

The above is simply a series of filtering operations using the frequency domain operator \( G^{-1} \).
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Figure 1. Function $\gamma(t)$ for $T=1$, given by equation (3b), which is biorthonormal to Gabor's elementary signal and enables the expansion coefficients to be obtained.
Fourier transform

Figure 2. The envelopes of 1-d fpss's, corresponding to the largest eigenvalue of equation (24), for various values of $N$, $S$ and $\Omega$. 
Figure 3. 1-d Hierarchical Signal Descriptor for N=8.
Figure 4. The envelopes of 2-d cartesian separable fpss's for various values of $N$, $S$, and $\Omega$. 
Figure 5. 2-d Cartesian Separable Descriptor.

Figure 6. Spatial frequency domain tessellations (courtesy of Wilson [8]):
- a) Cartesian separable.
- b) Polar separable.
Figure 7: 2-d Quadrant Tessellation Descriptor with lowpass region removed.

Figure 8:  
a) Original "girl" image.  
b) Subsampled lowpass filtered images for levels 1 to 8.
Figure 9: Complex magnitude values of spatial vector space for levels 1 to 8 of "girl" descriptor.
Figure 10: Complex magnitude values of spatial frequency vector space for levels 1 to 8 of "girl" descriptor.
Figure 11: Multi-level inverse results. Number of coefficients:

a) $\frac{3N^2}{4}$  
b) $\frac{N^2}{2}$  
c) $\frac{N^2}{4}$

d) Filtered image corresponding to $\frac{N^2}{4}$ coefficients.

Figure 12: Envelopes of a) spatial and b) spatial frequency responses of Gaussian lowpass filter used in multi-level inverse comparison.
Figure 13: a) Original "barbara" image.
  b) Subsampled lowpass filtered images for levels 1 to 4.

Figure 14: Complex magnitude values of spatial frequency vector space for levels 1 to 4 of "barbara" descriptor.