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ABSTRACT
Most business processes rely on informal knowledge and
social behaviour but these are areas which have not, so
far, been well suited for modelling with computer-based
techniques. We describe a new experience-based
approach to modelling with computers which has natural
application to business process modelling. A framework
using this approach, SPORE (situated process of
requirements engineering), is extended to encompass
applications to participative BPR (i.e. supporting many
users in a distributed environment). An outline of an
application of our methods to a warehouse management
system is included.
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1 INTRODUCTION
Modern corporations are faced with a highly competitive
market environment changing at an accelerating rate. In
the early 1990s several analysts were suggesting that the
conventional incremental style of organisational change
was inadequate for this challenge. To gain competitive
advantage or even maintain market position, it was
argued, would require so-called 'radical' change. It had
become common to use the metaphor of 'engineering' to
describe change that is planned or designed (cf. 'software
engineering'). So it was natural for describing this new
order of change that 'Business Process Reengineering',
or 'Business Process Re-design' (BPR) became the
preferred terms. From this perspective it was crucial that
business processes should be re-designed in a cross-
functional process 'vision' guided by overall objectives
and new resources, particularly the resources of IT.
There was an optimism for IT reminiscent of the early
days of artificial intelligence: "IT capabilities .... can
work miracles by the standards of previous generations.
How else but through this technology can we manage our
processes globally, instantly, efficiently, and correctly? It
is clear that no other tools are comparable." (Davenport,
1993) However, it was not to be long before disillusion
with the BPR vision appeared. In 1996 Davenport
himself published an article entitled, Why Re-engineering
Failed: The Fad that Forgot People in which he admits:

To most business people in the United States, re-
engineering has become a word that stands for
restructuring, lay-offs, and too often, failed change
programmes...companies that embraced [re-engineering] as
the silver bullet are now looking for ways to re-build the
organisation’s torn fabric. (Davenport, 1996)

In 1998 it was reported that only around 30% of BPR
projects were regarded as a success (Galliers, 1998). The
earlier promise of BPR had not been fulfilled. One
reaction to this outcome was to retain faith in IT as a
dominant support and just admit that since it could not
adapt – or at least not at acceptable levels of cost – then
business activities must adapt to IT. For example:

The pendulum has swung from 'continuous reengineering
and re-inventing' to 'pick an application package and force
our business processes to comply with the package'.
(Riemer, 1998)

Another response was to be more relaxed over the likely
role of IT in business:

IT can often be a catalyst in this process [of change] and IT
opportunities for new or enhanced products and services
should certainly not be overlooked. (Galliers, 1998)

There are, no doubt, many reasons for the limited success
of the BPR programme. It was surely over-hyped in the
first place. There is only a certain amount, and rate, of
change that people and organisations can accommodate
while maintaining their basic business objectives. Most
business processes depend crucially at every point upon
people and their informal knowledge and social
behaviour. But these are areas for which conventional
computer-based techniques are not well suited and there
was, and still remains today, a substantial gap between
the need to model business process innovations and the
capabilities and mechanisms available from IT to support
the task.

In so far as IT is itself the problem here - as opposed
to the solution it was intended to be - the problem lies
more with software than with hardware. Hardware
developments - multimedia functions, networks, storage
and processor performance, screen display - have been
impressive over recent years. But although object-
oriented methods have made an important contribution,
the software 'crisis' has still not been solved. Taking
proper account of human factors is well known to be a
major challenge for all interactive software. And the first
human factor to be considered is the requirement of the
software system. The most sensitive and difficult area of
software development lies in requirements engineering. Should this be a phase with an end-point - as the programmer would prefer? Or should it be a continuous evolution - as the(152,136),(834,856)

2 BUSINESS PROCESS REENGINEERING

We sketch here an outline of some of the issues and problems involved in BPR. Although this discussion is brief, we hope it will be sufficient to show the relevance and potential of the approach (EM) that we describe in later sections.

2.1 The Key Concepts

In 1993 two key publications (one by Hammer and Champy, another by Davenport) brought widespread attention to the emerging field of BPR. The very concept of ‘business process’ required a re-orientation of managers’ thinking about their business activities. It is defined by Hammer and Champy (1993) as ‘a set of activities which produces an output valuable to the customer’. This concept cut across traditional boundaries in the structure of a business (e.g. departments, sections, functions). For example, the process of new product development cut across departments for R&D, for manufacturing and for marketing. Then ‘reengineering’ meant discovering how a process currently operates, redesigning that process to improve efficiency and remove wastage, and finally implementing the new process using whatever enabling technology was appropriate. The force of the new terminology was to draw attention to a perceived need for ‘radical change’, not mere ‘improvement’. The scale of change envisaged by the term ‘reengineering’, or ‘innovation’ as preferred by Davenport, is described as follows:

Objectives of 5% or 10% improvement in all business processes each year must give way to efforts to achieve 50%, 100%, or even higher improvement levels in a few key processes. (Davenport, 1993)

The lesson we take from this is that when the business context and resources are changing rapidly, radical change may need to take place regularly. In order to model such changes effectively with computers we require environments with the greatest flexibility.

2.2 Participative BPR

BPR seeks to devise new ways of organising tasks, organising people and making use of IT systems so that the resulting processes will better support the goals of the organisation. Vidgen et al. (1994) define the central tenets of BPR as:

- radical change and assumption challenge;
- process and goal orientation;
- organisational re-structuring;
- the exploitation of enabling technologies, particularly information technology.

Thus, BPR has more of an organisational focus than a technical one. The effort is directed at changing people’s thinking and must therefore take into account expectations and viewpoints. The process view of the business activities involved in new product development, for example, reflects the customer’s viewpoint more than the producer’s viewpoint.

While the thought of the scale of change mentioned above by Davenport might be intoxicating for managers
to consider, it is likely to be a less exciting prospect for those employees who are directly driving such order of magnitude changes in performance. Thus Sherwood-Smith (1994) advocates a less strident form of BPR which is people-centred and driven by needs, rather than by IT.

Administrative systems involving people should not be reengineered, they should be participatively re-designed. (Sherwood-Smith, 1994)

Such a participative approach respects the culture and social context of an organisation. This demands a high degree of communication and evaluation. In reference to CASE tools supporting BPR, Sherwood-Smith continues (in the same paper):

Because we believe Business Process Re-Design is essentially a group activity and should be participative, one key aspect of the tool set is that it must run in a collaborative environment.

This sentiment is an exception to what seems to be the more usual undemanding and uncritical attitude to IT from authors on BPR. Available software resources are often accepted as given and their limitations go uncommented although it is, we suspect, precisely their profound limitations that are a significant factor in the ‘failure’ of some BPR efforts. Many current applications are designed in a ‘take it or leave it’ fashion which is inappropriate to a rapidly changing business environment. With frequent mergers and outsourcing of activities businesses need computing environments which support unforeseen changes in needs and can exploit opportunities as they arise. The EM approach creates such environments and they support collaborative working.

2.3 Modelling Business Processes

Organisations and their business processes are complex. Understanding anything involves making some kind of model of the thing in our heads. Thus a fundamental motive for modelling business processes is to help understand them. It is controversial in the BPR literature exactly how much understanding of a process is necessary or desirable prior to its re-design. Hammer and Champy (1993) argue that a very detailed analysis of process is not needed because the goal of the reengineering effort is not to improve the existing process but to design a ‘totally new and superior design’. As both Hammer and van Meel et al. have observed most business structures have not been designed at all, but have simply ‘emerged’. But such evolution has occurred in a social and technical context that is not arbitrary. There are usually reasons for the way things emerge and sometimes they turn out to be very important reasons (that are only discovered after a disastrous re-design!). So we take the view that in the case of processes of any complexity it is important to have as thorough an understanding of the process as possible. It is only then one can dare responsibly to propose a really new design. Since this is a controversial issue we note that (Jacobson et al., 1995) supports our view. In a chapter devoted to this theme (‘Reversing the Existing Business’) they write:

... we do believe that you need a good picture of your current organization before you can finally decide on the best way to change it. If the reengineers understand the business as it is today, they will be able to avoid making unfeasible change proposals. (p.153)

Modelling a business process helps us to understand it and so to re-design it. In a comprehensive, Germanie style the modelling task has been described as follows:

Modelling business processes first means to express the flow and the dependencies of steps in the respective processes in order to make the dynamic behaviour explicit, to be able to communicate it, to analyse it with respect to possibilities of improvement, and to use it for simulations as well as for controlling automated workflow. (Schader and Korthaus, 1998)

This statement effectively summarises the four ‘requirements’ of a modelling method for BPR given by Gerrits (1994). Gerrits emphasises the role of simulation both for assessing the quality of the models of the current situation on the one hand, and the performance of the re-designed processes, on the other hand.

According to van Meel et al. (1994) the methods for achieving business engineering given in the literature ‘roughly follow the pattern of general problem solving’. To offer more support for BPR these authors suggest a model-based problem solving approach summarised in Figure 1. The term ‘empirical model’ used by these authors means something very different from our usage in EM as described in section 3. For example, the van Meel empirical model is a text-based version of a conceptual model; an EM model is a computer-based version of an experiential model. Nevertheless there are striking structural similarities between the van Meel approach and ours, for example in the notion of an experimental, correspondence check between the model and the problem situation. We mention this approach also because the framework here of problem situation and solution [space] is a recurring and unifying theme of our approach. It is one that has recently been used in EM work on requirements, and we apply it in this paper for

![Figure 1. The Process of Problem Solving](source: amended from van Meel et al., 1994)
the application of EM to BPR.

2.4 Object-Orientation and Use Cases

The emergence of BPR in the early 1990s coincided with a dramatic rise in claims and interest in object-oriented methods of software development. There was unprecedented investment in OO by industry and huge co-operation between industries to establish standards and tools for OO (e.g. the formation of the powerful Object Management Group). The was a mushrooming of textbooks and obligatory courses on OO academia. Since BPR laid emphasis on exploiting the resources of IT, it was natural that those in charge of reengineering projects should turn to OO methods. Among many others the series of well-known works by Jacobson and his co-authors (e.g. Jacobson et al., 1992; Jacobson et al., 1995; Jacobson et al., 1997) no doubt helped to forge these links between BPR and OO approaches to system development. The ‘use case driven’ development method for software was the subject of the first work, then it was applied in (Jacobson et al., 1995) to the modelling of business processes. A use case is literally a ‘case of use’ of a proposed or existing system and refers to some specific use by an ‘actor’ (a role of a potential user of the system). It is a sequence of events corresponding to some function of the system useful to the user. At one level such a sequence or ‘course’ of events corresponds closely to a (business) process. At a lower level of abstraction it may, in some cases, also correspond to a functional requirement for a software system. The collection of all use cases constitutes the use case model which is a major part of the requirements model in Jacobson’s software development method.

Schader and Korthaus (1998) draw attention to the range of attributes (e.g. ‘iterative’, ‘use case driven’, ‘incremental’) which can apply equally to both software development and business modelling. As Warboys et al. (1999) state:

Both the business process practitioner and the software process modeller have much in common … One has to design dynamically changeable and efficient processes, and the other the process knowledgeable software to support them.

Another link between BPR and software development lies in the common pattern of negotiation between a problem situation and a solution space. In BPR, this is reflected in the optimum level of goal satisfaction in the light of resources available, and in software, in the ongoing evolution of a requirement. In a way similar to the work of Jacobson et al. (1995), Nurcan et al. (1998) also try to identify and describe business processes by use cases and scenarios. They describe the relationship between the business process and a use case as:

A use case specification comprises a description of the context of the BP, the interactions between the agents involved in the BP, the interactions of these agents with an automated system supporting the BP and attached system internal requirements.

It is now widely recognised that the concept of use cases is independent of object-orientation. But both ideas, highly influential as they have been over the past decade, have also not been without their critics. We have already mentioned (Kaindl, 1999) for drawing attention to the deep problems, for long generally unacknowledged, that arise when representing informal objects in an application domain by formal objects in the programming domain. Among others, the series of papers by Simons (e.g. Simons, 1999; Simons and Graham, 1998; Simons and Graham, 1999) describe some of the serious semantic confusions surrounding use cases and object modelling.

We share with conventional methods for system development the aim of harnessing computer power to solve problems and do useful tasks. But we are doubtful that there are universal ‘methods’ for doing this and doubtful that the required behaviour of a complex ‘system’ can successfully be prescribed in use cases in advance of the construction and use of the system. This seems to us particularly true of volatile contexts with a high dependency on human factors – such as many business processes. This radical, and perhaps immodest, scepticism is one motivation for building models in the way we do in EM. Our ultimate aim is, indeed, to develop useful systems, but to do so we suggest the need in general to take a more roundabout, indirect route. We need first to understand what will be useful and how this might change. For this we need to model a wider context than that of the future system itself and EM offers the possibility to do this.

3 EMPIRICAL MODELLING: AN OVERVIEW

Empirical Modelling (EM) is an approach to computer-based modelling that has been developed at the University of Warwick since 1983. In this section we will give an overview of EM and summarise how our approach differs from conventional modelling methods.

3.1 Principles

The EM principles are based on the concepts of observation, agency and dependency. The initial analysis of a domain to be modelled is made by identifying observables considered relevant by the modeller. Then these observables are grouped around the agents regarded as 'centres', or sources, of change in those observables. The other source of change in the observables is where there are dependencies holding between them expressed by definitions. These are 'law-like' dependencies like Newton's law, the physical constraints of rigidity in a solid material, or the conventions of when a game has been won. All these identifications (of observables, dependencies, and agents) are provisional and subjective: they represent the viewpoint of the modeller. The dependencies between observables are expressed in definitions. A set of definitions - a definitive script - corresponds to a single state of the model. Any particular state of the model should directly correspond to a possible state of its external referent. EM is an agent-oriented approach. That is, a key idea is to attribute the state-changing activities that do not arise from dependency maintenance to agents which are associated with certain observables. Here an agent can be a human actor or any other state-changing
component or device. The identification of agency and dependency is based on previous knowledge and experience, and supplemented by new observation and experiment.

There is therefore a primary emphasis in EM on state, not in a public sense but state-as-perceived-by-agent, or state-as-experienced. It is for this reason that we describe our approach as 'experience-based'. This distinguishes EM from many conventional approaches to modelling in which concepts of state are taken for granted and more attention is given to reproducing desired behaviours. The use case driven method mentioned in section 2.4 is an example of this emphasis on behaviour.

3.2 Techniques
The main technical focus of our modelling approach is the so-called interactive situation model (ISM). An ISM is open to experiment in much the same way that its real world referent is open to experiment. That is, we can devise changes in the ISM, introduce new factors, and have direct experience of the results in any way we choose at the time. This leads to patterns of interaction, and a quality of close human engagement in the interaction which is unusual in computer-based models with the major exception of spreadsheet models. The concept of an ISM in fact generalises the spreadsheet in several radical ways (Rasmusen et al., 2000). The word 'situation' in ISM refers to the fact that the model is rooted in a concrete context that affects the modeller's expectation and interpretation. The model is partial, but not disconnected from the physical world.

All EM models, and conventional spreadsheet models, are examples of ISMs. These models incorporate the agency and dependency revealed during the analysis and construction processes. At the same time they maintain the correspondence between the values of variables in a definitive script and the values of observables perceived by the modeller in both the model and its referent. So each state of the computer model may be directly perceived alongside the corresponding state of its referent. There is no preconceived systematic process to be followed in analysing a domain and constructing the ISM. That is, the modelling activity is genuinely open-ended, observations may agree or disagree with expectations and thereby affect further construction. An ISM always presents only a partial and provisional artefact to the modeller.

3.3 Notations
The roles of agents are documented using a notation that classifies observables as follows: those whose values act as stimuli for action (oracles), those that can be conditionally redefined (handles), ones whose existence depends on that of the agent itself (states), the relationships between observables representing the interaction between the agent and its environment (derivatives), and the privileges of agents for state-changing action (protocols). We record these observations in an informal but structured notation known as LSD. Such an LSD account reflects the internal perspective of each agent in the account together with the external perspective of the modeller. Such an account is not essential but can be useful throughout the construction process. It can be maintained and refined while the main scripts are being developed.

The definitions, representing dependencies, play a central technical role in EM. A typical definition takes the form of

\[ x \text{ is } f(a,b,c) \]

where \( x, a, b, \) and \( c \) are associated with observables in the referent. The variables \( a, b \) and \( c \) are defined elsewhere in the script and \( f \) is some operation which reflects the perceived dependency of \( x \) on \( a, b \) and \( c \). The operation \( f \) will usually be some user-defined function. Such a definition is a one-way dependency rather than a constraint. It expresses the fact that changes in \( a, b \) and \( c \) will result in indivisible change in \( x \); the 'is' in the definition is a keyword indicating that this dependency will be maintained automatically. The values of variables represent the observed state from the point of view of the modeller. Changes of state occur either through re-definitions or the addition of new definitions. A script containing many definitions may have hundreds of automatic updates arising from a single re-definition. A simple event or action will typically be represented as a collection of several re-definitions grouped together. The notations providing all these facilities are known collectively as EDEN. They comprise a general purpose definitive notation together with other notations for line drawing and window management. These three notations can be used freely together in the construction of models. There is some limited assistance to users for the management and debugging of scripts but EDEN is primarily a research tool – it supports the principles of
EM but lacks the robustness, efficiency and consistency needed for general end-user development.

3.4 The EM Modelling Process

There is a fundamental difference between EM and conventional modelling in the way the modeller interacts with the state of the model. In a procedural, or object-oriented, language a door object, for example, would be defined with attributes and methods carefully planned in advance of being programmed. These attributes (e.g. dimensions and manner of opening) and methods (e.g. for changing position and for display) form the door data for manipulation in the computer model. That data determines in advance the complete state space of the door and all possible interactions with the door. The program can, of course, be edited and re-compiled. But it remains an inherent feature of the paradigm that the program forms a boundary within which state and interaction must be preconceived. The interpretation of program state (even in the presence of visualisation) must take place across this boundary. That is, interpretation involves an association between real-world observations and program abstractions. The validity of this association – which depends on such factors as context and purpose – generally requires human judgement. The computer’s manipulation of data is oblivious to such matters and when exceptions and errors arise to render an interpretation invalid, major problems are likely.

Within EM the language for the description of state is the language of observables. The state of the model is presented to the user by a perceptual process that is of the same kind as that by which we apprehend state in the real world. There is, then, a comparability and connectedness between observations of the model and observations of its referent. This comparability is lacking in conventional computer modelling because there the ‘observation’ of the model is the reading of an abstracted value, or the preconceived interpretation of a preprogrammed display. The real-world observation is a subjective, situated experience. The association required for interpreting the model is therefore an association between two things of quite different kinds.

There are three features of an EM model that give the comparability referred to above a special leverage. The link between the observable and a variable in a definition is direct and simple. This contrasts with the situation in many procedural programs where the interpretation of variables and their states can become highly problematic. We acknowledge that the variables in a definitive script must have the ‘abstracted’ quality we referred to above in connection with conventional programs. But this is a ‘limited abstraction’ in which the connection between the concrete and the abstract is deliberate and familiar – like that in the use of natural language for description of the world. As described in (Beynon et al., 2000a):

There is a fundamental mismatch between abstract data that is interpreted by the human in direct association with its counterpart in the real-world referent and situation, and abstract data that is manipulated according to computational rules that can only take account of prespecified and preprogrammed features of this association.

The second feature is that the observation of the model is through a visualisation which is indivisibly linked to the script of the model. The very definition of a line in the line-drawing notation in EDEN is accompanied by its display, just as the existence of a physical edge in the field of vision of a person with normal faculties is automatically accompanied by its perception. The combination of the directness of these two features make for the third feature – the quality of interaction offered in an EM model. There is no preconceived limitation in the revisions the modeller may make at any time in the model and there is a built-in coherence and integrity to all interactions which invoke dependencies. There are some kinds of interaction where there are automated actions from which the human user is excluded. This is appropriate where there are specific and clearly prescribed functions – for example, when using a canned drink dispenser or a washing machine. In such interactions we do not wish for more flexibility or more scope for human intervention. But it is when there is no such function to be prescribed – for example, in conversation or driving a vehicle – when the “purpose” of the interaction is to explore or experiment, that we need a different kind of interaction: one in which the participants can have a close and continuous engagement with each other. It is this latter kind of interaction which – in principle, if not yet always in practice – is offered in an EM model.

Closely allied with the difference just described concerning interaction with state is another fundamental difference between EM and conventional modelling. This is the way change of state takes place. In a conventional program change methods must be planned and preconceived as described above. The control of change is ‘handed over’ to actions within the program boundary. When these actions are complex and the context alters, or error conditions occur, it may be very hard to make the appropriate changes. In an EM model change either occurs as a dependency update which should always have clear and simple real-world semantics – maintaining the integrity of state – or the change occurs as a direct action of an agent. Initially, except in very simple predictable circumstances, this will be a human agent. Only when certain patterns of change have been experimented with and are known to be operating with reliability over a wide range of local states can those patterns be delegated to an ‘automated’ agent action.

The agency concept is a much more primitive one than that of control structures in conventional programming. But it is a very general and powerful notion that allows EM to encompass many conventional paradigms for programming and state change. Furthermore, the notion of dependency is a natural way to preserve the integrity of state change, and the real-world semantics of interaction, in a direct and comprehensible fashion.

While observations of the computer model in EM have a qualitative similarity to observations of the world, they are inevitably limited by properties of the interface
(e.g. size of pixels on display) and typically require the use of visual metaphor to supplement direct observation. For the sake of understanding a domain, the faithfulness of experimental interaction matters more than the faithfulness of the representation. For example, in understanding electrical circuits the iconic representation of components, together with selected measurements is preferable to photographic images of components and comprehensive measurements.

Finally in this section we mention three further differences between EM and conventional modelling. Firstly, there is really no counterpart in EM to the ‘planning’ stage mentioned at the beginning of this section with regard to the example of a door object. This is because such early conceptual modelling in EM can conveniently be directly put into a script with a visualisation and experimented with on the computer. Secondly, the experimentation referred to here, and in relation to the establishment of reliable components mentioned above, corresponds in some measure to the testing of conventional models or programs, but it is significant that this testing occurs here in advance of any commitment to a particular form of program. And thirdly, a further symptom of the difference in approach of EM is the stage at which we consider an interface to a desired system. It is typical of rapid prototyping approaches to offer a ‘mock-up’ of an interface to a future system at an early stage. We see an example of this in the use case description given on p.351 of (Jacobson et al., 1992). In an EM development it is typical that the interface is left until an advanced stage of the development – when the purpose and requirement has been clarified through extensive use of the very open-ended phase of model construction and exploration.

4 APPLYING EM TO BPR

4.1 The Wider Context

Having surveyed some of the issues and problems presented by BPR (section 2), and reviewed the broad approach to computation and modelling that is EM (section 3) we now turn to showing how the principles and tools of EM are well suited for application to BPR. Business engineering calls for technical support at two levels that we shall call the cognitive and the operational. The cognitive level corresponds with the essential processes of understanding the business as a whole, its place in the wider world, and the place of existing processes within the whole. Such understanding is prerequisite to any reengineering of processes. The operational level refers to the provision of systems which workers can use to perform business activities effectively and efficiently. We envisage that such systems will typically comprise people as well as software components and other kinds of device. Object-oriented business engineering seeks (as EM does) to provide a common framework for both the cognitive and operational levels of support.

There has been a multitude of approaches to implementing BPR and even within the OO approaches Jacobson’s is one among many. We used the terminology and concepts of Jacobson’s work in section 2.4 above because it is well known and illustrates many of the issues surrounding the use of technology for BPR. In that section use cases are described as corresponding at one level to business processes, and at another level to the functional requirement of software systems. How we understand the relation of business processes to software systems is crucial for understanding the potential contribution of EM to BPR. Part of Jacobson’s viewpoint is (Jacobson et al., 1997):

The object-oriented business engineering models are similar in spirit to those of Object-Oriented Software Engineering (OOSE). The biggest difference is that the ‘system’ being modelled is a business organization instead of a software system.

Adopting the viewpoint of EM we would claim that modelling a business organisation and modelling a software system are not so very different. But we are approaching the difference that does exist from the opposite direction to that of an OO approach. Our principles and tools very directly support the modelling of a collection of agents performing structured activities in an open environment where unforeseen changes may occur at any time. This is a description which maps onto a business environment more naturally than that of a software system. It is also plausible that many software systems can be viewed as circumscribed special cases of business processes. Thus when approaching the application of EM to BPR we are not immediately confronted with the usual mismatch that arises when the informal problem world (of business) meets the formal solution world (of programming).

In OOSE, the collection of all use cases, each associated with an actor, forms the use case model. Such modelling is the major technique used in the early stages of Jacobson’s approach to offer cognitive support to business engineering. It relies on extensive textual description and the use of the wide range of diagramming methods offered in the Unified Modelling Language (UML). These documents and diagrams record the understanding and imaginative work of participants in the business and of system analysts. When bringing EM methods to bear upon problems of BPR an important difference in comparison with a UML approach is that these early conceptual visions and insights can be directly supported and embodied in the building of our computer artefact. Documents and diagrams may, of course, still be important for contractual, auditing and explanatory reasons and these can be developed in parallel with the artefact construction. But the benefits of having an evolving and shareable computer model from the outset of conceiving a system – for the sake of communication, for monitoring and validating requirements, for smooth system development, and so on – are obvious and substantial.

The use case model is a major part of the requirements model in OOSE. The elaboration and maintenance of the requirements for a system is central for any further development. It plays a key role at both the cognitive and operational levels. We have always seen the issue and challenges of requirements for modern
systems as an area of natural application for EM to conventional software. We now turn in the next section to an EM perspective on the evolution of requirements.

4.2 The SPORE Framework

A major theme of this paper is the need to consider the larger context of the processes we are interested in and are modelling. In a business application, this means including the objectives of an organisation, the viewpoints of the people concerned in any particular process, and the motives, knowledge and expectations of users of systems being considered. The application of EM requires us to widen our focus from an intended computer system to include the entire business processes (the environment) and the people involved (the human factors). It also means shifting our first attention from software requirements to business requirements. The former should be a result of the latter.

The framework that is described in more detail in this section is primarily directed towards requirements. But by ‘requirements’ we do not mean the elicitation and formulation of required behaviour. Instead we have in mind the embodiment of the requirement. That is, a computer model which exhibits, through visualisation and interaction, the behaviour and features of the system or solution required. We are not primarily concerned here with textual specification of the requirement (although this would not be difficult to produce on the basis of such a model). It is a feature of EM that the conventional phases of system development (specification, design, implementation, testing etc) tend to be conflated and are continuously elaborated during the evolution of our models. It is for this reason that we sometimes speak of ‘cultivating requirements’ in the same breath as ‘building an ISM’; they are the same process viewed from different perspectives. So the building of an ISM is somewhat like building a prototype – although not one that is thrown away – but one that is elaborated and can be refined and optimised into a final useful system.

SPORE is a problem-oriented framework in which requirements – viewed as solutions to the problems identified in the application domain – are developed in an open-ended and situated manner. Within this framework, people participating in the requirements engineering process are able to cultivate requirements through collaborative interaction with each other aimed at solving the identified problems, rather than searching for requirements from the ‘jungle’ of user’s needs (Sun et al., 1999). For a given application, a family of artefacts or interactive situation models (ISMs) are developed which form the medium for the problem-solving process of requirements cultivation.

The SPORE framework for building situated models for the requirements engineering process is depicted in Figure 3. The inputs of the SPORE model are:

- Central problems of the domain which are identified by the participants with reference to their concern for the functional and non-functional requirements of the developing system. The identification of problems can occur at any time during the process and is rarely regarded as completed.
- Relevant contexts, such as the organisation’s goals and policy and the relationships between participants, act as motives and constraints for the participants in creating the outputs.
- Available resources, such as documents, technology and past experiences of participants, are used to facilitate the creation of the SPORE model’s outputs.

The four kinds of outputs from the SPORE model are: provisional solutions which are developed by participants on the basis of the available resources and the relevant contexts. The other outputs, including new contexts, new resources and new problems, combine with their earlier versions and form new inputs for creating the next output. That is, all these contexts, resources and problems, even during the development of solutions, always remain modifiable and extensible. In view of this, participants can develop requirements in a situated manner to respond to the change in the contexts, resources and even the problems themselves. Thus this framework addresses the fact that requirements may be changing all the time and can rarely be regarded as complete.

The nature of the SPORE framework is iterative and incremental which means that the ISMs are built in a sequence of structured development cycles, each of which is adding a new portion to the whole model. The delivery of small increments allows continuous feedback and evaluation of the progress achieved.

This experimental interaction is particularly powerful because the participants can interact with each other as well as with the model. Using network facilities the interaction of a participant can be propagated to the artefacts of other participants and consequently affect their insights. Within SPORE all computer models of participants can be connected together. When definitions are propagated they first change the visualisation of other participants’ artefacts (given suitable authorisation) and subsequently may alter their insights as well. So participants can collaboratively interact with each other through their artefacts.

In such a collaborative environment, a working understanding of the key problems and their solutions,
i.e. requirements, can be established. This working understanding can then be cultivated, i.e. grown incrementally, through the successive interaction between participants for exploring and integrating individual insights. On the whole, greater consistency between the individual insights indicates improved mutual understanding. For this reason, participants will continually refine their interaction with a view to achieving greater coherence and consistency.

4.3 Using SPORE for Participative BPR

We have emphasised in the previous section the importance of gaining a shared understanding of problems – or at least a working understanding of them – in order to negotiate towards consensus and agreement on their solutions. No doubt people and organisations have always sought to do this, but predominantly by using natural language, diagrams and, possibly, physical artefacts. We suggest that computers, when viewed in the broad perspective described in section 3, are now allowing us a new means for sharing understanding and knowledge. What we are aspiring to do in EM, and with the SPORE framework, is to introduce a powerful electronic modelling medium for the shared construction of artefacts that can faithfully and flexibly embody existing, and planned, real world systems. This embodiment, which exploits the physical aspects of computers, has far-reaching consequences. There is a continuous evolution possible from an original conception of a system to a useful developed form. It also means this evolution is at all times open to revision and interaction, with immediate feedback. The feedback may be in the form of direct experiential knowledge as well as more conventional propositional and mathematical representations. Any EM model with visualisation is such an embodied artefact, or an ISM as we have described it in earlier sections (3.2 and 4.2).

A family of ISMs built in the SPORE framework can be regarded, according to the patterns of interaction invoked, as a requirement (when we interact in the roles of particular users), or a system (when we interact in the 'roles' of key components, or agents in the EM sense, and so are exploring the internal structure of the model), or a business process (when we interact in the roles of workers, markets, suppliers etc.). It is such flexibility of interpretation – according to style of interaction – that allows the SPORE framework to be naturally applied to BPR.

At the end of each subsection of section 2, we gave some hints as to how EM might contribute to BPR. We now gather those together in the light of the above. For 2.1 we have already indicated the unusual flexibility of ISMs to accommodate unforeseen and arbitrary changes in an environment. In 2.2 we stressed the importance of the key problem that many have diagnosed with conventional BPR: namely the difficulties, and yet necessity, of truly involving all relevant people in a reengineering process. EM is a human-centred approach which now has tools supporting distributed working with sophisticated modes of communication. The same benefits of working participatively on requirements that we mentioned in 4.2 naturally carry over to any BPR application. Many of the features of business process modelling that are highlighted in 2.3, for example, making dynamic behaviour explicit, being able to communicate it and analyse it, have been addressed already, albeit briefly. The use of modelling for simulation and control of automated workflow can be seen in our case study example in section 5.3. The framework of problem situation and solution space also described in 2.3 as appropriate to BPR is adopted in SPORE. Finally, the need to implement reengineered processes by means of building systems, and the way this has been done using OO methods are sketched in 2.4. The reservations expressed there about OO methods and the need for a wider context have now been amplified. We believe we can derive useful systems directly from our artefacts although we have only limited experience so far of doing so, and only with small scale examples. Some indications of how this can be achieved are given in (Beynon et al., 2000b).

We now proceed to a more detailed consideration of a practical example of using EM methods for the analysis of a problem and construction of an ISM. This could be the basis of establishing part of a requirement for a system, for the reengineering of existing processes in a business, and for the development of an associated useful system.

5 EM FOR A WAREHOUSE SYSTEM: A CASE STUDY

EM offers an open-ended environment that provides an alternative approach both to business modelling and to system development. It also promotes the participation of users (stakeholders) in the business modelling activity. Since the stakeholders share a common interest in the success of the business, it is important that our framework supports sharing and distribution of information and knowledge, as well as the learning and experimentation that contribute to the continuous evolution in its organisation.

A warehouse management system is taken as a case study to illustrate the potential for applying the SPORE framework in BPR. This case study was adopted by Jacobson et al. in their text Object-Oriented Software Engineering (1992). At that time, their main concern was to identify the requirements of proposed computer systems by use case analysis and modelling. The idea behind the use case approach is that if we understand the roles of the users who need access to the system, then we shall identify some of the essentials from which requirements are elicited. For Jacobson, each use case is associated with a particular kind of interaction between human agents (actors) and the system, such as might be directed towards one of the required functions of the warehouse (e.g. manual redistribution between warehouses). In a subsequent book, The Object Advantage, Jacobson et al. (1995) extend the use case approach to modelling business processes by introducing the concept of a 'business use case', and propose a method for object-oriented business engineering. There the use case model serves as a process model of the
existing business (the outside view of the company), which is used as the basis for prioritising the processes to be reengineered.

In this paper, we also regard it as important to address BPR in the broader context of developing a business process model. This means widening our focus to include the 'real world' (the environment and human factors) rather than the computer system alone. When we adopt this perspective, the role of EM is to develop a computer-based model that can be used to explore all the characteristic transactions of the warehouse. To this end, the character of our framework is through-and-through agent-oriented, so that the warehouse activity is conceived with reference to state-changing protocols for human and automated components with the system. In as much as human actions are constrained by the business process and follow some reliable patterns, it is possible to regard their co-operative activity as a form of computation (in the same way that we might say "the users are programmed"). The human users and computer-based components can then be viewed as computational agents in a complex system. This agency is mediated through the user-computer interface: the input of the user influences the state of the computer, and the output of the computer changes the environment of the user (Beynon and Russ, 1994).

### 5.1 Introduction to the Warehouse Example

This case study involves applying the SPORE framework to a warehouse management system to achieve BPR. Our goal is to illustrate the use of the EM concepts discussed earlier, but it is not possible to give a complete overview or fully illustrate the entire study.

The proposed system is to support warehouse management. The main function of a warehouse is to provide its customers with warehouse space. The operations of the warehouse also include storing different kinds of items and using trucks to redistribute the items. The aim of introducing computer systems into the warehouse is to offer automatic support to the storage and redistribution services. This involves keeping track of the locations and status of items, differentiating between kinds of items (those that are perishable or flammable), maintaining security and integrity checks, and managing storage, retrieval and relocation. (The possibility that some of the functions of the warehouse associated with the physical storage and retrieval of items might also be automated using robots is not beyond the scope of our approach, but this is not directly addressed here.) The people in the warehouse who will use this system may include: the foreman responsible for the warehouse; the warehouse worker who is responsible for loading and unloading; the forklift operator who drives a forklift in the warehouse; the truck driver who drives a truck between different warehouses; the office personnel who receive orders and requests from customers, arrange the truck routine, and keep records of all warehouses.

![Figure 4. Diagram of the Initial Warehouse System with Actors Identified (source: amended from Jacobson et al., 1992)](image_url)

### 5.2 Business Process Model for Warehouse

In applying the traditional use case approach, the first step is to create a simple picture of a system that describes the system boundaries and the actors (users) of the system (cf. Figure 4). The EM approach differs in a significant respect — the boundary of the system is not preconceived but grows with the understanding of the modeler. In conventional system development, because the boundary is defined in advance, the modeller focuses on those interactions that respect the functionality that is imposed on the system. In an EM approach, the warehouse operation is conceived in terms of each agent's perception of states and state changes. For this reason, our initial concern in developing the business process model is with studying the capabilities of the agents that are intended to operate, and examining the possibilities for their unconstrained interaction in an experimental manner. This is the basis for subsequently exploring the protocols these agents can realistically follow in order to carry out the preconceived characteristic transactions of the warehouse.

In traditional modelling approaches for business, the issue of how agents apprehend the current state of a business process is not explicitly addressed. Of course, there are some key observables that are recognised from the outset to be strongly related both to the daily work of personnel within the warehouse and to the phases in preconceived transactions. For instance, in the warehouse case study, these include the items stored in the warehouse and their locations. The EM approach pays much more serious attention to the true character of real-world observation. As a result, the role of observables in the business process differs in three important respects. Firstly, the precise way in which states and events are observed by an agent is considered to be crucially important. It is not simply the fact that an item is at a location, or that a truck has arrived at the warehouse that is deemed significant; it also matters how and by whom the presence of an item or the arrival of a truck is or can be observed. Secondly, the fact that agents are aware of the abstract stage that has been reached in the business process is taken into account in identifying their observables. For instance, the office personnel will distinguish the abstract status of a redistribution process.
according to whether a group of items is still at the warehouse, in transit or has now been successfully relocated. Thirdly, there has to be a means by which agents interpret physical observation of real world state as disclosing the status of abstract business transactions. For instance, there must be some concrete indication that is now timely to register that an item has now officially left the warehouse, and that a new phase in the redistribution process has begun.

Our EM business model is framed with reference to the state change of an abstract nature that is associated with observation of a process. For this purpose, the relevant observables relate to the current status in communicating information about characteristic warehouse operations between warehouse personnel. The corresponding state changes are concerned with the systematic execution of protocols and the associated transition from one phase to the next. By using such state changes as a representation for business processes, we will easily identify the existing processes, and (from potential problems or dissatisfaction from customers or employees) can also find those that are candidates for BPR activity. An important aspect of the observables in our business model is that they should not only serve to determine the current state, but must also supply a transaction history appropriate for auditing.

In order to understand the existing business processes properly, the ISM we develop to represent the business process model is modelled on the practices that would have been used in the operation of the warehouse prior to the introduction of computers. (This is consistent with Jacobson's emphasis on the benefits of modelling existing practice (Jacobson et al., 1995).) In this context, forms and paper delivery serve as records of the operation of the model. This kind of manual data entry following systematic processes of form delivery can represent both the current status of all transactions (such as which items were in transit) and the history of transactions. The objective of BPR is to automate these transactions by introducing computer systems, and to try to find alternatives that will, for example, reduce the work-hours of personnel and achieve a more efficient process for business.

From our perspective, the forms can be interpreted as a paper-based ISM for the business process. In carrying out a particular transaction, specified procedures are to be followed in filling forms and transferring them between personnel. For instance, as depicted in Figure 5, when a manual redistribution between warehouses is initiated, four copies of redistribution forms (RFs) are transferred from the foreman to the warehouse worker. The manual activities of processing forms effectively identify which agents have roles in the transaction, which are currently active in any phase, and how their interaction is synchronised (cf. Figures 5 and 6). The current status of any transaction is determined by what sections of forms are currently completed and who currently holds the forms.

The modifications that agents make to forms, and the movement of the forms themselves, can be construed as tracing a path through the business process. To elaborate this in more detail we must refer to the observational and interactional context for each agent: the observables it can refer to (its oracles), those it can conditionally change (its handles) and the protocol that connects these. Note that the relevant observables in this context may refer to the state of the warehouse itself (e.g. an item can be signed off only if it is presently to hand), and relate to the high-level context for interpretation (e.g. issues of legality, safety etc.). The persistence of the record that the forms supply is also significant for auditing and traceability.

Our account of the observational and interactional context makes use of the agent-oriented modelling notation LSD, as illustrated in Listing 1. In this account, the interpretation of agent actions may vary according to the current status of the business process being investigated, and the modeller's current understanding of it. For instance, Beynon (1997) and Ness (1997) identify three views of agents, each appropriate to a different context. In the early stages of familiarisation with an environment or putative system, an agent has unexplored potential to affect system1 state (view 1). At a later stage, an agent may be construed as reliably following some particular patterns of stimulus-response within the system (view 2). When an appropriate business process has been successfully identified and implemented, each agent enacts a pattern of stimulus-response interaction that can be entirely circumscribed and predicted (view 3). In view 1 our concern is whether an entity has any influence over its environment and in view 3 our concern is whether the exact nature of the influence is known. The term "agent-oriented" is commonly used to refer to activities that are being interpreted from the view 3 perspective (Shoham, 1993), but EM promotes the idea that the concept of agency is only meaningful in relation to the development of understanding from view 1 to view 3 perspectives.

In our warehouse case study, there are contexts in which all the human agents can be viewed in each of these various ways. Whilst the modeller is initially unfamiliar with the environment and the processes of the business, the personnel will represent examples of view 1 agents whose interaction with the warehouse environment and the operation of its business is as yet unexplored. When the roles of a particular employee, such as foreman, have been more clearly identified, they can be regarded as view 2 agents whose pattern of stimulus-response can be in some respects clearly identified. The aim of our modelling process is to fully understand the whole business process and attribute automatic agency to view 3 agents whose pattern of stimulus-response is entirely predictable. This accords with our thesis that the business model is a form of generalized program, and that business process reengineering closely resembles program requirements capture.

---

1 The 'system' is our warehouse case study is regarded as the whole organisation, not only the computer system itself.
The LSD account can be viewed as identifying and classifying the observables that capture the modeller's current understanding of the warehouse operation. If experimental interaction with the model in due course justifies the transition from a view 1 to a view 3 perspective, the LSD account can be regarded as specifying the observables that describe the stimulus-response patterns in the organisation. In an LSD account, observables that are attached to an agent are referred to as states. In general, these observables can be directly manipulated by another agent. For example, the agent warehouseWorker can change the status of an item to 'moving pending' by manipulating the rf_moving_pending observable which is a state for the agent rf. The oracles are the observables to which an agent responds. For example, rf_item and rf_quantity in the agent warehouseWorker are examples of oracles for the warehouse worker, who has to know the identity and quantity of items to be redistributed before changing their status (cf. Figure 6 and Listing 1). The handles for an agent are those observables that are conditionally under its control. The observable rf_moving_pending is an example of a handle for the agent warehouseWorker.

The stimulus-response patterns for an LSD agent are modelled in two ways. The derivatives are used to represent stimulus-response relationships that are indivisibly coupled. For example the observable transportationError, which indicates whether there is truck available for the specific time at which the foreman intends to make redistribution, is a state for the agent environment but also a derive for the agent foreman. That is to say, any change in the status of truck availability will be deemed to simultaneously change this observable. Looser coupling of stimulus and response is modelled in protocols, which consist of a set of guarded actions, each of which takes the form of an enabling condition and an associated sequence of redefinitions of observables. Each guarded action can be regarded as a privilege to act. That is, if an enabling condition pertains, a particular action may be performed. As an example of this principle, the agent warehouseWorker receives redistribution forms from the foreman (the enabling condition), then decides the loading time and platform, and passes the forms to both the office and forklift operator (the guarded action).

5.3 The ISMs for the Warehouse State

In interpreting the business process model, and ensuring that its abstract phases are or can be appropriately embodied in agent perception and action, it is essential to take account of the physically explicit observables associated with the warehouse. In keeping with the situated nature of SPORE framework, the ISM is used to incorporate the matter-of-fact observations of the current state of the warehouse. As mentioned earlier, typical observables that are significant in this view are the items and locations in the warehouse, and the inventory that connects items with locations. An ISM to represent these observables will supply visual representations for items and locations, and display the status of the inventory. Such a representation of the current warehouse state is complemented by informal actions, such as represent the relocation of items, item look-up in the inventory or receipt of a new item for storage. In some contexts, this will motivate visualisations to represent intermediate states in the operation of the warehouse, associated with items in transit, or items located via the inventory but yet to be retrieved from the warehouse.

A model of the warehouse has to incorporate such aspects of state and state change in order to be faithful to its referent. It must also provide the setting in which to consider behaviours that are undesirable or outside the scope of normal operation. Relevant observables required for this purpose might address issues such as the loss of items or warehouse locations, the concept of items being mislaid, or of items being perishable.

There is no single ISM that can represent all the aspects of the warehouse state. The state of the warehouse will typically be represented by different ISMs according to what problems are being addressed in the SPORE framework. The scale of an ISM is limited by the number of definitions that can be conveniently stored, rapidly accessed and efficiently processed, but in these respects it is well-suited to those concerns that lie within the modeller's conceptual grasp. The ISM we construct here incorporates the 'seed' ISMs for the warehouse: the form-based abstractions that capture the state of the business process model and the activities of the agents; the storage, retrieval and distribution of items; and additional observations such as are associated with the wider significance of the warehouse operation (e.g. concerned with the legality and the integrity of the business process). The potential framework for BPR established by applying SPORE is illustrated by the transformation from a paper-based to a computer-based ISM.

The distributed version of EDEN enables us to separate the viewpoints of the agents in the model, and to complement these with an external observer's interpretation. Figure 6 illustrates how computer-based forms are used to represent the environment for each agent's interaction. In this way, the distributed ISM can serve as a medium in which to identify and enact appropriate transactions, and to debug and refine these through collaborative interaction between the various participants. Many possible issues in requirements can be addressed by SPORE in this way:

- Through experimentation at different workstations, we can identify issues that are problematic from the perspective of particular agents: for instance, "how does the office know which drivers are available?"; "how does the office determine whether a transaction is completed?".
- Through the elaboration of different seed ISMs, we can address additional issues, such as transportation costs, perishable goods, security and trust concerns.
- Through modifying dependencies and communication strategies, we can consider the effects of different technologies, such as are associated with the use of mobile communications,
the Internet, optical bar code readers, or electronic locking agents.

- Through collaboration and synthesis of views, we can distinguish between subjective and objective perceptions of state e.g. to contrast "I remember doing X" with "I have some record of doing X" with "There is an official record of X", or to model misconceptions on the part of an agent.

- Through intervention in the role of superagent, it is possible to examine the consequences of singular conditions that arise from opportunistic interaction or Acts-of-God, and to assess activities outside the scope of normal operation such as are associated with fraud, or manual back-up to automated procedures.

6 Conclusions

We have introduced a novel approach to modelling that is based on a view of computation and programming that is significantly broader than conventional views. This view (EM), based as it is on the concepts of observable, dependency and agency, computer-based models of business processes can be built in a way similar to that in which humans make conceptual models of such processes. We can then specialise and circumscribe our models to derive traditional software systems. In this way EM can offer both cognitive and operational support to BPR from the very early, conceptual stages of modelling. The potential benefits of introducing the SPORE framework for reengineering a business process are its flexibility, openness and the richness of interaction possible between many human participants in the modelling environment. Our case study shows the potential for modelling current practice in a business. There is clearly much future work to be done on exploring the scalability of our approach and the derivation of practical systems from our models.
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Figure 5. A collaborative working environment for manual redistribution between warehouses
Figure 6a (above). Detailed view of the forms used in the warehouse artefacts

Figure 6b (right). Detail of panels representing observables (handles or oracles) for some warehouse agents
Listing 1. Part of the Outline LSD Specification for the Warehouse Management System

AGENT warehouseWorker(w) {
  STATE
  ORACLCS
    rf_item[1..4],
    rf_quantity[1..4],
    rf_from_place[1..4],
    rf_date[1..4],
    rf_item[2],
    rf_quantity[2],
    rf_date[2]
  HANDLE
    rf_moving_pending[1..4],
    rf_loading_time[1..4],
    rf_loading_platform[1..4],
    rf_redistribution_confirm[1..4],
    rf_to_place[2],
    rf_redistribution_confirm[2]
  DERIVATE
  PROTOCOL
    *** Receiving RF1...4 from foreman ***
      --> read rf_item[1..4]; read rf_quantity[1..4];
      read rf_from_place[1..4]; read rf_date[1..4];
      write rf_moving_pending[1..4];
      --> write rf_loading_time[1..4];
      write rf_loading_platform[1..4];
      --> *** Pass RF1,2,3 to office and RF4 to forklift operator; ***
      // For loading
    *** Item not enough ***
      --> write rf_redistribution_confirm[1..4]
      --> *** Pass RF1...4 back to foreman; ***
    *** Receiving RF2 from office ***
      --> read rf_item[2]; read rf_quantity[2]; read rf_date[2];
      --> write rf_to_place[2];
      --> Pass RF2 to forklift operator; ***
      // For unloading
    *** All places full ***
      --> write rf_redistribution_confirm[2]
      -->('Error' & 'All places full');
      --> *** Pass RF2 back to foreman; ***
}
AGENT rf(n=1...5) { // Redistribution Form
  STATE
    rf_warehouse[n]=@,
    rf_foreman_name[n]=@,
    rf_job_number[n]=@,
    rf_item[n]=@,
    rf_quantity[n]=@,
    rf_from_place[n]=@,
    rf_to_warehouse[n]=@,
    rf_date[n]=@,
    rf_moving_pending[n]=@,
    rf_loading_time[n]=@,
    rf_loading_platform[n]=@,
    rf_driver[n]=@,
    rf_arrival_time[n]=@,
    rf_unloading_platform[n]=@,
    rf_on_transport[n]=@,
    rf_to_place[n]=@,
    rf_redistribution_confirm[n]=@
  ORACLCS
  HANDLE
  DERIVATE
  PROTOCOL
}
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